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Broad Objectives
QUEST is a SciDAC Institute comprising Sandia National Laboratories, Los Alamos National
Laboratory, University of Southern California, Massachusetts Institute of Technology, University
of Texas at Austin, and Duke University. The mission of QUEST is to: (1) develop a broad class of
uncertainty quantification (UQ) methods/tools, and (2) provide UQ expertise and software to other
SciDAC projects, thereby enabling/guiding their UQ activities.

The Duke effort focuses on the development of algorithms and utility software for non-intrusive
sparse UQ representations, and on participation in the organization of annual workshops and tuto-
rials to disseminate UQ tools to the community, and to gather input in order to adapt approaches
to the needs of SciDAC customers.

Accomplishments
UQTk

DU contributed to the October 2013 release of version 2.0 of UQTk. Version 2.0 includes capabil-
ities for intrusive and non-intrusive propagation of uncertainty with Polynomial Chaos expansions,
both in C++ and Matlab, as well as a C++ Markov chain Monte Carlo library for Bayesian in-
ference, a C++ Bayesian Compressive Sensing (BCS) library, and a C++ library for computing
Karhunen-Loève (KL) expansions from stochastic process samples.

Multiscale Stochastic Preconditioners

We have developed a preconditioned Bayesian regression method that enables sparse representa-
tions of noisy outputs of ODE systems that exhibit large variability with random input data. The
approach is based on the definition of appropriate multiscale transformations of state variables cou-
pled with a Bayesian regression formalism. This enables efficient and robust recovery of both the
transient dynamics and the corresponding noise levels. We have demonstrated the implementation
of the present approach to stochastic chemical systems with uncertain reaction rates. Numeri-
cal experiments show that Bayesian preconditioning algorithms can simultaneously accommodate
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large noise levels and large variability with uncertain parameters, and that robust estimates can be
obtained with a small number of realizations of the stochastic simulator.

Gradient-Based Approach to Inverse Problems

We have also explored the possibility of using gradient based optimization algorithms in order
to determine posterior distributions of uncertain parameters. Specifically, we have developed an
approach that exploits the adjoint and the Hessian of sparse PC representations of quantities of
interest with line search optimization algorithms. The inference problem is then recast in the
context of a variational parameter estimation problem where the gradients of the surrogate are used
to minimize the mismatch between observations and model predictions. Implementation of this
methodology was demonstrated using extreme-scale simulations of the oceanic circulation in the
Pacific under typhoon conditions. Results were validated by comparing the resulting predictions of
optimal parameters and their local distributions with detailed estimates obtained using a Bayesian
inference approach where the full posterior distribution was constructed using an adaptive MCMC
technique. Experiences have shown that the adjoint/Hessian based algorithm is very efficient, and
that is yields accurate prediction of optimal parameters as well as suitable estimates of the width
of their distributions.

Adaptive Pseudospectral Approximation

We have developed an adaptive pseudospectral approximation algorithm that enables construction
of global surrogrates expressing the dependence of QoIs on deterministic design variables and
uncertain model parameters. To enable control of the resolution in the space of design variables
and uncertain parameters, the adaptive pseudospectral construction was enriched with conditional
Sobol indices, that guide anisotropic refinement along individual dimensions. We have compared
the performance of the resulting algorithms to hierarchical constructions employing nested pseu-
dospectral approximations. Tests have shown that whereas the nested approach enables greater
control, the Sobol-enriched pseudospectral construction yields superior performance while enable
suitable error control and accommodating simple termination criteria.

We have adpated the formulation of our adaptive pseudospectral approximation algorithm to
the design of global surrogrates that express the dependence of QoIs on deterministic design vari-
ables and uncertain model parameters. To enable control of the resolution in the space of design
variables and uncertain parameters, the adaptive pseudospectral construction was enriched with
conditional Sobol indices, that guide anisotropic refinement along individual dimensions. We have
compared the performance of the resulting algorithms to hierarchical constructions employing
nested pseudospectral approximations. Tests have shown that whereas the nested approach en-
ables greater control, the Sobol-enriched pseudospectral construction yields superior performance
while enable suitable error control and accommodating simple termination criteria.

Stochastic Limit Cycles

We have developed an intrusive PC method that enables the determination of stochastic limit cy-
cles. The method overcomes the well-known difficulties of PC representations for long time in-
tegration, which typically manifest themselves in the form of a convergence breakdown. This is
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accomplished by introducing a stochastic time scaling, and using this rescaling in conjunction with
Newton iterations to control the phase drift between stochastic trajectories. The efficiency of the
resulting scheme was demonstrated through applications to the 2D Navier-Stokes equations. In
particular, the tests indicated that the stochastic limit cycle can be suitably represented with low
order PC expansions.

PC Analysis of Noisy Uncertain Systems

We have developed a class of PC algorithms for the analysis of stochastic differential equations
driven by additive or multiplicative Wiener noise. For this setting, the algorithms rely on a Galerkin
formalism that naturally leads to the definition of a hierarchy of stochastic differential equations
governing the evolution of the PC modes. Under the mild assumption that the Wiener and uncertain
parameters can be treated as independent random variables, the algorithms enable us to perform
an orthogonal decomposition of the process variance, and consequently decompose the latter into
contributions arising from the uncertainty in parameters, the stochastic forcing, and a coupled
term. Insights resulting from this decomposition were gained through various implementations to
simplified models problems, as well as complex systems involving unstable fixed points.

We have also developed a mathematical and computational approach that enables quantification
of the inherent sources stochasticity and of the corresponding sensitivities in stochastic simulation
algorithms (SSAs). The approach is based on reformulating SSAs as being generated by standard-
ized Poisson processes. This reformulation affords a straightforward identification of individual
realizations, and consequently a quantitative characterization of the inherent sources of stochas-
ticity in the system. By relying on the Sobol-Hoeffding decomposition, the reformulation also
enables us to perform an orthogonal decomposition of the solution variance. Thus, by judicioulsy
exploiting the inherent stochasticity of the system, one is able to quantify the variance-based sen-
sitivites associated with individual reaction channels, as well as the impact of channel interactions.

Dimensionality Reduction for Bayesian Inference of Random Fields

We have explored a new dimension reduction framework suitable for Bayesian inference based on
prior Gaussian fields with uncertainty in the covariance function hyper-parameters. This tradition-
ally achieved using the KL expansion of a prior Gaussian process assuming covariance function
with fixed hyper-parameters, despite the fact that these are uncertain in nature. The posterior dis-
tribution of the KL coordinates is then inferred using available observations. The resulting inferred
field is therefore dependent on the assumed hyper-parameters. Alternatively, we have developed
a scheme to efficiently estimate both the field and covariance hyper-parameters using Bayesian
inference. To this end, a generalized KL expansion is derived using coordinate transformations
to account for the dependence with respect to the covariance hyper-parameters. PC expansions
are then employed for the acceleration of the Bayesian inference using similar coordinate trans-
formations, enabling us to avoid expanding explicitly the solution dependence on the uncertain
hyper-parameters. We demonstrated the feasibility of the proposed method on a transient diffusion
equation by inferring spatially-varying log-diffusivity fields from noisy data. The inferred profiles
were found closer to the true profiles when including the uncertainty in the hyper-parameters in
the inference formulation.
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Large-scale demonstrations

In order to assess the performance of QUEST UQ tools, we have ported our OGCM (HYCOM-
based) simulatations onto NERSC platforms, and have launched a simulation campaign focusing
on combined impact of initial condition uncertainty (expressed in terms of truncated KL expansion)
and variability in wind forcing (expressed in terms of space-time EOFs) on the oceanic circulation
in the Gulf of Mexico. We are currently applying a combination of QUEST algorithms for the
purpose of generating surrogates of QoIs obtained from ocean general circulation model (OGCM)
computations. Specifically, we are focusing on the response of the circulation in the Gulf of Mexico
(GOM) to uncertainties in initial conditions and wind forcing. The challenges that arise concern the
high computational cost of highly resolved simulations, and the fact for extreme values of random
inputs the system may evolve outside the range of validity of some of its parameterizations. The
latter situation presents itself as a case of missing data. To address this difficulty, we used a
combination of adaptive quadrature concepts and sparse regression techniques. We also explored
the possibility extending adaptive refinement techniques to the situations where the QoIs represent
field quantities.
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