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We have studied the magnetic properties of NazxCo2TeOg, which features a honeycomb lattice
of magnetic Co®" ions, through macroscopic characterization and neutron diffraction on a powder
sample. We have shown that this material orders in a zig-zag antiferromagnetic structure. In addi-
tion to allowing a linear magnetoelectric coupling, this magnetic arrangement displays very peculiar
spatial magnetic correlations, larger in the honeycomb planes than between the planes, which do
not evolve with the temperature. We have investigated this behavior by classical Monte Carlo cal-
culations using the Ji-J2-J3 model on a honeycomb lattice with a small interplane interaction. Our
model reproduces the experimental neutron structure factor, although its absence of temperature
evolution must be due to additional ingredients, such as chemical disorder or quantum fluctuations

enhanced by the proximity to a phase boundary.

PACS numbers: 75.25.-j, 75.10.Hk, 75.85.4+t,75.47.Lx

I. INTRODUCTION

There is a longstanding interest in the potentially un-
conventional electronic and magnetic properties of hon-
eycomb lattices of magnetic atoms. Most recently, the
realization of a new kind of spin liquid predicted by Ki-
taev was searched in real materials with 4d or 5d elec-
trons [1]. This state of matter is achieved in presence of
anisotropic (bond-directional) interactions favored by a
strong spin-orbit coupling [2]. On the other hand, in the
isotropic Heisenberg model, manifestations of magnetic
frustration are also expected in line with the exotic phase
diagram obtained when magnetic interactions beyond the
first neighbors are present [3-10]. In addition to conven-
tional ordered phases, these lead to ground states degen-
eracies, possibly lifted by the order-by-disorder mecha-
nism, or favoring nonmagnetic phases in the quantum
(e.g. valence bond crystal or spin liquid) or classical
(e.g. classical spin liquid) regimes. Another theoretical
approach, based on the spin-1/2 Hubbard model at half-
filling, in the intermediate coupling regime in the vicinity
of the Mott transition, also discloses a quantum spin lig-
uid state based on resonating valence-bonds [11]. In this
context, new materials that might display these potential
exotic behaviors are intensively looked for. Viciu et al.
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have recently reported the synthesis of two new oxides,
NayCoyTeOg and NagCosSbOg, with a perfect honey-
comb lattice of magnetic Co?T ions [12]. Actually, these
materials belong to large families of compounds allowing
various substitutions, in particular Na-Li, Sb-Bi and Cu-
Co-Ni for the magnetic ions [13-24]. In this article, we
will concentrate on NasCoyTeOg for which no extensive
investigation has been reported yet beyond the work of
Viciu et al. [12]. In addition to the above quest for exotic
magnetic behaviors, Nas;CosTeOg is structurally related
to the Na,;CoOs cobaltates, that exhibit in particular
superconductivity through water molecules intercalation
[25]. Moreover, the space group of NayCosTeOg is non-
centrosymmetric which is a necessary condition for fer-
roelectricity. It is thus expected that, depending on the
stabilized magnetic order, this compound could display
interesting multiferroic/magnetoelectric properties.

We hereafter report the magnetic properties of
NayCosTeOg probed by magnetization, specific heat and
neutron scattering measurements. We unveil the nature
of the low temperature magnetic phase, whose incom-
plete long-range ordering is discussed using Monte-Carlo
calculations.

II. SYNTHESIS, STRUCTURE AND
EXPERIMENTAL DETAILS

A polycrystalline sample of NayCosTeOg was prepared
by mixing Nay;CO3 and Co304 with TeOs, with a 8 days
thermal treatment at 800°C under argon atmosphere
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FIG. 1: Crystal structure of NazCo2TeOg, in a perspective
view (top) and projected along the c-axis (bottom) with the
two Co®T honeycomb layers underlined in blue. The Na™
ion multiple positions, too close to be simultaneously fully
occupied, are represented with yellow spheres, highlighting
the Na disorder. The main magnetic couplings, in-plane J;
to J3 and out-of-plane J4, are shown by dashed lines.

with intermediate homogenization, as described in Ref.
12. The structure and quality of the sample were checked
by x-ray diffraction. NasCosTeOg presents a two-layer
hexagonal structure, which can be described by the non-
centrosymmetric space group P6322 (No 182). The Co?*
ions are in an octahedral environment and occupy the 2b
Wyckoff site with atoms at (0, 0, 1/4) and (0, 0, 3/4)
and the 2d Wyckoff site with atoms at (1/3, 2/3, 1/4)
and (2/3, 1/3, 3/4). They are arranged on a perfect hon-
eycomb lattice. The Na distribution between the honey-
comb layers is on the other hand highly disordered and
site distributed (see Fig. 1).

The magnetic properties of the Nay;CosTeOg powder
sample were investigated under magnetic fields up to 5 T
in the temperature range from 2 to 300 K with a Quan-
tum Design MPMS® superconducting quantum inter-
ference device magnetometer and up to 10.5 T from 2
to 300 K with a purpose-built extraction magnetome-
ter. The specific heat of the sample was measured with
a Quantum Design PPMS® relaxation-time calorimeter
by increasing the temperature from 2 to 300 K.
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FIG. 2: Temperature dependence of the susceptibility M/H
measured with a 1 T magnetic field and of the inverse
susceptibility. The Curie-Weiss fit (plain line) was ob-
tained in the 100-300 K range for the parameters xo=-
0.0029(2) emu/molc,.0e, C=4.55(4) emu.K/molc,.Oe and
0=-23.3(1) K.
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FIG. 3: Field-cooled and zero-field-cooled measurements of
the magnetization versus temperature in a magnetic field of
0.01 T with a zoom of the transition temperature range in the
inset.

Neutron powder-diffraction measurements were per-
formed at the Institut Laue-Langevin using the high res-
olution two-axis powder diffractometer CRG-D1B (wave-
length A=2.52 A). The thermal evolution of the diffrac-
tion patterns was recorded using an orange cryostat by
decreasing the temperature from 300 to 2 K. Long scans
at 2 K, 12 K and at 35 K (below and above Tny=27 K)
were performed.

III. MACROSCOPIC CHARACTERIZATION

The temperature and field-dependent magnetization
M of NagCosTeOg are shown in Figs. 2, 3 and 4. A cusp
in the susceptibility (x = M/H in the linear regime)
measured in a field of 1 T is observed at Ty=27 K, con-
sistent with a transition from a paramagnetic state to-
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FIG. 4: Magnetic field dependence of the magnetization of
NayCo2TeOg at different temperatures.

ward an antiferromagnetic (AF) order. Additional fea-
tures are visible near 16 and 4 K respectively. These
transitions are also visible in the field-cooled/zero-field-
cooled measurements performed in a small field of 0.01 T
(see Fig. 3). In particular, a marked bifurcation between
the two measurements, that signals thermomagnetic ir-
reversibilities, is observed below Th. A Curie-Weiss fit,
X = xo+C/(T —0) including a diamagnetic contribution
Xo, was performed in the [100-300 K] temperature range,
following Viciu et al. [12] who pointed out that this dia-
magnetic contribution is responsible for the curvature of
the inverse M /H up to high temperature. This fit yields
the effective moment peg=5.64 pp which is within the
range of calculated values for Co?T ions in a spin 3d”
configuration with a non-zero orbital contribution. The
Curie-Weiss temperature #=-23.3 K indicates dominant
antiferromagnetic interactions in first approximation. As
shown in Fig. 4, the magnetic isotherms M (H) deviate
from linearity below 50 K due to the beginning of the
magnetization saturation. Below 20 K, i.e. in the or-
dered phase, they present an upward curvature around 6
T signaling a possible metamagnetic transition. Our re-
sults are globally consistent with previous studies [12, 19].
In these works, the Ty was reported respectively by Vi-
ciu et al. and Berthelot et al. at 17.7 K and 26 K and
a second anomaly in the susceptibility was reported at
9 K and around 17 K (the 4 K anomaly observed in
the present work was not mentioned). This variability
in the transition temperatures suggests some sample de-
pendency possibly associated to the Na disorder or due to
some H5O intercalation, already reported in alkali-metal
cobaltates.

Specific heat C,, measurements on NayCosTeOg con-
firm the results from magnetization (see Fig. 5): A sharp
transition is observed at 26.5 K consistent with the Néel
temperature. A broad shoulder is also visible at 17 K in
agreement with the feature observed in the magnetiza-
tion below Tx and which is the possible signature of a
spin reorientation.
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FIG. 5: Temperature dependence of the specific heat cor-
rected from the signal of the addenda.
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FIG. 6: Powder neutron diffractograms at 35 K (red), 12 K
(pink) and 2 K (blue) with the 2 K - 35 K difference (green).
The 2 K and 12 K diffractograms are almost identical. The
indexation of the first two magnetic Bragg reflections is given.

IV. NEUTRON DIFFRACTION

In order to determine the magnetic order stabilized be-
low T, powder neutron diffraction was performed. The
nuclear structure was refined using the FullProf Suite [27]
and found in agreement with the published one (see Table
I) [12] with a tiny amount of parasitic phase. The Na™
ions partially occupy three sites with very little change
in their occupation between 300 and 35 K. Slight shifts
of the Na position on the two 12i Wyckoff sites are found
between these two temperatures.

Below Tn=27 K, additional Bragg peaks characteris-
tics of the magnetic order appear, which can be indexed
by the propagation vector (1/2, 0, 0) (see Fig. 6). This
corresponds to an antiferromagnetic arrangement with a
magnetic cell doubled along a with respect to the crys-
tallographic cell. The difference between the curves mea-



TABLE I: Structural refinement of NasCo2TeOg in the P6322
space group at 300 K with a=5.2694(5) A and ¢=11.231(3) A
and a RF-factor= 9.95 (top), and at 35 K with a=>5.2627(4)
A and ¢=11.182(2) A and a RF-factor=9.25 (bottom).

Atom Wyckoff T y z Occ.
Co(1) 2b 0 0 1/4 1
Co(2) 2d 2/3 1/3 1/4 1

Te 2c 1/3 2/3 1/4 1

O 122 0.656(2) -0.018(1) 0.3459(3) 1
Na(1) 124 0.15(2) 0.57(2) -0.028(8) 0.097(7)
Na(2) 2a 0 0 0 0.13(2)
Na(3) 1214 0.65(1) 0.04(1) 0.099(9) 0.242(4)
Co(1) 2b 0 0 1/4 1
Co(2)  2d 2/3 1/3 1/4 1

Te 2¢ 1/3 2/3 1/4 1

(0] 127 0.658(2) -0.017(1) 0.3469(3) 1
Na(1)  12i  0.19(1) 0.62(2) -0.03(1) 0.082(7)
Na(2) 2a 0 0 0 0.13(2)
Na(3) 124 0.67(1) 0.05(1)  -0.010(7) 0.240(3)

TABLE II: The symmetry operators associated with the four
possible irreducible representations of the magnetic structure,
based on the application of a (1/2, 0, 0) propagation vector.

Sym. 1 Sym. 2 Sym. 3 Sym. 4

1: 0,0,0 2:(0,0,1/2) 0,0,z 2: 0,y,0 2: 2x,x,1/4
TRep(1) 1 1 1 1
TRep(2) 1 1 -1 -1
IRep(3) 1 -1 1 -1
IRep(4) 1 ~1 1 1

sured at 2 K and at 35 K, isolating the magnetic sig-
nal, presents peculiar features: first a step-like increase
of the signal is visible around 260=15.5°, coinciding with
the rise of the first magnetic reflection. Then the shape
of the peaks is not identical for all the reflections: some
are narrow like the first one at 15.9°, or much broader
and with a lorentzian shape like the second one at 20.5°.
They correspond respectively to the (1/2, 0, 0) reflec-
tion and to the (1/2, 0, 1) and (-1/2, 0, 1) reflections.
The first one is uniquely sensitive to the magnetic corre-
lations along the a direction, i.e. within the honeycomb
planes, whereas the others are also sensitive to the out-
of-plane correlations. The broader second peak might
then be an indication of shorter-range correlations in the
c direction. The diffractograms are almost superimposed
between 2 and 12 K (see Fig. 6). Note also that we have
not observed any marked change in the diffractograms
below Ty, in particular around 17 K where the second
anomaly is seen in macroscopic measurements.

In order to discriminate between the different possi-
ble structures, group theory and representation analysis
were used to determine the irreducible representations
compatible with the magnetic structure using a propaga-
tion vector of (1/2, 0, 0) via the BasIreps program within
the FullProf suite [27]. Four possible one-dimensional ir-
reducible representations are found, whose symmetry op-
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FIG. 7: Rietveld refinement, using the IRep(2), of the dif-
ference between the diffractograms at 2 K and at 35 K. The
measurements are in red, the calculation in black and the dif-
ference between the two in blue. The background used for the
refinement is shown in green. The agreement factors of the fit
are RF-factor=6.736 and global x>=0.925. The grey dashed
line is the assumed subtracted paramagnetic scattering that
has been restored in figures 12 and 13.

erators are listed in Table II. They were tested by refining
the differential powder diffractograms (2 - 35 K) with the
scaling factor determined from the nuclear structure re-
finement. The fitting procedure was performed using a
customized background in order to account for the step-
like feature, which is actually an intrinsic signature of
low-dimensional magnetic correlations as detailed below.
Moreover a different Lorentzian broadening shifts with
respect to the instrumental resolution width was imple-
mented for the first two reflections in order to reproduce
their distinct shape. A good refinement of the measured
diffractogram difference could then be obtained only for
the irreducible representation IRep(2) (see Fig. 7). The
resulting magnetic structure corresponds to two shifted
honeycomb layers, each displaying antiferromagnetically
coupled zig-zag ferromagnetic chains running along the b-
axis (see Fig. 8). In this magnetic arrangement, the main
component of the magnetic moment is along the b-axis.
Although allowed by symmetry, the refinement is not sig-
nificantly improved by adding a component along ¢. Thus
restricting the full magnetic moments along the b-axis, its
amplitude is found equal to 2.95(3) and 2.5(3) up for the
2b and 2d Wyckoff sites respectively. Although this Ri-
etveld analysis allows us to identify a zig-zag magnetic
arrangement in this compound, it is only a first attempt
since the low-dimensionality of the magnetic structure is
not fully taken into account. In the next section, a more
accurate approach based on Monte Carlo calculation is
presented.

This magnetic structure corresponds to the C2’2'2;

magnetic space group [28, 29], which forbids ferroelectric-
ity. However, a linear magnetoelectric effect is allowed



«1-;_, e %
£ N %\
k* AR \x/ B \ a ﬂ?\* \
\, | .\ ) \\ \ \\ ‘\
\ \ \ \ \ ‘n\
\ ) \ \ N \ \ A\
\@‘ ' A\ K o\
\ ¥ \‘ 1! \
\ \y \ N\

< \ Eé; A g . 4

FIG. 8: Zig-zag magnetic structure of NayCo2TeOg in agree-
ment with the podwer neutron diffractograms. The two col-
ors depict the magnetic moments in the honeycomb layers at
z = 0.25 (blue) and at z = 0.75 (green). The two sites, 2b
and 2d, alternate around each hexagon.

with a non-diagonal tensor of the form [30]:

0 aMP o
aME 0 0
0 0 0

This tensor can be decomposed into a symmetric and
an antisymmetric part. This compound is thus poten-
tially ferrotoroidic as the toroidic moment is proportional
to the antisymmetric part of the magnetoelectric tensor,
hence allowed only when this tensor has non-diagonal
terms [31]. A non-diagonal tensor was recently estab-
lished in another honeycomb material, MnPSs, however
displaying another kind of collinear antiferromagnetic
structure [32].

The zig-zag magnetic structure of NayCosTeOg is one
of the characteristic spin arrangements observed in hon-
eycomb magnets. It can arise from Heisenberg inter-
actions beyond the first neighbors in the classical and
quantum J;-Js-J3 phase diagram for a wide range of ex-
change parameters. It is also one of the phases stabi-
lized in presence of strongly anisotropic interactions in
the vicinity of the Kitaev spin liquid. It has already
been evidenced in various materials in presence or not
of strong spin-orbit coupling: e.g. NaoIrOz [33, 34] and
a-RuCl; [35-37] for the former case, and BaNis(AsOy)2
[38] and MPS; with M=Ni, Co, Fe [39-42] for the lat-
ter case. Closer to the present study, this magnetic ar-
rangement has also been experimentally determined in
NazCoySbOg [24] and NagNisBiOg [23], and proposed to
be stabilized in (Li,Na)3NisSbOg from ab-initio calcula-
tions [16]. Among these realizations, the peculiarity of
NayCoyTeOg is that it exhibits signature of both short-
range and long-range magnetic correlations. This could
be the consequence of some instability due to the vicin-
ity of a phase boundary with a disordered phase or to re-
maining frustration effects. We have investigated the rel-

FIG. 9: J2/J1—J3/J1 phase diagrams for AF J; > 0 (a) and
for FM J; < 0 (b) (adapted from ref. 4). The related phases
in both diagrams are similarly colored. The zig-zag ordered
phase is in red and labelled II for AF J; and IV for FM J;.
The numbered red dots show the parameter sets that have
been inspected through Monte-Carlo calculations.

evance of the J;-Js-J3 isotropic Heisenberg model to our
system using classical Monte-Carlo calculations. The de-
viations of our experimental observations from this clas-
sical model are expected to point out additional quantum
effects and/or the relevance of Kitaev physics [43].

V. MONTE CARLO CALCULATIONS AND
DISCUSSION

To simulate the powder scattering function as well
as thermodynamical quantities, an hybrid Monte Carlo
method with a single-spin-flip Metropolis algorithm has
been used on samples of 4 x L3 spins with L=12, 24.



This algorithm is generally less efficient at low tempera-
ture because the number of rejected attempts increases
with the development of spin correlations. To partially
overcome this effect, the solid angle, from which each
spin-flip trial is taken, is reduced to ensure that the ac-
ceptance rate is above 0.4 at every temperature. The
scattering function (resp. thermodynamical quantities),
has been averaged over 500 (resp. 10000) spin configu-
rations at each temperature, while the number of Monte
Carlo steps needed for decorrelation is adapted in such a
way that the stochastic correlation between spin config-
urations is lower than 0.1. To improve this decorrelation
and probe the configuration space more efficiently, a com-
bination of overrelaxation [44] and molecular dynamics
methods [45] has also been used.

The honeycomb lattice is not frustrated for AF nearest-
neighbor isotropic interactions only, but frustration ef-
fects may arise when further neighbor interactions are
present. Including these up to the third neighbors yields
the Ji-Jo-J3 model given by the following Hamiltonian,

'HJIJZJ3 =J; ZSZSJ+J2 ZSZS]+J3ZS’LS]
(ij)1 (ij)2 (ij)s
(1)

The quantum and classical phase diagrams for this model
have been established previously [3-9] and intensively
studied. The classical phase diagram, shown in Fig. 9
displays several ground states: ferromagnetic (FM, in
green), two spiral (purple and grey) and several collinear
AF (red, blue and yellow), among which the zig-zag one
(red). There is a mapping between the Jy/J1—J3/J;
phase diagrams with J; > 0 (AF) and J; < 0 (FM)
[4]. The specific zig-zag magnetic structure is actually
obtained either for FM or AF J7, and exhibits some de-
generacy of non-planar ground states that can be lifted
by thermal/quantum fluctuations favoring the collinear
solutions [4]. For AF Jy, Jo and J3 must be AF (see
Fig. 9(a)). In this case, the zig-zag phase is connected
to a tricritical point of maximum degeneracy which was
theoretically shown to host a classical spin liquid state
[10]. When quantum fluctuations are included, this tri-
critical point smears out while one of the classical spiral
phase (purple V) extends up to the zig-zag phase bound-
ary, and becomes a quantum nonmagnetic phase (either
plaquette valence bond crystal or spin liquid) [5, 6, 46].
In the FM J; case, J3 must be AF and J> can be both
AF and FM (see Fig. 9(b)). No indication of any mag-
netically disordered phase was reported [47].

To account for the observed three-dimensional ordering
of NayCo,TeOg, a fourth AF interaction, J; > 0, linking
the two honeycomb layers via the stacked Co?* ions at (0,
0, ii), has been added to the J;-J>-J3 model. However,
this interaction has been chosen much weaker than the
reference interaction |J|, in order to reproduce the shape
of the magnetic Bragg peaks which suggests less extended
magnetic correlations perpendicular to the planes than
within the planes. This is also suggested by the distant
and indirect super-exchange paths linking two interacting
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FIG. 10: Calculated magnetic neutron scattering in the (h,
k, 0) scattering plane for different positions in the J; > 0
(top) and J1 < 0 (bottom) phase diagrams (labeled as in
Fig. 9) with |J4/J1|=0.025 and with reduced temperature
t=T/|Ji| > Tn, equal to 0.5 (a and c¢) and equal to 1 (b
and d).

atoms on adjacent layers.
Starting from the simple Hamiltonian:

H = HJ1J2J3 + J4 Z Sl : Sj (2)
(ij)a

and assuming isotropic spins, we have calculated thermo-
dynamics quantities such as specific heat and magnetic
susceptibility and the neutron magnetic scattering versus
the scattering vector @ for various sets of Jy/J1, J3/.J1
and Jy/J; with positive or negative J; and for several
reduced temperatures t=T/|J;|. The investigated sets
of Jy/Jy, J3/J1 parameters (Jso) are shown in Fig. 9.
They were chosen both deep inside the zig-zag phase and
at the proximity of the boundaries of this phase with ad-
jacent ones. Note that the calculated neutron scattering
was convoluted by a resolution function but also incorpo-
rates size effects in the powder averaging due to the finite
size of the lattice. These yielded a global Gaussian-like
resolution function (equal to 0.33 A~1), which reproduces
the experimental data rather well and is the same in all
the calculations.

A first result of the calculations concerns the magnetic
diffuse scattering present above T, which reflects the
magnetic correlations and varies significantly between the
different parameter sets, as shown in the (h,k,0) plane in
Fig. 10. This is due in particular to the proximity of
other phases with different ordering tendencies. How-
ever, below Ty, this diffuse scattering is masked by the
rise of intense magnetic Bragg peaks. Moreover, the pow-
der averaging, performed for comparison with the exper-
imental data, blurs the differences. Finally, very similar
powder structure factors are obtained which cannot be
discriminated in the light of the measured one given the
experimental uncertainties.

Another noticeable difference between the behavior of
the system when it is close or not from the phase bound-
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FIG. 11: Calculated specific heat (a) and inverse susceptibil-
ity (b) for some of the investigated Jset in the J; < 0 phase di-
agram (labeled as in Fig. 9) with |J4/J1|=0.025. The straight
lines on the calculated 1/x is a Curie-Weiss fit yielding the
Curie-Weiss temperature 6 at the zero abscissa axis intercept.

aries is the temperature of magnetic ordering. This was
roughly determined by locating the maximum of the cal-
culated specific heat for L=12. It was checked not to
vary significantly for L=24, although a full finite size
scaling procedure should be employed for a more accu-
rate determination. As seen in Fig. 11, the transition
temperature is systematically reduced when approaching
a phase boundary, as an expected consequence of frus-
tration due to competing orderings. However, the shape
of the magnetic structure factor for identical values of
T/Ty in the ordered phase is very similar whatever the
J1-J2-J3 parameter set chosen in the zig-zag phase.

The generic temperature evolution of the powder struc-
ture factor is presented in Fig. 12 for Jst=6 (J1 < 0 case)
with small |J4/J1]|=0.025. The distinct shapes of the first
two peaks (thin for the first one and larger for the second
one) is well accounted for in this model and is due to the
small J4 value as detailed afterwards. At the lowest tem-
perature, well below T /|J1| &~ 0.19, the baseline is too
low compared to the measured one. The step-like feature
is recovered when approaching T at the cost of all the
peaks’ sharpness. The general features of the experimen-
tal structure factor are thus rather well captured for a
small J; value at temperatures below but close to Ty.
Note however that the first narrow peak remains always

12(3)
1.0f T/|J4] = 0.05

1.0 /| = 0.15

Intensity (a.u.)

1.0t T/lJ;| = 0.20
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FIG. 12: Calculated powder averaged magnetic neutron scat-
tering (red line) versus measurements (blue line) for Jy/J;=-
0.5 and J3/J1=-0.1 (Jset=6 in the J1 < 0 phase diagram
of Fig. 9), and |J4/J1|=0.025 versus reduced temperature:
t=T/|J1|=0.05 (a), 0.15 (b), 0.20 (c). The experimental curve
has been corrected from the subtracted paramagnetic scatter-
ing shown Fig. 7.

too low in amplitude, which might be a consequence of
additional in-plane disorder.

The effect of the strength of the AF inter-layer coupling
was also investigated. For Jo/J; = —0.5 and J3/J; = —1
for instance (Jset=10 in Fig. 9), the evolution of the struc-
ture factors with different values of Jy is shown in Fig. 13.
When Jy = 0, a structure factor is calculated with asym-
metric peaks and a step-like background, characteristics
of the 2-dimensional ordering [48]. When increasing Jy,
additional Bragg reflections (in particular the (+1/2, 0,
1) one) start to rise. At the same time, the peaks char-
acteristics of the in-plane ordering gets thiner and more
symmetric, due to the establishment of out-of-plane mag-
netic correlations, and the step-like feature vanishes.

Finally, some insight into the sign of the exchange in-
teractions can be further obtained. An indication is given
by the Curie-Weiss temperature which writes:

S(S+1)
kg

We checked that, for the different Jso; in the J; < 0
and J; > 0 phase diagram, the Curie-Weiss tempera-
ture numerically determined from the calculated inverse
susceptibility was compatible with this analytical ex-

0 =— (J1+ 205 + Js + J4/3) (3)
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FIG. 13: Calculated powder averaged magnetic neutron scat-
tering (red line) versus measurements (blue line) for Jo/J1 =
—0.5, J3/J1 = —1 (Jset=10 in the J1 < 0 phase diagram of
Fig. 9) at t=T/|J1|=0.15 for various values of Js/J1=0 (a),
0.01 (b), 0.025 (c) 0.05 (d) and 0.1 (e). The experimental
curve has been corrected from the subtracted paramagnetic
scattering shown Fig. 7.

pression (see Fig. 11). In the J; > 0 case, the calcu-
lated Curie-Weiss temperatures are strongly negative and
much larger in absolute value than the T temperature.
This is at variance with the value determined from the
measured susceptibility which is negative, thus pointing
out dominant AF interactions, but smaller than the Néel
temperature in absolute value. It strongly suggests com-
peting AF and FM interactions in this system, in agree-
ment with the J; < 0 phase diagram, on its Jo > 0 side to

account for the negative Curie-Weiss temperature. This
is corroborated by the calculated Curie-Weiss temper-
atures which go from weakly negative (on the J > 0
side) to weakly positive (on the Jo < 0 side). Inspecting
the super-exchange paths through the oxygen ions, it is
found that the Co-O-Co angle for nearest neighbor Co
is 92.175°, which is compatible with a ferromagnetic Jy
according to the Goodenough-Kanamori rules. It should
be noted however that an analysis including quantum
fluctuations can slightly shift the magnetic susceptibility
curve and will be necessary to go beyond the classical
model [49].

To summarize, our Monte Carlo calculations have suc-
ceeded in reproducing our experimental neutron diffrac-
togram using a Ji-Jo-J3 model, most probably with FM
J1 and AF J; and J3, supplemented by a weak AF Jy
interaction. This produces a system of weakly coupled
honeycomb layers. It should be noted however that ex-
perimentally, the diffractograms recorded at 2 and 12 K
(i.e. T/Tn=0.074 and 0.44 respectively) are almost iden-
tical. In the classical frame, no matter how small is Jy,
the system should rapidly loose its 2-dimensional diffuse
scattering signature and converge towards a well ordered
phase with narrow and symmetric peaks and no step-like
feature, at variance with the observation. The persis-
tence well below Ty of out-of-plane short-range correla-
tions and low dimensional magnetism is therefore very
intriguing. An attractive possibility is that quantum ef-
fects, not taken into account in the present calculations
and that could be strongly enhanced at the proximity of
a phase boundary, could stabilize this phase. The Jget=06
for instance, close to the phase boundary with the spiral
phase V and with medium AF J; interaction, fulfills those
conditions. Another possibility is based on a distribution
of inter-layer J; interaction. The resulting structure fac-
tor would thus be an average of the most correlated and
less correlated ones calculated with different Jy values,
from zero to weakly antiferromagnetic. Since the inter-
layer Na atoms might participate, with the oxygens, to
the magnetic exchange paths, a plausible explanation for
this Jy distribution relies on the strong Na disorder, in-
trinsically present in this material. However, preliminary
calculations performed with a random distribution of Jy
values (not shown), do not seem to agree with the exper-
imental structure factor. Therefore, for this scenario to
be realized, an interlayer J4 ordering must be present, for
instance through a Na substructure [50], although it has
not been experimentally evidenced yet in NagsCosTeOg.

While our model nicely captures some of the most in-
triguing magnetic behaviors of NasCoyTeOg, in particu-
lar the coexistence of robust short-range and long-range
spin correlations, it does not explain other results re-
vealed by macroscopic measurements such as the field-
cooled/zero-field-cooled bifurcation at Th, the two addi-
tional anomalies observed below T and the metamag-
netic process in the M(H) in the ordered phase. Obvi-
ously, some ingredients are missing in our model, among
which the single-ion magnetocrystalline anisotropy of the



Co®t and the presence of two distinct crystallographic
Co sites in the structure. To go further, in particular
to determine qualitatively the Hamiltonian and to test
the proximity of other phases as well as the signature of
quantum effects, it is essential to measure the diffuse scat-
tering and the magnetic excitation spectrum by neutron
scattering on a single-crystal. This should allow to firmly
establish whether or not the peculiar magnetic structure
factor of NasCosTeOg, combining short- and long-range
low-dimensional magnetism, is a signature of the prox-
imity of quantum phase boundaries. It should be noted
that bond-directionality of the interactions, at the origin
of Kitaev spin liquid on the honeycomb lattice, is also
expected in cobaltates [43] and would be an interesting
perspective to test.

VI. CONCLUSION

In conclusion, we have disclosed the magnetic and mag-
netoelectric properties of NayCoyTeOg, a new honey-
comb magnetic oxide. We have found that this com-

pound stabilizes an antiferromagnetic zig-zag arrange-
ment, one of the hallmark magnetic order in honeycomb
magnets. It is associated to a non-diagonal magneto-
electric tensor compatible with ferrotoroidicity, a prop-
erty that could be worth testing through future magne-
toelectric measurements. This magnetic arrangement is
obtained within the classical J;-J5-J35 Heisenberg model
with a weak inter-plane Jy interaction, featuring a quasi
2-dimensional magnetism. However the temperature ro-
bustness of the magnetic structure factor, hence of the
incomplete ordering, must imply additional quantum ef-
fects or interlayer coupling inhomogeneity.
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