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Abstract 11

Surface energies of silicates influence crack propagation during brittle fracture and 12

decrease with surface relaxation caused by annealing and hydroxylation. Molecular-level 13

simulations are particularly suited to investigating surface processes. In this work, classical 14

molecular dynamics (MD) simulations of silica surfaces with a non-reactive ClayFF forcefield15

and the reactive bond-order based forcefield ReaxFF are performed to investigate the effect of 16

forcefield reactivity on surface structure and energy through surface relaxation and interaction 17

with ambient water. Unhydroxylated fracture surface energies of 5.1 J/m2 are calculated with the 18

ClayFF forcefield and 2.0 J/m2 for the ReaxFF forcefield. The ClayFF surface energies are19

consistent with the experimental results from double cantilever beam fracture tests (4.5 J/m2), 20

while ReaxFF underestimated these surface energies. Surface relaxation via hydroxylation and 21

annealing was performed creating a low energy equilibrium surface. Annealing condensed 22

neighboring siloxane bonds, increased surface connectivity, and decreased the surface energies 23

by 0.2 J/m2 for ClayFF and 0.8 J/m2 for ReaxFF. Post-hydroxylation surfaces energies decreased 24

further to 4.6 J/m2 with the ClayFF forcefield and 0.2 J/m2 with the ReaxFF forcefield. 25

Experimental equilibrium surface energies are ~0.35 J/m2, consistent with the ReaxFF forcefield. 26

Although neither forcefield was capable of replicating both the fracture and equilibrium surface 27

energies reported from experiment, each was consistent with one of these conditions. Therefore, 28

future computational investigations that rely on accurate surface energy values should consider 29

the surface state of the system and select the appropriate forcefield. 30
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31

1. Introduction 32

The mechanical properties and fracture behavior of silica affects geological phenomena 1-4, 33

optical applications in glass fibers 5-6, and the use of silicates as sensors or absorbents 7-9. Silica 34

fracture surfaces exhibit non-equilibrium structures and energies due to limited exposure to the35

environment as the crack propagates 10-11. Brittle fracture of glasses exposed to humid or aqueous 36

environments has been investigated using experimental methods ranging from macroscale 37

mechanical tests using specimens of various specialized geometries to post-fracture electron 38

microscopy 12-14. The investigation of the reactive processes inherent in fracture and in particular, 39

simulations capable of giving molecular-level details, is a nascent line of inquiry. Here, we lay 40

the groundwork for fundamental studies of this type.41

During brittle fracture, high-energy densities form near the crack tip 15-17 which are dissipated 42

either as thermal energy or stored in the reconstructed surface as the crack propagates. 43

Temperature fluctuations from heat dissipation have been calculated using the specific heat and 44

density of the material, and estimates of the heat dissipation zone with temperature increases of 45

up to 1000K have been reported 15. Experimental measurements of heat dissipation identified 46

even higher temperature spikes up to 3200K during silica fracture by measuring radiation 47

emissions 15. Such high temperature annealing can reform siloxane bonds on the silica surface 48

through condensation of adjacent silanol species 18, altering the surface energy and reactivity.49

Local heat dissipation at crack tips can alter surface energies and structures, and in this work 50

high temperature annealing simulates the relaxation of the surface due to temperature 51

fluctuations as the crack propagates. 52

Fracture toughness of silicates decreases in humid environments, due to surface site 53

hydroxylation changing the surface energy at the crack tip 19-21. In the presence of water, the 54

kinetics of molecular-scale crack infiltration can vary with pressure, humidity, temperature, and 55

the phase of the water 22. Silica crack propagation rates (ν) in the presence of water are 56

dependent on the diffusion coefficient of water in air (DH2O), the partial pressure of the vapor 57

phase in the atmosphere (pH2O), and the crack velocity in a dry environment (νo) 22. 58

� = �� ∙ ���� ∙ ���� (1) 59

When the crack velocity and water diffusion rate inside the crack are approximately equal, the 60

concentration of water molecules at the crack tip drops, slowing crack propagation 22. With few 61
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water molecules available to react with the surface, the hydroxylation rates decrease 10. 62

Therefore, partial hydroxylation may occur for short time frames during crack propagation, 63

altering the surface energy along the crack length. In this work both annealing, to simulate heat64

dissipation, and hydroxylation are included to create low energy equilibrium surfaces, calculate 65

surface energies, and analyze surface structures. 66

From the 1970s to the present, a wide range of surface energies have been reported and 67

vary with experimental method (Fig.1). Experimental measurements of silicate surface energies68

using double cantilever beam (DCB) fracture lie between 4.4-5.3 J/m2, depending on the 69

environment 23-25. 70

71
Figure 1: Surface energies for hydroxylated (H) and unhydroxylated (U) surfaces of silica 72

polymorphs and amorphous silica. References: 19, 21, 23, 25-3873
74

These fracture surface energies are significantly higher than equilibrium values ( ~0.35 J/m2 ) of75

fully relaxed surfaces for several reasons 39. Surface energies decrease during interaction with 76

water, with a first drop due to hydroxylation, followed by further decreases with adsorption of a 77

water monolayer, and then reaching a lowest energy value when in contact with bulk water 2. An 78

analytical expression for decreasing surface energy with environmental factors was put forth by 79

Hammond and Ravitz: 40. 80
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with γv as the surface energy in a vacuum, γo as surface energy in vapor, R as the ideal gas 82

constant, T as the temperature, M as the molecular weight of the vapor, A as the specific surface 83

area of the solid (cm2/g), pH2O as the pressure of the water vapor, and q as the grams of vapor 84

absorbed per gram of solid.  Using the above expression a drop in the quartz surface energy with 85

saturation in water vapor was reported as ~0.24 J/m2 from adsorption isotherms 40. Experimental 86

analysis of the fracture surface energies is complicated by the limited ability to control the 87

environment at the crack tip 22, measurement of surface silanol concentrations 41, and fast 88

relaxation kinetics of the surface 10. 89

Computational analysis of silicate fracture surface energies have focused on α-quartz,90

which develops ordered symmetric surfaces and are well suited to simulations. Unhydroxylated 91

surface energies on α-quartz are between 1.9-2.8 J/m2 for classical MD simulations, with the 92

lowest value for the [0001] surface due to the reformation of four-coordinated silicon 27.93

Hydroxylation decreases the surface energies to 0.3-0.4 J/m2 with the higher concentration of 94

isolated hydroxyls on the [101�1] surface resulting in the lowest surface energy 27. Density 95

functional theory (DFT) simulations on the [0001] plane in α-quartz also resulted in decreases in 96

surface energies with hydroxylation, with 2.21-2.37 J/m2 reported for unhydroxylated surfaces97

and -0.14 J/m2 to -0.34 J/m2 after hydroxylation 28. Additional computational studies on α-quartz 98

26, 29-32 describe unhydroxylated surface energies between 1.96-2.11 J/m2 with a few high values 99

of 4.5-8.4 J/m2 in simulations which did not include surface relaxation32. 100

Overall, simulation methods are capable of investigating the differences in surface 101

energies between unhydroxylated and hydroxylated surface of quartz, but have yet to be 102

extended to a systematic study of amorphous silica surfaces. 103

The particular classical MD forcefield affects silica surface structure and energy as well 104

as controlling bulk and elastic properties of the system 42-43. The forcefield description of defect 105

species, siloxane bond energies, hydroxyl group geometries, and water parameters alters the 106

hydroxylated and unhydroxylated surface energies. Due to variations in forcefields, selection of a 107

classical MD forcefield that accurately represents the surface structure and energy is critical in 108

modeling silica fracture in aqueous environments. For example, reparametrization of the Si-O 109

parameters in a classical MD forcefield by Du and de Leeuw resulted in an 8% decrease in the 110

adsorption energy of disassociated water molecules 44. Almost none of the currently available 111

forcefields include surface properties in the parametrization, causing difficulty with accurately 112
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simulating complex interfaces. Using forcefields with two different forms and level of reactivity, 113

we investigate the role of interatomic forcefields play in the accuracy of the surface properties of 114

silica. 115

The first forcefield is ClayFF, composed of Coulombic (ECoul) and van der Waals (EVDW,116

in the form of the Lennard-Jones potential) energy terms to describe the interatomic interactions 117

together with harmonic bond (Ebond) and angle-stretching (Eangle) terms for surface hydroxyl 118

groups 45:119

������ = ����� + ���� + ����� + ������ (3) 120

ClayFF was parametrized with simple oxides including quartz (α-SiO2), hydroxides, 121

oxyhydroxides, and kaolinite (Al2Si2O5(OH)4) bulk structures, and gas phase cluster models ( 122

Si(OH)4) and Si(OH2)4
4+ ) for the Si-O parameters. Water molecules in ClayFF are simulated 123

using a non-reactive flexible simple point charge (SPC) water model with Lennard-Jones short 124

range interactions 45. ClayFF has been successfully applied to amorphous46-47 and crystalline 125

silicates48 as well as on interactions between hydroxylated silica surfaces and water 48-51. 126

The second forcefield is ReaxFF, a bond-order based forcefield which allows for the 127

breakage and formation of bonds during the simulation, with a complex total energy term 52:128

������ = ����� + ����� + ������ + ��� + ���� + ���� + ����� + ����� + ���� + ����� (4)129

The energy is a combination of bond energy (Ebond), over-coordination energy penalty (EOver), 130

energy penalty to approximate unbonded Π-electrons (EUnder), energy of lone pairs (ELP), valence 131

angle energy term (EVal), energy penalty to account for stable systems with double bonds (EPen), 132

torsion angle energy term (ETors), conjugate components of the molecular energy (EConj), long 133

range van der Waals interaction in the form of a distance corrected Morse potential (EVDW), and a 134

shielded columbic interaction (ECoul)53.  All ten energy terms smoothly approach zero as the135

interatomic distances increase to avoid discontinuities in energy 53. Due to the complexities of 136

the potential functions and the need to reevaluate bond orders at every time step, ReaxFF runs 137

10-50x slower compared with Lennard-Jones forcefields using analogous computational cells as 138

benchmarked by Zheng, Li, and Guo 54.  139

ReaxFF was first parametrized for silica-water systems by Fogarty et al.55 using bond 140

dissociation curves and distortions for Si/O/H structures, equations of states for bulk silica, and 141

quantum mechanical data for binding and disassociation of water with Si(OH)4 as well as 142

Si(OH)4 polymerization energies. ReaxFF also allows for variable partial atomic charges through 143
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the charge equilibration (QEq) method and has been widely implemented in the investigation of 144

water-silica interactions 52, 56-58.145

By comparing the surface properties of silica when simulated with the ClayFF and 146

ReaxFF forcefield, future studies which rely heavily on the surface energies and structure of 147

silica can make use of the forcefield which best represents the conditions of the system. This 148

paper will evaluate the surface energy of amorphous silica using computational methods, 149

validate the results with available experimental data, and connect differences in the surface 150

structure with the structure of the forcefield. The detailed understanding of the effect of surface 151

hydroxylation and annealing on surface energies provided by this study is crucial to further 152

computational investigations of silica fracture and stress corrosion cracking. 153

154

2. Simulation Methods 155

To create silica surfaces, bulk silica simulation cells were created using a melt and 156

quench procedure. A 3000 atom system with a 1:2 ratio of silicon and oxygen atoms was heated 157

to 4000K and held for 100ps to melt the structure. The silica was then quenched from 4000K to 158

300K at a rate of 5K/ps with a 0.25fs and 1fs time step for the ReaxFF and ClayFF simulations 159

respectively. A canonical ensemble controlled the density during both melting and quenching at 160

2.2 g/cm3, the experimental density of silica 59. A Nosé-Hoover thermostat and barostat were161

used with 100 and 1000 time step damping parameters, respectively. Once the glass was 162

quenched, a 100ps equilibration run was performed which allowed for pressure and density 163

fluctuations through the use of an isothermal-isobaric (NPT) ensemble. Final silica densities 164

were 2.26 g/cm3 for the ClayFF simulations and 2.20 g/cm3 for the ReaxFF simulations. All 165

simulations with ClayFF or ReaxFF were performed using the LAMMPS MD code developed at 166

Sandia National Laboratories 60.  For ReaxFF simulations, LAMMPS was used with the USER-167

REAXC package with the Yeon and van Duin Si/O/H ReaxFF parameterization 52, 57. 168

Once the bulk silica was equilibrated, a vacuum gap equal to 3 times the size of the silica 169

simulation cell was inserted in one dimension creating two silica surfaces. Annealing of the 170

surface was performed to approximate energy dissipation during brittle fracture; numerical 171

analysis by Rountree et al. 12 predicted temperatures along the surface reach ~1000K, which was 172

selected as the highest annealing temperature. Intermediate temperatures were also investigated 173

(700K, 500K, 300K) and 0K was used as the control. During annealing the center third of the 174
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simulation cell was frozen and the surface regions were heated to the annealing temperature, held 175

for 200ps, and then cooled to 0K at a rate of 5K/ps. For data collection a final 100ps simulation 176

was performed using an NVT ensemble to maintain the volume of the system and control the 177

temperature. Fig. 2.a illustrates a snapshot of the unhydroxylated silica surface.178

Surface energies (γs) were calculated using:179

�� =
������

�
  (5) 180

EUS is the energy of the unhydroxylated surface, Eb is the energy of the bulk system, and A is 181

added surface area estimated as twice the cross sectional area. During surface formation two 182

major defect types develop. The first are undercoordinated silicon atoms bonded to two or three 183

oxygen atoms instead of four as in a typical SiO4 tetrahedron. The second type of defect is a non-184

bridging oxygen (NBO) or oxygen atom bonded to one silicon atom. To create the hydroxylated185

surface, the unhydroxylated surfaces annealed at 1000K were used as the base structure. The 186

surface coordination defects were terminated by either hydrogen atoms or hydroxide anions to 187

form silanol (Si-OH) groups. Two-membered ring defects of two edge-sharing SiO4 tetrahedra188

can also form. Reactions between water and strained two-membered ring sites result in the 189

development of vicinal silanol groups due to siloxane bond breakage and opening of the two-190

membered ring 61. Here, the two-membered rings were removed by opening the ring and 191

terminating the resulting three-coordinated silicon and NBO defects with hydroxide or hydrogen 192

atoms respectively. A snapshot of a fully hydroxylated surface is included in Fig. 2b.193

After hydroxylation a 300K annealing step was performed to allow for surface relaxation. 194

The surface regions extended 7Å into the bulk, were heated to 300K, and after 200ps of 195

simulation time with an NVT ensemble were quenched to 0K at a rate of 5K/ps. Surface energies196

were then calculated using:197

�� =
����(����∗����)

�
(6) 198

EHS is the energy of the hydroxylated surface, Eb is the energy of the bulk silica, n is the number 199

of water molecules consumed during the hydroxylation, and EH2O is the energy of a water 200

molecule. EH2O account for the addition of oxygen and hydrogen atoms to the surface to 201

terminate three-coordinated silicon and NBO defects 33. 202

> �� + ��� →> �� − �� + �� (7.a) 203

> �� − �� + �� →> �� − �� (7.b)204
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Water molecule energies were calculated by simulating an isolated water molecule in a 20Å 205

simulation cell, a method which has been used in previous classical MD investigations of surface 206

energies 27, 29. A detailed discussion of the energies of bulk water and isolated water molecules 207

between ClayFF and ReaxFF forcefields is included in the Results. 208

For comparison of Si-O bond strength, 192 atom β-cristobalite crystalline systems were 209

generated and relaxed with the ClayFF and ReaxFF forcefields to remove the variability in 210

structural features and intermediate range order of amorphous silica.  The β-cristobalite 211

simulation cell is then compressed or relaxed by scaling all the atomic positions changing the Si-212

O bond length in order to probe the bulk moduli and identify differences in how the forcefields 213

simulate the Si-O bond energies. The total energy of the system divided by the number of Si-O 214

bonds (~264 for a fully coordinated 192 atom β-cristobalite structure) forms an effective bond 215

energy term. The complexity of the ReaxFF functional form limits the ability for a direct 216

comparison of bond energies, since nearby atoms influence the energy of individual Si-O bonds. 217

Therefore, the reported effective bond energies values discussed in the Results should not be 218

mistaken for absolute differences in pairwise Si-O bond strength.219

Pair distribution functions for the hydroxylated and unhydroxylated surfaces were 220

compiled from 100,000 snapshots of the surface region to account for variations from thermal 221

vibrations and the amorphous structure. A 2.25Å cut-off was used for interatomic distances and 222

coordination numbers. 223

The connectivity was also calculated, and is the average number of bridging oxygen 224

atoms bonded to a silicon atom, with 4.0 representing the structure of a perfectly coordinated 225

silica glass composed entirely of four coordinated silicon (Q4). The connectivity (C) is calculated 226

from the distribution of Qn species with n as the number of bridging oxygen (0-5) and CQn as the 227

fraction of Qn species 62. 228

� = ∑ � ∙ ���
�
��� (8)229

Variation in the surface structures has been accounted for by averaging results over three 230

sets of surfaces formed with the addition of vacuum into the x-, y-, or z-dimensions. Error bars 231

when reported are the standard deviation of these three systems.232

233
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234
Figure 2: Snapshots of the (a) unhydroxylated silica and (b) hydroxylated silica surfaces, 235
including the added hydroxide groups, simulated using the ReaxFF classical MD forcefield. 236

Silicon (yellow), oxygen (red), hydrogen (white).  237
238

3. Results and Discussion239

a. Silica Surface Structure and Annealing Temperature240

Silica surfaces formed during fracture have different Si-O bond lengths and connectivity 241

than bulk silica.  Si-O pair distribution functions (PDFs) for bulk silica and three variations of 242

the silica surface were calculated with both forcefields and are illustrated in Fig. 3.  In all cases, 243

the Si-O bond lengths are narrowly distributed around ~1.6Å, consistent with previous 244

experimental and computational investigations 59, 63. The ClayFF surfaces exhibit a pre-peak in 245

the Si-O PDF at ~1.52Å for both unhydroxylated surfaces, with additional shorter Si-O bonds on246

the unrelaxed surface. More pronounced shortening of the Si-O bond occurs on the ReaxFF 247

surfaces, with pre-peaks at ~1.37Å and ~1.41Å. The shortened Si-O bond lengths are NBO 248

defects that disappear with hydroxylation. Previous classical MD investigations of silica surfaces249

found Si-NBO bond lengths are ~0.08Å shorter than the Si-O bond length, consistent with the 250

ClayFF simulations presented here 64. Only materials containing fully coordinated silicon were 251

used in the parameterization of ClayFF, resulting in equilibrium Si-O bond lengths of ~1.6Å, 252

with limited variation. 253

In comparison, ReaxFF simulations exhibit a much stronger contraction of the Si-NBO 254

bonds than ClayFF surfaces. (Fig.3.b). The pre-peaks in the Si-O PDF data were identified as the 255
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Si-NBO bond length by coordination number analysis, as well as by the lack of a pre-peak in the 256

fully hydroxylated and bulk systems that do not contain NBO species. The shorter Si-NBO bond 257

lengths are from the energy disassociation curve for the Si=O double bond in the H2Si=O 258

molecule used in the original parametrization of ReaxFF for Si/O systems 53. As a result, ReaxFF 259

simulates a contracted Si-NBO separation distance as ~1.4Å 53. Other than the Si-NBO bond, no 260

net change of the Si-O bond lengths occurs. Additional structural parameters, such as Si-Si, O-O, 261

and O-H interatomic distances and O-Si-O and Si-O-H bond angles do not experience significant 262

variation and are included in Table S1.263

264

265
Figure 3: Si-O PDF for silica surfaces simulated with the (a) ClayFF and (b) ReaxFF classical 266

MD forcefields. 267
268

Variation in the connectivity develops at the surface region, and Fig. 4 illustrates changes 269

in surface connectivity as a function of annealing temperature. As the annealing temperature 270

increases from 0K to 1000K, the surface connectivity asymptotically approaches ~3.71 for 271

ReaxFF vs ~3.62 for ClayFF simulations. Further increases in annealing temperature are unlikely 272

to alter the surface connectivity and even with high temperature annealing, the connectivity of 273

the surface cannot be completely recovered 16. With the ReaxFF forcefield, the surface 274

connectivity increases from 3.58 to 3.71, while with ClayFF, the connectivity only increases 275

from 3.62 to 3.66 (Fig. 4). The surfaces simulated with the ReaxFF forcefield exhibited high 276
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concentrations of both low Qn (Q3 and Q2) and high (Q5) species. Stable Q5 concentrations of 277

4.4-4.6% developed regardless of annealing temperature. The Q5 concentrations suggest that in 278

ReaxFF calculations, the energy penalty of the Q5 defect is less than for a NBO defect, resulting 279

in an energetic preference for Q5 species on the surface. The development of Q5 species can be 280

attributed to the original parametrization of ReaxFF, which includes the structure and properties 281

of stishovite, a six-coordinated high pressure silicate polymorph 53 which may lead to the 282

development of Q5 species. Experimentally, magic angle spinning (MAS) nuclear magnetic 283

resonance (NMR) has identified five-fold coordinated silicon in bulk glasses 65, indicating some 284

stability of this defect structure. No clear experimental data exists on the relative stability of 285

over- or under-coordination silicon on surface, other than that under coordinated silicon and 286

oxygen defects are terminated within the first few nanoseconds of exposure to the environment287

10. Under sufficiently high temperature conditions to remove all the hydroxyl groups, along with 288

high vacuum conditions to limit further surface reactions, and time to allow for condensation of 289

siloxane bonds the formation of stable over-bonded silicon concentrations may be possible. Due 290

to the limited evidence for the development of Q5 surface species from either experimental or 291

DFT studies, the high Q5 concentrations seen here are of some concern in the ability of ReaxFF 292

to reproduce surface defect concentrations. Further investigations of competing defect 293

termination energies would provide interesting insight into the relative stability of defects on 294

silica surfaces. 295

In the ReaxFF simulations, decreases in Q1 and Q2 concentrations make up the majority 296

of the recovered surface connectivity, with Q2 species dropping from ~9% to ~4% between the 297

0K and 1000K anneal and Q1 decreasing from ~0.9% to 0.1% (Table 1). Therefore, annealing298

results in removing the highest energy defects on the surface and increasing the Q4299

concentration. 300

The silica surfaces generated using the ClayFF forcefield are less defective, and contain 301

higher concentrations of Q4 species compared with the ReaxFF surfaces with no Q5 or Q1302

species. As a result, decreases in the Q2 and Q3 concentrations with increases in annealing 303

temperature are roughly linear and balanced by an increase in the Q4 concentration on the 304

surface. ClayFF parameters were selected to reproduce four-fold coordinated silicon in well-305

ordered crystals, such as quartz and kaolinite, as well as hydroxylated silica monomers 306

(Si(OH)4)45. The development of three- or five-fold coordinated silicon atoms on dry silica 307
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surfaces is partially determined by the forcefield parameters and may impact the surface energy 308

due to the inclusion of higher energy defect species. 309

With the addition of silanols to the surface few changes in the Qn distribution occur, with 310

connectivity increasing by less than 0.04 for both ClayFF and ReaxFF simulations (Table S2). 311

Without sufficient thermal energy to allow for removal of silanols and condensation of siloxane 312

bonds, connectivity changes cannot occur during hydroxylation 66. 313

In summary, the ClayFF forcefield exhibits stricter control over silicon coordination, 314

limiting the development of defect species on the surface and altering the resultant surface 315

energies. 316

317

Table 1: Qn distribution of unhydroxylated silica surfaces after annealing. 318

Qn Species 1000K 700K 500K 300K 0K

ReaxFF
Forcefield

Q5 4.58±0.21 4.50±0.12 4.24±0.24 4.33±0.21 4.41±0.32
Q4 66.41±3.60 66.24±1.35 65.22±0.94 62.77±0.12 59.54±1.08
Q3 24.94±2.53 24.77±2.24 25.74±2.12 26.63±1.93 26.29±2.34
Q2 3.99±0.86 4.41±0.86 4.41±1.07 5.68±1.41 8.91±0.95
Q1 0.08±0.12 0.08±0.12 0.25±0.41 0.59±0.32 0.85±0.12

ClayFF
Forcefield

Q4 70.21±1.43 69.63±1.79 68.89±2.05 67.41±1.45 67.00±0.99
Q3 26.91±1.94 27.65±2.13 27.98±2.22 29.30±1.42 28.64±0.88
Q2 2.88±0.62 2.72±0.35 3.13±0.51 3.29±0.23 4.20±0.20

319

320
Figure 4: Connectivity of unhydroxylated silica surfaces after annealing and the concentration of 321
Q4 species (inset)322

323
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b. Surface Energies of Unhydroxylated Silica Surfaces 324

Calculated differences in the surface energies of unhydroxylated silica arise from the 325

surface structure and the description of siloxane bond and defect energies in the forcefields. 326

Surface energies from the ClayFF simulations are considerably higher than from the ReaxFF 327

simulations (Fig. 5), and exhibit a smaller decrease after high temperature annealing. The relative 328

difference in the surface energies may be a result of the Si-O description, with the ClayFF 329

forcefield assigning a strong energy penalty to broken Si-O bonds. Effective Si-O bond energies 330

in Fig. 6 demonstrate that both forcefields result in similar effective bond energies during 331

expansion of the β-cristobalite unit cell. During compression, the behavior deviates between the 332

two forcefields, with the ReaxFF forcefield exhibiting effective bond energies nearly 80 kJ/mol333

lower than the ClayFF simulations for volume compressions between 0 and -20%. Therefore,334

compression of Si-O bonds results in smaller changes in effective bond energy for the ReaxFF 335

forcefield. Previously noted contraction in the Si-O bond distances in the surface region will be 336

more energetically unfavorable with the ClayFF forcefield, resulting in higher surface energies. 337

The lower effective bond energies calculated with ReaxFF may arise from the validation of the 338

original Si/O parametrization of ReaxFF with equations of state for silica polymorphs α-339

cristobalite, coesite, and stishovite 53. Since the Si/O parametrizations of ReaxFF are fit to a 340

much wider range of silicate structures than ClayFF, which has been rigorously parameterized341

for aluminosilicates, changes in the Si-O bond length does not result in the same energy penalty 342

as in the ClayFF systems. 343

While the treatment of Si-O bonds may account for the absolute differences in the surface 344

energies, decreases in surface energy during high temperature relaxation (Fig.5) are instead 345

connected with the surface structure. The surface energy calculated using ClayFF forcefield346

decreases from 5.13 J/m2 to 4.93 J/m2 after annealing at 1000K. As the annealing temperature 347

increases so does the surface connectivity, which decreases both defect concentration and the 348

surface energy. This relationship is roughly linear (Fig.5) which indicates that the ClayFF 349

surfaces exhibit a decrease in surface energies with increases in coordination.350

On the silica surfaces simulated using the ReaxFF forcefield, surface energies decrease 351

from 2 J/m2 to 1.2 J/m2 with increasing annealing temperature, 4x the change in surface energies352

on the ClayFF simulated surfaces. This difference (Fig. 5) is also seen in the linear fit of the data 353

with ClayFF simulations having a slope of -4.39 and ReaxFF having a slope of -5.39 for 354
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connectivity versus surface energy. Therefore, the ReaxFF forcefield is more sensitive to the 355

connectivity of the surface than the ClayFF forcefield. 356

357
Figure 5: Surface energies of unhydroxylated surfaces with connectivity. The linear fit of the 358

surface energy (SE) with the connectivity (C) is included. 359

360
Figure 6: Effective bond energy with volume change for β-cristobalite. 361

362

c. Surface Energies of Hydroxylated Silica Surfaces 363

Reported silica surface energies vary with experimental method, silica microstructure and 364

composition, as well as the silica polymorphs (Fig. 1). Surface energies are often reported for 365

fully hydroxylated systems due to the instability of partially hydroxylated surfaces 41. Under 366
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atmospheric conditions, hydroxylated silica surfaces have silanol concentrations between 4-367

5/nm2 which volatize under high vacuum 67. Here, fully hydroxylated surfaces created from 368

1000K annealed silica surfaces, have silanol densities of 4.33±0.26/nm2 for the ClayFF 369

simulations and 4.04±0.26 #/nm2 for the ReaxFF simulations (Table 2). Three types of silanol 370

groups can form on silica surfaces. These include geminal silanols (two hydroxyl groups bonded 371

to the same silicon), vicinal silanols (two hydroxyl groups bonded to adjacent silicons), and 372

isolated silanol groups.  Silica surfaces simulated with ReaxFF have higher concentrations of 373

geminal silanols than those simulated with ClayFF. The higher geminal silanol concentration is 374

balanced by lower concentrations of isolated silanols, indicating that these surfaces contain 375

higher concentrations of two-membered rings, which are opened to form hydroxyl groups. Under 376

high temperature treatment both vicinal and geminal silanols condense to form siloxane bonds, 377

and the higher concentration of isolated silanol groups on the ClayFF surface provides evidence 378

for why the Qn distribution is more stable. Additionally, the distribution of silanols loosely 379

follows the Zhuravlev experimental analysis, which identifies high vicinal silanol concentrations 380

(1.65/nm2), intermediate isolated silanol concentrations (1.40/nm2), and low geminal silanol 381

concentrations (0.50/nm2) on silica surfaces after a 600K pretreatment 67. At room temperatures 382

the concentration of vicinal silanol groups on experimental silica surfaces increases sharply to 383

2.80/nm2, and that of isolated silanols decreases to 1.20/nm2 67. Due to the high temperature 384

annealing used here, which results in condensation of adjacent coordination defects as seen in the 385

Qn distribution; both forcefields are consistent with the data for silica surfaces after an annealing 386

pre-treatment. 387

Using ClayFF, the surface energy of an unhydroxylated surface is 4.96±0.34 J/m2 and 388

decreases to 4.41±0.25 J/m2 for a fully hydroxylated surface (Fig. 7). The surface energies for 389

ReaxFF surfaces are lower, at 1.13 J/m2 for unhydroxylated surfaces after 1000K annealing, and 390

dropping to ~0.15 J/m2 after complete hydroxylation. The surface energies reported from ClayFF 391

simulations  match well with experimental data from DCB tests on silica in nitrogen atmospheres 392

by Wiederhorn 23. Therefore, the ClayFF results are more consistent with experimental data for 393

fracture surfaces. After a 1000K annealing step and full hydroxylation it is expected that the 394

surface would be at a low energy equilibrium state. Surface energies for equilibrium surfaces are 395

measured as ~0.35 J/m2, which is most consistent with the ReaxFF data39. Therefore, for the 396

simulation of fracture studies it appears that the higher surface energies from ClayFF simulations 397
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are more accurate, while ReaxFF simulations match better with available data from equilibrium 398

surfaces. 399

Surface energies decrease with increasing silanol concentration regardless of which 400

classical MD forcefield is used. Experimental data also identifies decreases in surface energies401

with hydroxylation, though the relationship is inferred through changes in the water-silica 402

surface. For example, a reduction in surface energy of 0.1-0.2 J/m2 with hydroxylation has been 403

inferred by Rückriem et al. through the use of inverse gas chromatography in porous systems 68.404

Mahadik et al. also noted a loosely linear relationship with an increase in the water-silica contact 405

angle of 130o from SEM images and a decrease in the surface energy of ~0.11 J/m2 on silica 406

aerogels  69. Over the entire hydroxylation range surface energies from ClayFF simulations407

decrease by ~0.5 J/m2, which is more consistent with experimental decreases in the surface 408

energy. 409

The energetics of the water molecule impacts how the forcefield describes surface 410

energies of hydroxylated silica, since the strength of the added O-H bond and removal of defects411

lowers the surface energy. The self-energy of a water molecule is used to account for added 412

oxygen and hydrogen atoms to the system, since water disassociates into hydrogen and 413

hydroxide groups on the surface 27. Several previous classical MD investigations of surface 414

energies of minerals including quartz (SiO2) 27, hematite (Fe2O3) 70, fluroapatite (Ca5(PO4)3F) 71, 415

and dolomite (CaMg(CO3)2) 72 have used the self-energy of water molecules to account for the 416

addition of hydroxide bonds on the surface. Water energies from ReaxFF and ClayFF forcefields 417

are in Table 3, including the self-energy of a water molecule and the average energy of a water 418

molecule in a bulk water simulation cell (20Åx20Åx20Å) containing 343 water molecules. The 419

self-energy of the SPC water molecule arises from either the harmonic bond stretching and angle 420

terms or from O-O interactions between adjacent water molecules, with the other parameters set 421

to zero 45 73 resulting in a self-energy of -0.10±0.002 kJ/mol 73. The average molecular energy of 422

bulk water is -44.51±0.34 kJ/mol and is consistent with previous reported values for the energy 423

of the SPC water molecules of -45.3 kJ/mol 73.  424

In contrast, the ReaxFF forcefield contains a strong O-H bond in the water molecule and425

the self-energy of a water molecule is -1010.45±4.24 kJ/mol compared to -1052.54±0.36 kJ/mol 426

in bulk water (Table 3). The ReaxFF forcefield is parametrized to the cohesive energy of water, 427

or the difference in average molecular energy of bulk water and the self-energy of a water 428
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molecule 74. De Leeuw and Parker implemented a shell-model water potential with an energy of 429

vaporization of ~43.0 kJ/mol and a self-energy of -878.0 kJ/mol for calculating surface energies430

of hydroxylated α-quartz 75. Self-energies of water between -670 kJ/mol and -710 kJ/mol and 431

cohesive energies of -42 kJ/mol to -50.2 kJ/mol have also been reported for classical MD 432

forcefields of water-silica systems by Mahadevan and Garofalini 74. Wide variation in water self-433

energy occurs since most water models, including SPC and ReaxFF water, are parametrized to 434

match the experimental cohesive energy of water, ~44kJ/mol 76. The self-energy of water is most 435

critical when the silica surface is hydroxylated, but when bulk water is present the intermolecular 436

forces allow for hydrogen bonding and further surface relaxation. To identify the effect of bulk 437

water on surface energy, bulk water was added to the vacuum space in the fully hydroxylated 438

system. First the hydroxylated silica was frozen and the system was relaxed for 100ps at 0.1K to 439

calculate the added energy from hydrogen bonding and binding between the water and the 440

surface. Then, the silica surface and the water were relaxed simultaneously for 100ps at 0.1K to 441

calculate the change in the surface structure in the presence of bulk water. The resulting surface 442

energy calculated with ClayFF decreases by 0.56±0.49 J/m2, indicating that a significant amount 443

of surface relaxation occurs. In comparison, the ReaxFF surface energy decreases by only 444

0.09±0.01 J/m2. This minor change in energy for ReaxFF may be because reactivity cannot be 445

turned off in ReaxFF; therefore, interactions between water and silica occur even when the 446

surface is frozen.447

The energetics of the selected water model affects how hydroxylation alters the surface 448

energies, and therefore must be chosen with care to match with experimental values. In this case 449

the low self-energy of SPC water suggests that its application for fracture surfaces would be an 450

advantage, since the resultant surface energies match best with reported experimental fracture 451

surface energies. Alternatively, the high self-energy of water in the ReaxFF potential results in a 452

lower surface energies of ~0.2 J/m2 for a fully hydroxylated and relaxed surface, consistent with 453

the equilibrium surface energies of ~0.35 J/m2. 454

455



18

456

Table 2: Silanol concentration on fully and partially hydroxylated surfaces simulated using the 457

ClayFF or ReaxFF classical MD forcefield.458

Total Geminal Vicinal Isolated
Hydroxyl 
Coverage

ClayFF ReaxFF ClayFF ReaxFF ClayFF ReaxFF ClayFF ReaxFF

100%
4.30

±0.24
4.04

±0.26
0.91

±0.10
1.29

±0.17
1.89

±0.12
1.65

±0.09
1.50

±0.21
1.10

±0.05

80%
3.50

±0.23
3.33

±0.22
0.62

±0.10
0.97

±0.20
1.29

±0.03
1.21

±0.16
1.58

±0.24
1.15

±0.24

60%
2.65

±0.21
2.49

±0.17
0.24

±0.00
0.47

±0.17
0.68

±0.21
0.75

±0.09
1.72

±0.21
1.25

±0.20

40%
1.77

±0.13
1.67

±0.10
0.00

±0.00
0.18

±0.13
0.32

±0.09
0.38

±0.05
1.48

±0.09
1.10

±0.20

20%
0.88

±0.07
0.79

±0.00
0.00

±0.00
0.11

±0.07
0.07

±0.09
0.12

±0.12
0.82

±0.15
0.56

±0.15
459

Table 3: Self-energy and average molecular energy of water in the ClayFF and ReaxFF 460
forcefields. 461

Energy (kJ/mol) ClayFF Forcefield ReaxFF Forcefield

Self-Energy of Water Molecule -0.099±0.002 -1010.45±4.24
Bulk Water Energy (per Molecule) -44.51±0.34 -1052.54±0.36

Cohesive Energy -44.41 -42.09

462
Figure 7: Surface energies with hydroxylation content for silica surfaces simulated using ClayFF 463
and ReaxFF classical MD forcefields.  The linear fit (ReaxFF) or quadratic fix (ClayFF) of the 464

surface energy (SE) with the connectivity (C) for the two forcefields is included.465
466
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4. Summary and Conclusions 467

Changing surface energies of silica caused by annealing and hydroxylation influence crack 468

propagation during brittle fracture and impact the response of silica to environmental conditions. 469

Hence, accurate surface energies play a key role in the simulation of fracture. In this work, the 470

role of classical molecular dynamics (MD) forcefields on the structure and energies of silica 471

surfaces was investigated using two different forcefields capable of modeling the interaction of 472

silica glass with ambient water: ClayFF forcefield, a two-bodied Lennard-Jones potential 473

combined with a SPC water model 45 and ReaxFF forcefield, a reactive bond order based 474

forcefield 57. Annealing silica surfaces resulted in an increase in the surface connectivity and a 475

decrease in the surface energies due to the reformation of siloxane bonds. ReaxFF simulated dry 476

surfaces had surface energies between 1.2-2.0 J/m2 and developed concentrations of five-477

coordinated silicon atoms, increasing the surface connectivity. In contrast, the ClayFF surfaces 478

exhibited much higher surface energies, 5.0-5.2 J/m2, which are consistent with reported 479

experimental fracture surface energies of ~4.5 J/m2 23. In neither case did fracto-emission of 480

either Si or O atoms occur. This effect has primarily been observed in alkali glasses77-79. 481

Hydroxylation of the annealed surfaces resulted in decreases in surface energies associated with 482

silica surface equilibration in the presence water. ClayFF surface energies decreased by only 483

~0.5 J/m2 to 4.5 J/m2 while ReaxFF surfaces had a final equilibrium surface energy of 0.2 J/m2, 484

consistent with experimentally measured equilibrium surface energies of ~0.35 J/m2 39. The self-485

energy of the water molecules in the forcefields impacted the hydroxylated surface energies due 486

to the inclusion of O-H bonds on the surface. Water molecules in the ReaxFF forcefield have a 487

more energetic O-H bond resulting in surface energies decreasing by 1.0 J/m2 compared with 0.5 488

J/m2 in the ClayFF forcefield.489

Ultimately, neither of the two forcefields explored in this work was capable of accurately 490

replicating both the experimentally reported high-energy unhydroxylated fracture surface 491

energies and the annealed and hydroxylated equilibrium surface energies. Calculated surface 492

energies with the ClayFF forcefield are more consistent with experimental fracture surface 493

energy values, even after simulated annealing and hydroxylation which approximate the effect of 494

surface relaxation and development of a low-energy equilibrium surface. The ReaxFF forcefield495

under-estimated fracture surface energies and exhibited more significant structural relaxation and 496

decreases in surface energy with hydroxylation, resulting in equilibrium surface energies which 497



20

are consistent with experiment. Therefore, future studies of silica which rely on the energetics of 498

added surface area, such as silica fracture, should consider the environment and level of surface 499

relaxation, and select a classical or reactive forcefield which reproduces the appropriate 500

conditions. Further investigation of silica-water interfaces would benefit from the development 501

of forcefields parametrized to surface structure and energetics to ensure accurate models across a 502

variety of different surface conditions. 503
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