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Abstract

This document outlines a statistical framework for establishing a shelf-life program for
components whose performance is measured by the value of a continuous variable such as
voltage or function time. The approach applies to both single measurement devices and repeated
measurement devices, although additional process control charts may be useful in the case of
repeated measurements. The approach is to choose a sample size that protects the margin
associated with a particular variable over the life of the component. Deviations from expected
performance of the measured variable are detected prior to the complete loss of margin. This
ensures the reliability of the component over its lifetime.
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1. INTRODUCTION

This document outlines a statistical framework for establishing a shelf-life program for
components whose performance is measured by the value of a continuous variable such as
voltage or function time. The approach applies to both single measurement devices and repeated
measurement devices, although additional process control charts may be useful in the case of
repeated measurements. Shelf life plans for monitoring Pass/Fail data will be treated in another
document.

The primary goal of these shelf life plans is to quickly detect a change that would threaten the
component’s ability to deliver the desired output within specifications over the required stockpile
life of the component.

One type of deviation from nominal can be modeled as a gradual linear drift. This is
performance that starts at nominal then gradually drifts out of specification as the component
ages. Possible causes of linear drift include wear out, corrosion, or other aging phenomena. The
purpose of a shelf life plan is to quickly detect unacceptable linear drift so that it can be
mitigated before the component data falls outside of specification limits. Phenomena with non-
linear drift can likely be bounded by a model with linear drift, so the methods here can be
applied more broadly than simple linear drift.

The Model for Linear Drift assumes that the mean of the performance measure changes by an
amount (A ) between each sample. The figure below illustrates the hypothesized model for the
mean with linear drift.

Linear Drift

Index

Figure 1. Linear Drift Model

In this figure g, represents the nominal process mean, and g represents the mean at stage i
after the drift in the process mean has ensued.



A second type of deviation from nominal that will be treated in this document is a sudden step
change in the mean. Possible causes of a step change include introduction of a new batch of raw
materials during production, new operators, or a new tester. In this case the purpose of the shelf
life plan is to quickly detect that a shift has occurred so that the cause of the shift can be
identified and mitigated.

The model for a single step change assumes that the mean of the performance measure changes
by an amount (A ) in a single step, then remains at that new mean level. The figure below
illustrates the hypothesized model for the mean with a single step change.

Step Change
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Figure 2. Step Change Model

In this figure g, again represents the nominal process mean, and g, represents the mean after

the step change in the process mean has occurred. It is assumed that after the step change the
process mean remains at g .



2. DESIGN STRATEGY

This section gives a straight forward approach to designing a shelf life program to detect either a
linear drift or step change in the nominal process mean.

1. Evaluate initial (time zero) process performance (margin) relative to specification limits.
Margin here is defined as how much the mean of the performance measure could shift (in
multiples of ) before the tail of the distribution falls outside of specification (see Figure
3). Specifications should thus be known and the required lifetime for the component
should be known. If a precise quantitative measure of margin (Cpy or k-factor) is not
readily available, engineering judgment should be used to determine a conservative
bound.

2. Determine what magnitude of change must be quickly detected. Any amount of change
(step change or linear drift) that would cause the performance measure to fall out of
specification before the required lifetime is met should be detected quickly. This will
depend on the amount of initial margin and the required lifetime of the component from
Step (1). For example, for the linear drift problem, if the mean has an initial margin of 4
o , the maximum change that could be allowed over a 20-year lifetime requirement
would be (4 6/20) = 0.20 o per year. Thus, an annual change > 0.20 & would be of
concern. For the step change problem, a single step in the process mean >4 ¢ at some
point during the 20-year window would be of concern.

The figure below gives an example of how to compute the initial margin. In this example, the
reliability requirement is R= 0.98, so when the 98" percentile of the distribution exceeds the
specification limit, the requirement is no longer being met. The initial margin is thus defined as
the distance (in units of o) from the 98" percentile of the initial distribution to the specification
limit. In Figure 3, the initial margin is approximately 2.5 o .
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Figure 3. Calculate Initial Margin

A control chart is designed and implemented to monitor the performance measure of interest and
quickly detect when an unacceptable shift or linear trend in the mean has occurred. The control
chart proposed for this problem is the exponentially weighted moving average (EWMA, See
references 1-3). This control chart has been shown in the literature to detect both step changes
and linear drift changes more quickly than competing control charts, given the same sample size.

The form of the control chart is given by the expression below. The EWMA at time t, E, is a
weighted average of the most recent sample average, y, , and the previous value of the EWMA,

Eii.

E, =y, +(1-1)E,, 0<A1<1 t=1.23,.
=AY, +(1-DAY , + (1-A)° Ay, +..+ (1-)7 Ay, +(1-1)'E,

The expanded form of the EWMA shows that the most recent data receives the most weight, and
the weights decrease exponentially going back in time. The control chart has a center line at the
nominal mean, 4, with control limits at the lower control limit (LCL) and upper control limit

(UCL) defined as follows:

A

(02
LCL=g,-L-—-
b m e

and
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The parameters x4, and o are assumed known, and n is the size of each sample. The user

chooses the values (A, L, n) to obtain a specific EWMA performance. The metric of performance
for the EWMA is the Average Run Length (ARL), the expected number of samples before the
control chart produces a signal (the EWMA falling outside the control limits). As a general rule,
small values of A are used to detect small changes in the mean, and large values of A are used
to detect large changes. The multiplier L is chosen to control the false alarm rate (the ARL when
the mean is at nominal) and the sample size n is chosen to improve sensitivity to changes.

Tables of ARLs can be constructed for various choices of (A, L, n) using simulation techniques.
These values can then be used to design the control chart. Tables of ARLs have been constructed
for both the step-change problem and the linear drift problem. The tables for the linear drift
problem are presented first.

For example, Table 1 below gives ARLs for (A, L) = (0.20, 1.81) and values of n ranging from 1
to 30. These values for A and L were chosen to result in a nominal false alarm rate of ARL= 30.
The value A= 0.20 is recommended because it is known to provide quick detection of
relatively small changes in the mean. The ARL values in the table are then used as described
below in the design of the EWMA control chart for linear drift.

11



Table 1. ARLs for various linear drift values with nominal ARL= 30 (A=0.20, L= 1.81)

IChange = A

o | n=1 | n=2 | n=3 n=4 | n=5 n=10 | n=15 |n=20 | n=25 | n=30
0.00 30.0 | 30.0 | 30.0 | 30.0 | 30.0 30.0 30.0 | 30.0 | 30.0 30.0
0.05 12.3 103 | 941 | 8.74 | 8.23 6.91 6.23 | 5.75 | 543 5.17
0.10 875 | 735 | 656 | 6.10 | 5.74 4.79 429 |399 | 3.75 3.58
0.15 710 | 593 | 533 | 495 | 4.63 3.85 347 | 3.21 | 3.02 2.89
0.20 6.11 5.10 | 458 | 424 | 3.97 3.31 297 |2.76 | 2.60 2.49
0.25 545 | 452 | 405 | 3.75 | 3.54 2.94 264 | 246 | 232 2.21
0.30 492 | 410 | 3.68 | 342 | 3.20 2.66 241 | 2.24 | 2.11 2.03
0.35 455 | 3.77 | 3.38 | 3.13 | 295 2.48 224 | 2.07 | 197 1.89
0.40 423 | 351 | 3.14 | 292 | 2.76 231 207 | 195 | 1.86 1.80
0.45 396 | 331 | 297 | 2.75 | 2.59 2.16 1.97 | 1.86 | 1.79 1.71
0.50 3.74 | 3.13 | 2.80 | 2.60 | 2.47 2.06 1.89 | 1.78 | 1.69 1.61
0.55 357 | 298 | 2.67 | 248 | 2.34 1.98 1.82 | 1.71 | 1.60 1.50
0.60 341 284 | 254 | 237 | 2.25 1.90 1.76 | 1.62 | 1.50 1.40
0.65 326 | 273 | 245 | 2.28 | 2.15 1.85 1.69 | 155 | 141 1.30
0.70 315 | 2.61 | 235 | 2.19 | 2.08 1.80 1.62 | 146 | 1.31 1.21
0.75 3.03 | 253 | 2.27 | 2.11 2.01 1.74 154 | 1.37 | 1.23 1.13
0.80 292 | 244 | 2.20 | 2.04 1.94 1.69 1.47 | 1.28 | 1.16 1.09
0.85 284 | 237 | 2.14 | 1.99 1.89 1.63 1.39 | 1.21 | 1.11 1.04
0.90 275 | 229 | 2.07 | 195 1.87 1.57 1.33 | 1.16 | 1.07 1.03
0.95 268 | 224 | 2.02 | 191 1.83 1.50 1.25 | 1.12 | 1.04 1.02
1.00 260 | 217 | 197 | 1.87 | 1.79 1.44 1.19 | 1.07 | 1.02 1.01

IChange is defined as the change in the mean between each sample. The change is expressed in
units of the standard deviation. Values as high as 1.0 are not likely, but are included for
completeness.

As an example, a change of magnitude 0.25, with n=4 measurements per sample, has ARL=
3.75. This means that the average number of samples to detection using this EWMA is 3.75. If
no change in the mean occurs, a signal will occur approximately every 30 samples (ARL= 30).

Tables of average run lengths for the linear drift problem are included in Appendix A for
EWMASs with nominal ARLs 20, 30, 50 and 100, and sample sizes from n=1 to n=30. This will
allow some flexibility if the nominal ARL= 30 is not appropriate. A tradeoff is that as the
nominal ARL increases, the average number of samples to detection also increases.

Values from Table 1 are displayed graphically below, for changes of size 0.05, 0.25, 0.50, 0.75,
and 1.00. This range of values covers what would reasonably be expected in stockpile
components. This graph shows a significant decrease in time to detection (ARL) as the sample
size increases from 1 to 15, but there is not great improvement from 15 to 30 for these changes.
This is seen in the leveling off of each curve beyond sample size fifteen.

12




Contours of ARL vs. Sample Size
(EWMA with ARLO= 30)
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Figure 4. Contours of ARL as a Function of Sample Size — Linear Drift Model

The planning for the linear drift case continues as follows:

3. Choose the appropriate combination of (A, L, n). Based on the need to have the Nominal
ARL much greater than 20 (assuming sampling is done every year) for stockpile
components, a choice of (A, L) = (0.20, 1.81) is recommended. This results in a Nominal
ARL of 30, with a high probability that the run length will exceed 20 when the mean is at
nominal.

4. Choice of sample size n will depend on the value of A that must be detected quickly. In
the example above in Step 2, the value A =0.200 was considered of great importance. In
Table 1 above, the time to detection for this value of A ranges from ARL=6.11 (n=1) to
ARL=2.49 (n=30). Since n=30 units per sample will probably not be feasible, a
compromise must be made. The choices of n=3 and n=5 reduce the ARL from 6.11 to
4.58 and 3.97 respectively, and represent a reasonable compromise between time to
detection and cost.

5. Based on the above analysis, the EWMA with (A, L, n) = (0.20, 1.81, 5) is recommended.
Assuming that sampling is done every year, this means that a change in the mean of
A =0.200 each year will be detected in approximately 4 years. If this is not acceptable,
more units must be sampled each year at additional cost.

The control chart design strategy for the single step change case is now presented. Suppose that
the initial margin, as defined above, is A =0.50c0 . Then it is desired to quickly detect any step
change of that magnitude or greater.



The table below gives ARLs for (A, L) =(0.20, 1.81) and values of n ranging from 1 to 30. These
values for A and L were chosen because they result in a nominal false alarm rate of ARL= 30.

The value

A= 0.20 is again recommended to provide quick detection of relatively small

changes in the mean. These values are then used in the design of the EWMA control chart for a
single step change.

Table 2. ARLs for various step changes with Nominal ARL= 30 (A= 0.20, L= 1.81)

1Change =

A =1 | n=2 | n=3 n=4 n=5 n=10 | n=15 | n=20 | n=25 | n=30

o
0.00 30.0 | 30.0 | 30.0 | 30.0 30.0 30.0 | 30.0 30.0 | 30.0 | 30.0
0.05 29.0 | 289 | 283 | 279 | 27.7 | 247 | 227 | 21.7 | 204 | 18.9
0.10 27.5 | 25.7 | 23.9 | 23.1 21.4 17.0 | 14.2 12.3 10.8 | 9.96
0.15 255 | 223 | 198 | 17.5 16.3 11.6 9.3 7.80 | 6.75 | 6.13
0.20 23.0 | 18.1 | 15.5 | 13.7 12.4 8.35 | 645 5.51 483 | 4.38
0.25 199 | 154 | 126 | 10.8 9.48 6.43 | 5.00 | 4.29 3.73 | 3.38
0.30 17.6 | 13.1 | 104 | 890 7.68 5.11 | 4.03 344 | 3.03 | 2.75
0.35 15.6 | 10.9 | 8.77 | 7.34 6.41 427 | 339 | 291 2.58 | 2.37
0.40 13.8 | 945 | 7.53 | 6.32 5.52 370 | 2.95 2.54 | 227 | 2.09
0.45 12.2 | 831 | 6.51 | 5.51 4.78 324 | 2,60 | 225 2.03 | 1.87
0.50 10.8 | 7.36 | 5.72 | 4.85 424 | 2.88 | 2.33 2.05 1.83 | 1.67
0.55 9.75 | 6.51 | 5.10 | 4.31 3.82 | 260 | 2.13 1.87 1.68 | 1.53
0.60 8.89 | 583 | 461 | 3.88 344 | 239 | 1.96 1.70 1.54 | 141
0.65 8.12 | 535 | 4.19 | 3.57 3.15 2.21 1.81 1.59 1.42 | 1.28
0.70 734 | 487 | 3.88 | 3.31 2.93 2.05 | 1.70 1.47 1.32 | 1.21
0.75 6.92 | 455 | 3.57 | 3.06 | 2.72 1.92 | 1.59 1.38 1.23 | 1.14
0.80 6.30 | 4.17 | 3.35 | 2.86 | 2.54 1.81 1.50 1.29 1.16 | 1.08
0.85 591 | 391 | 3.12 | 2.67 | 2.39 1.71 1.40 1.21 1.11 1.05
0.90 541 | 3.63 | 293 | 2.53 2.26 1.62 | 1.33 1.16 1.07 | 1.02
0.95 517 | 343 | 277 | 239 | 2.14 1.54 | 1.26 1.10 1.04 | 1.01
1.00 482 | 326 | 2.62 | 227 | 2.03 1.45 | 1.20 1.07 1.02 | 1.01

IChange is defined as the change in the mean in a single step. The change in the mean is
expressed in units of the standard deviation. It is assumed the mean continues at the new value
until the process is adjusted back to nominal. Step change values greater than 1.0 could occur,
but in that case the change will be detected quickly with any reasonable sample size.

As an example, a change of magnitude 0.50, with n=4 measurements per sample, has ARL=
4.85. This means that the average number of samples to detection using the EWMA is 4.85. If no
change in the mean occurs, a signal will occur approximately every 30 samples (false alarm rate

is ARL= 30).

Tables of average run lengths for the step change problem are included in Appendix B for

EWMASs with nominal ARLs 20, 30, 50 and 100, and samples sizes from n=1 to n=30. This will




allow some flexibility if the nominal ARL= 30 is not appropriate. A tradeoff is that as the
nominal ARL increases, the average number of samples to detection also increases.

Values from Table 2 are displayed graphically below, for changes of size 0.05, 0.25, 0.50, 0.75,
and 1.00. This range of values covers what would reasonably be expected in stockpile
components. This graph shows a significant decrease in time to detection (ARL) as the sample
size increases from 1 to 15, but there is not great improvement from 15 to 30 for these changes.

Contours of ARL vs. Sample Size
(EWMA with ARLO= 30)
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Figure 5. Contours of ARL as a Function of Sample Size — Step Change Model

Following the same Steps (1) and (2) as for the linear drift problem, the planning for the step
change problem continues as follows:

3. Choose the appropriate combination of (A, L, n). Based on the need to have the Nominal
ARL much greater than 20 (assuming sampling is done every year) for stockpile
components, a choice of (A, L) = (0.20, 1.81) is recommended. This results in a Nominal
ARL of 30, with a high probability that the run length will exceed 20 when the mean is at
nominal.

4. Choice of sample size n will depend on the value of A that must be detected quickly. In
the example above in Step 2, the value A =0.50c was considered of great importance.
In Table 1 above, the time to detection for this value of A ranges from ARL= 10.8 (n=1) to
ARL=1.67 (n=30). Since n=30 units per sample will probably not be feasible, a
compromise must be made. The choices of n=3 and n=5 reduce the ARL from 10.8 to 5.72

and 4.24 respectively, and represent a reasonable compromise between time to detection
and cost.



5. Based on the above analysis, the EWMA with (A, L, n) =(0.20, 1.81, 5) is recommended.
Assuming that sampling is done every year, this means that a single step change in the

mean of A =0.500 will be detected in approximately 4 years. If this is not acceptable,
more units must be sampled each year at additional cost.

16



3. SHELF LIFE PLANS FOR COMPONENTS WITH REPEATED
MEASURES

Some components such as electronic neutron generators (ELNGs) placed in a shelf life study can
be measured repeatedly over time, leading to fewer overall units needed than with single
measurement devices. The methodologies and tables presented earlier still apply, but the EWMA
control chart in this case is based on averages of measurements made on the same devices year
after year. The overall standard deviation in this case is comprised of separate variance
components that can be estimated as described in Appendix C.

Referring to the sample size sensitivity analyses in Figures 4 and 5 above, it is clear that the
point of diminishing returns (flat part of the curves) begins in the range of 10-20 samples. Thus,
if the cost of an individual component is great, a minimum of 10 units is recommended. For less
expensive components, sample size 20 is recommended. In either case, the units are measured
every year for the duration of the shelf life program. A control chart for variance components
(See reference 4) can be constructed if multiple measurements are made on each device each
year (see Appendix C).

In the linear drift example given earlier, the value A =0.20c was considered to be of great
importance. For single measurement devices, the recommendation was to use an EWMA with (A,
L, n) =(0.20, 1.81, 5). This meant that a change in the mean of A =0.20c each year would be
detected in approximately 4 years, assuming sampling once a year. With sample size 10 each
year, the ARL=3.3 and with sample size 20 each year, the ARL=2.8, modest improvements over
sample size 5 each year. In this case the cost of components and the cost of testing could be used
to determine an appropriate sample size between 10 and 20.

Several cautions must be made, however, with respect to control charting with repeated measures
and a limited number of samples.

1. It will be very difficult to detect deviations from a simple linear drift model in cases
where other aging models are more appropriate.

2. The control chart is designed to detect changes in the mean of a continuous measurement
variable. There may not be enough data to detect changes in the failure rate based on
pass/fail data.

3. Changes during production may result in changes in performance and the appearance of
sub-populations. A small sample of components measured over time is less likely to be
representative of the entire population and such changes may not be reflected in the shelf
life units.

4. Repeated measurements may degrade the performance of the component over time.

5. The small sample size cannot accommodate the potential need for experimental units
outside the shelf life study.

6. Fewer units will be available for reliability estimation. This problem may be compounded
by the desire to reduce testing quantities in the future.

The major caution associated with the repeated measures control chart is that the smaller total
sample size will potentially result in a less representative sample of the entire population. The

17



samples taken for the shelf life program should be sampled throughout the production years, to
make them as representative as possible.

4. CONCLUSIONS

Shelf life planning should begin with an assessment of the initial (time zero) critical performance
measures with respect to specifications. Performance measures with little margin will need more
frequent monitoring and larger sample sizes. Those with a great deal of margin will need less
frequent monitoring and smaller sample sizes. In case of multiple critical performance measures,
the shelf life program should be based on the performance measure with the least margin. Other
considerations for testing frequency include the need to periodically exercise the measurement
equipment.

The exponentially weighted moving average (EWMA) control chart is recommended to monitor
key performance measures and should be designed to quickly detect linear trends or step changes
considered important. A strategy for the design of the EWMA has been presented here. The
design consists of choosing (A, L, n). Values of A and L have been recommended to control the
nominal ARL, and a strategy for choosing n has been recommended to control the time to
detection when the mean is no longer at nominal.

For single measurement devices, an annual sample size of 4-6 units is recommended, while
for repeated measures devices, a sample of size 10-20 units (measured each year) is

recommended. In most cases these numbers will be sufficient.

In cases where the analysis recommends a sample size that is not economically feasible, the
tables presented here will show the risk associated with a reduced sample size.

18
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APPENDIX A: TABLES OF ARLS FOR THE LINEAR DRIFT MODEL

Table A1. ARLs for various linear drift values with nominal ARL= 20 (L= 1.50, A= 0.15)

IChange = A

o n=1 n=2 n=3 | n=4 n=5 n=10 |n=15 | n=20 | n=25 | n=30
0.00 20.0 20.0 | 20.0 | 20.0 | 20.0 20.0 | 20.0 | 20.0 | 20.0 20.0
0.05 10.7 924 | 844 | 7.89 | 7.49 6.34 | 5.78 | 537 | 5.09 4.86
0.10 7.95 6.70 | 6.06 | 5.67 | 5.39 450 | 4.09 | 3.77 | 3.57 3.41
0.15 6.49 554 | 498 | 4.62 | 4.39 3.67 | 3.30 | 3.06 | 2.90 2.76
0.20 5.68 479 | 432 | 4.02 | 3.78 3.18 | 2.86 | 2.66 | 2.50 2.40
0.25 5.09 428 | 3.83 | 3.58 | 3.37 2.83 | 2,57 | 237 | 2.24 2.14
0.30 4.67 3.89 | 350 | 3.27 | 3.07 259 | 233 | 2.17 | 2.05 1.97
0.35 4.29 359 | 323 | 3.01 | 2.85 238 | 215 | 2.00 | 1.92 1.85
0.40 4.02 3.35 | 3.03 | 2.83 | 2.64 222 12,01 | 1.90 | 1.82 1.75
0.45 3.76 3.16 | 2.84 | 2.65 | 2.50 211 | 193 | 1.81 | 1.73 1.65
0.50 3.56 299 | 271 | 251 | 237 200 | 1.84 | 1.74 | 1.64 1.54
0.55 3.39 2.86 | 2.58 | 2.40 | 2.27 1.92 | 1.77 | 1.65 | 1.55 1.43
0.60 3.26 272 | 246 | 228 | 2.16 1.86 | 1.70 | 1.57 | 1.44 1.34
0.65 3.13 2.62 | 236 | 2.20 | 2.08 1.80 | 1.63 | 1.48 | 1.34 1.24
0.70 3.01 252 | 227 | 212 | 2.01 1.74 | 1.55 | 1.38 | 1.26 1.16
0.75 2.92 244 | 220 | 2.05 | 1.95 1.68 | 1.48 | 1.31 | 1.18 1.10
0.80 2.80 236 | 212 | 199 | 1.90 1.62 | 141 | 1.23 | 1.12 1.06
0.85 2.71 229 | 2.07 | 1.94 | 1.86 1.56 | 1.32 | 1.17 | 1.08 1.04
0.90 2.65 222 | 2.02 | 1.90 | 1.81 1.51 | 1.26 | 1.12 | 1.05 1.02
0.95 2.57 216 | 197 | 1.85 | 1.77 144 | 1.21 | 1.09 | 1.03 1.01
1.00 2.51 2.11 192 | 1.83 | 1.74 1.37 | 1.15 | 1.06 | 1.01 1.00

IChange is defined as the change in the mean between each sample. The change is expressed in
units of the standard deviation. Values as high as 1.0 are not likely, but are included for
completeness.
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Table A2. ARLs for various linear drift values with nominal ARL= 30 (L= 1.81 A=0.20)

IChange = A

o | n=1 | n=2 | n=3 n=4 | n=5 n=10 | n=15 |n=20 | n=25 | n=30
0.00 30.0 | 30.0 | 30.0 | 30.0 | 30.0 30.0 30.0 | 30.0 | 30.0 30.0
0.05 12.3 103 | 941 | 8.74 | 8.23 6.91 6.23 | 5.75 | 543 5.17
0.10 875 | 735 | 656 | 6.10 | 5.74 4.79 429 |399 | 3.75 3.58
0.15 710 | 593 | 533 | 495 | 4.63 3.85 347 | 3.21 | 3.02 2.89
0.20 6.11 5.10 | 458 | 424 | 3.97 3.31 297 |2.76 | 2.60 2.49
0.25 545 | 452 | 405 | 3.75 | 3.54 2.94 264 | 246 | 232 2.21
0.30 492 | 410 | 3.68 | 342 | 3.20 2.66 241 | 2.24 | 2.11 2.03
0.35 455 | 3.77 | 3.38 | 3.13 | 295 2.48 224 | 2.07 | 197 1.89
0.40 423 | 351 | 3.14 | 292 | 2.76 2.31 207 | 195 | 1.86 1.80
0.45 396 | 331 | 297 | 2.75 | 2.59 2.16 1.97 | 1.86 | 1.79 1.71
0.50 3.74 | 3.13 | 2.80 | 2.60 | 2.47 2.06 1.89 | 1.78 | 1.69 1.61
0.55 357 | 298 | 2.67 | 248 | 2.34 1.98 1.82 | 1.71 | 1.60 1.50
0.60 341 | 2.84 | 2.54 | 237 | 2.25 1.90 1.76 | 1.62 | 1.50 1.40
0.65 326 | 273 | 245 | 2.28 | 2.15 1.85 1.69 | 155 | 141 1.30
0.70 315 | 2.61 | 235 | 2.19 | 2.08 1.80 1.62 | 146 | 1.31 1.21
0.75 3.03 | 253 | 2.27 | 2.11 2.01 1.74 154 | 1.37 | 1.23 1.13
0.80 292 | 244 | 2.20 | 2.04 1.94 1.69 1.47 | 1.28 | 1.16 1.09
0.85 284 | 237 | 2.14 | 1.99 1.89 1.63 1.39 | 1.21 | 1.11 1.04
0.90 275 | 229 | 2.07 | 195 1.87 1.57 1.33 | 1.16 | 1.07 1.03
0.95 268 | 224 | 2.02 | 191 1.83 1.50 1.25 | 1.12 | 1.04 1.02
1.00 260 | 217 | 197 | 1.87 | 1.79 1.44 1.19 | 1.07 | 1.02 1.01

IChange is defined as the change in the mean between each sample. The change is expressed in
units of the standard deviation. Values as high as 1.0 are not likely, but are included for

completeness.
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Table A3. ARLs for various linear drift values with nominal ARL= 50 (L= 2.05, A= 0.20)

IChange = A

o | n=1 n=2 n=3 n=4 n=5 n=10 | n=15 | n=20 | n=25 | n=30
0.00 500 | 50.0 | 50.0 | 50.0 50.0 500 | 50.0 | 50.0 | 50.0 50.0
0.05 140 | 11.7 | 104 | 9.65 9.10 759 | 675 | 6.26 | 5.88 5.60
0.10 969 | 8.04 | 7.18 | 6.66 6.24 517 | 4.64 | 430 | 4.02 3.83
0.15 774 | 6.44 | 5.76 | 5.35 5.03 414 | 3.71 | 343 | 3.23 3.08
0.20 663 | 551 | 491 | 4.53 4.27 3.54 | 3.7 | 293 | 2.78 2.66
0.25 588 | 486 | 435 | 4.03 3.78 313 | 2.81 | 2.61 | 2.48 2.34
0.30 533 | 440 | 3.92 | 3.66 3.44 285 | 257 | 239 | 2.25 2.13
0.35 489 | 4.04 | 3.62 | 3.35 3.16 263 | 236 | 2.19 | 2.07 1.99
0.40 455 | 375 | 3.38 | 3.13 2.94 245 | 221 | 2.05 | 1.97 1.91
0.45 427 | 353 | 317 | 293 2.77 231 | 208 | 196 | 1.89 1.83
0.50 401 | 334 | 299 | 2.77 2.61 218 | 199 | 1.89 | 1.82 1.75
0.55 383 | 3.7 | 2.85 | 2.63 2.49 2.09 193 | 1.84 | 1.75 1.66
0.60 365 | 3.03 | 2.73 | 2.53 2.38 2.01 1.88 | 1.77 | 1.66 1.55
0.65 349 | 291 | 2.61 | 242 2.28 1.94 1.81 | 1.69 | 1.56 1.44
0.70 336 | 279 | 251 | 2.33 2.19 1.90 1.76 | 1.62 | 1.47 1.33
0.75 323 | 2.69 | 244 | 2.25 2.12 1.86 | 1.69 | 1.52 | 1.37 1.24
0.80 314 | 2.62 | 234 | 2.17 2.06 1.81 1.63 | 1.44 | 1.28 1.16
0.85 3.02 | 253 | 2.27 | 2.10 2.00 176 | 154 | 1.35 | 1.20 1.11
0.90 294 | 244 | 2.19 | 2.05 1.96 1.71 1.47 | 1.27 | 1.14 1.07
0.95 286 | 238 | 2.14 | 2.01 1.93 1.67 | 141 | 1.21 | 1.09 1.03
1.00 277 | 232 | 2.09 | 1.96 1.90 1.61 1.32 | 1.15 | 1.06 1.02

IChange is defined as the change in the mean between each sample. The change is expressed in
units of the standard deviation. Values as high as 1.0 are not likely, but are included for
completeness.
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Table A4. ARLs for various linear drift values with nominal ARL= 100 (L= 2.36, A= 0.20)

IChange = A

o n=1 n=2 n=3 n=4 n=5 n=10 [n=15 | n=20 [n=25 | n=30
0.00 100 100 100 100 100 100 100 100 100 100
0.05 16.1 13.3 11.9 11.0 10.2 8.35 7.46 6.85 6.45 6.45
0.10 10.8 8.98 7.94 7.34 6.87 5.65 5.03 4.65 4.36 4.36
0.15 8.62 7.05 6.31 5.83 5.45 4.49 4.01 3.72 3.50 3.50
0.20 7.29 5.98 5.35 4.94 4.65 3.83 3.42 3.19 2.99 2.99
0.25 6.44 5.30 4.72 4.37 4.11 3.39 3.03 2.82 2.66 2.66
0.30 5.79 4.78 4.27 3.95 3.71 3.09 2.77 2.56 2.41 241
0.35 5.34 4.42 3.90 3.63 3.41 2.84 2.57 2.36 2.21 2.21
0.40 4.94 4.08 3.67 3.37 3.18 2.64 2.37 2.18 2.07 2.07
0.45 4.63 3.82 3.41 3.17 2.98 2.48 2.21 2.06 1.99 1.99
0.50 4.37 3.62 3.24 2.99 2.83 2.34 2.09 1.99 1.93 1.93
0.55 4.14 3.43 3.07 2.84 2.69 2.22 2.02 1.94 1.89 1.89
0.60 3.94 3.27 2.94 2.72 2.56 2.12 1.97 1.90 1.82 1.82
0.65 3.77 3.13 2.81 2.61 2.45 2.05 1.93 1.85 1.74 1.74
0.70 3.63 3.01 2.70 2.51 2.36 1.99 1.89 1.79 1.67 1.67
0.75 3.49 2.90 2.61 2.41 2.26 1.96 1.85 1.72 1.57 1.57
0.80 3.37 2.80 2.53 2.32 2.19 1.93 1.79 1.64 1.48 1.48
0.85 3.27 2.71 2.44 2.24 2.11 1.90 1.75 1.55 1.38 1.38
0.90 3.16 2.63 2.36 2.18 2.06 1.87 1.67 1.47 1.29 1.29
0.95 3.07 2.57 2.28 2.11 2.02 1.82 1.60 1.38 1.20 1.20
1.00 2.99 2.49 2.23 2.08 1.99 1.78 1.53 1.29 1.15 1.15

IChange is defined as the change in the mean between each sample. The change is expressed in

units of the standard deviation. Values as high as 1.0 are not likely, but are included for

completeness.
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APPENDIX B: TABLES OF ARLS FOR THE STEP CHANGE MODEL

Table B1. ARLs for various step changes with Nominal ARL= 20 (L= 1.50, A= 0.15)

IChange =

A n=1 | n=2 | n=3 n=4 n=5 n=10 | n=15 | n=20 | n=25 | n=30

o
0.00 20.0 | 20.0 | 20.0 | 20.0 20.0 | 20.0 | 20.0 | 20.0 | 20.0 | 20.0
0.05 19.7 | 19.5 | 19.3 18.8 18.8 17.4 | 16.5 15.5 14.6 | 13.9
0.10 189 | 179 | 16.8 16.3 15.3 12.6 | 109 | 9.68 | 8.70 | 8.04
0.15 17.7 | 15.7 | 14.5 13.3 124 | 9.18 | 7.55 | 6.49 | 5.77 | 5.20
0.20 16.3 | 13.8 | 12.0 10.6 9.70 | 6.90 | 5.58 | 4.81 4.23 | 3.88
0.25 14.6 | 119 | 10.1 8.74 790 | 5.48 | 4.41 | 3.80 | 3.34 | 3.07
0.30 13.2 | 10.1 | 8.40 | 7.41 6.40 | 446 | 3.64 | 3.12 | 2.79 | 2.58
0.35 119 | 886 | 7.15 | 6.23 546 | 3.79 | 3.10 | 2.66 | 2.42 | 2.22
0.40 10.7 | 7.76 | 6.33 | 5.42 477 | 3.28 | 270 | 235 | 2.12 | 1.95
0.45 9.78 | 6.80 | 5.53 | 4.74 4.21 293 | 242 | 2.10 191 | 1.74
0.50 8.80 | 6.13 | 5.01 4.18 3.78 | 2.65 | 2.18 1.92 1.73 | 1.60
0.55 8.04 | 558 | 449 | 3.84 340 | 2.42 | 2.00 1.75 1.59 | 1.45
0.60 7.27 | 5.07 | 4.07 | 3.50 310 | 2.23 | 1.85 1.63 1.46 | 1.34
0.65 6.66 | 4.64 | 3.74 | 3.23 290 | 2.07 | 1.72 149 | 1.34 | 1.25
0.70 6.22 | 430 | 3.47 | 2.98 2.64 1.93 | 1.60 1.41 1.25 | 1.16
0.75 576 | 4.02 | 3.24 | 2.79 2.51 1.82 | 1.51 1.31 1.19 | 1.11
0.80 5.37 | 3.77 | 3.02 | 2.61 236 | 1.70 | 1.42 1.24 1.12 | 1.06
0.85 5.08 | 3.51 | 2.86 | 2.48 2.22 1.62 | 1.34 1.17 | 1.08 | 1.03
0.90 4.73 | 3.26 | 2.69 | 2.34 2.13 153 | 1.26 | 1.13 1.05 | 1.02
0.95 449 | 3.14 | 2.54 | 2.23 2.00 146 | 1.21 1.08 | 1.03 | 1.01
1.00 427 | 298 | 242 | 2.11 1.91 1.39 | 1.15 1.06 | 1.02 | 1.00

IChange is defined as the change in the mean between each sample. The change is expressed in
units of the standard deviation. Values as high as 1.0 are not likely, but are included for

completeness.
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Table B2. ARLs for various step changes with Nominal ARL= 30 (L= 1.81 A= 0.20)

IChange =

A n=1 n=2 | n=3 n=4 n=5 n=10 | n=15 | n=20 | n=25 | n=30

o
0.00 30.0 | 30.0 | 30.0 | 30.0 | 30.0 | 30.0 | 30.0 | 30.0 | 30.0 | 30.0
0.05 29.0 | 289 | 283 | 279 | 27.7 | 24.7 | 22.7 | 21.7 | 204 | 18.9
0.10 275 | 25.7 | 23.9 | 23.1 21.4 17.0 | 14.2 12.3 10.8 | 9.96
0.15 255 | 223 | 198 | 17.5 16.3 11.6 9.3 7.80 6.75 | 6.13
0.20 23.0 | 18.1 | 155 | 13.7 124 | 835 | 6.45 5.51 4.83 | 4.38
0.25 199 | 154 | 12.6 | 10.8 | 948 | 643 | 5.00 | 4.29 | 3.73 | 3.38
0.30 17.6 | 13.1 | 104 | 890 | 7.68 | 5.11 | 4.03 | 3.44 | 3.03 | 2.75
0.35 156 | 109 | 8.77 | 7.34 | 6.41 4.27 | 339 | 291 2.58 | 2.37
0.40 13.8 | 945 | 753 | 6.32 | 552 | 3.70 | 295 | 2.54 | 2.27 | 2.09
0.45 12.2 | 831 | 6.51 | 5.51 478 | 3.24 | 2.60 | 2.25 | 2.03 | 1.87
0.50 108 | 736 | 5.72 | 485 | 424 | 2.88 | 2.33 2.05 1.83 | 1.67
0.55 9.75 | 6.51 | 5.10 | 4.31 3.82 | 2.60 | 2.13 1.87 1.68 | 1.53
0.60 889 | 583 | 461 | 3.88 | 3.44 | 2.39 | 1.96 1.70 1.54 | 141
0.65 812 | 535 | 419 | 3.57 | 3.15 | 2.21 | 1.81 1.59 1.42 | 1.28
0.70 734 | 4.87 | 3.88 | 3.31 2.93 2.05 | 1.70 1.47 1.32 | 1.21
0.75 6.92 | 455 | 3.57 | 3.06 | 2.72 1.92 | 1.59 1.38 1.23 | 1.14
0.80 6.30 | 4.17 | 3.35 | 2.86 | 2.54 1.81 | 1.50 1.29 1.16 | 1.08
0.85 591 | 391 | 3.12 | 2.67 | 2.39 1.71 | 1.40 1.21 1.11 | 1.05
0.90 541 | 3.63 | 293 | 2.53 2.26 1.62 | 1.33 1.16 1.07 | 1.02
0.95 517 | 3.43 | 2.77 | 2.39 | 2.14 1.54 | 1.26 1.10 1.04 | 1.01
1.00 4.82 | 3.26 | 2.62 | 2.27 | 2.03 1.45 | 1.20 1.07 1.02 | 1.01

IChange is defined as the change in the mean between each sample. The change is expressed in
units of the standard deviation. Values as high as 1.0 are not likely, but are included for

completeness.
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Table B3. ARLs for various step changes with Nominal ARL= 50 (L= 2.05, A= 0.20)

IChange =

A =1 | n=2 | n=3 n=4 n=5 n=10 | n=15 | n=20 | n=25 | n=30

o
0.00 50.0 | 50.0 | 50.0 | 50.0 50.0 | 50.0 | 50.0 | 50.0 50.0 | 50.0
0.05 47.3 | 46.3 | 46.2 44.1 429 | 38.6 | 34.7 | 31.7 | 29.1 | 26.4
0.10 45.7 | 40.5 | 37.1 34.4 31.7 | 23,5 | 189 16.1 13.8 | 124
0.15 399 | 329 | 28.1 25.1 22.3 14.8 | 11.5 | 9.62 834 | 7.26
0.20 342 | 26.1 | 21.4 18.2 15.8 104 | 7.86 | 6.57 | 5.68 | 5.06
0.25 29.2 | 21.2 | 16.6 13.9 12.0 | 7.71 | 5.93 497 | 435 | 3.86
0.30 24.7 | 17.0 | 13.2 11.0 950 | 6.10 | 4.74 | 395 | 3.47 | 3.14
0.35 21.2 | 14.2 | 11.0 | 9.03 7.80 | 5.00 | 3.91 3.29 | 2.92 | 2.67
0.40 183 | 12.0 | 9.16 | 7.53 6.54 | 426 | 3.35 | 2.85 | 2.55 | 2.31
0.45 158 | 10.2 | 7.90 | 6.45 5.65 | 3.71 | 2.93 2.51 2.25 | 2.06
0.50 13.8 | 894 | 6.86 | 5.65 490 | 3.31 | 2.64 | 2.28 | 2.04 | 1.88
0.55 124 | 7.87 | 6.04 | 4.99 439 | 295 | 2.40 | 2.08 1.87 | 1.71
0.60 11.1 | 7.02 | 5.38 | 4.56 396 | 2.69 | 2.19 1.91 1.72 | 1.58
0.65 9.83 | 6.30 | 4.87 | 4.09 3.59 | 2.47 | 2.03 1.79 1.59 | 145
0.70 9.16 | 5.74 | 4.48 | 3.75 3.31 232 | 1.89 1.65 1.47 | 1.34
0.75 8.16 | 5.27 | 413 | 3.49 3.06 | 2.13 | 1.78 1.54 1.38 | 1.25
0.80 7.65 | 4.87 | 3.80 | 3.24 288 | 2.01 | 1.67 1.45 1.28 | 1.17
0.85 7.08 | 452 | 3.55 | 3.03 2.69 191 | 1.57 1.35 1.21 | 1.11
0.90 6.46 | 4.25 | 3.34 | 2.85 2.53 1.80 | 1.49 1.27 1.15 | 1.07
0.95 6.07 | 394 | 3.10 | 2.69 2.40 1.73 | 1.40 1.20 1.09 | 1.04
1.00 570 | 3.70 | 2.96 | 2.55 2.28 1.64 | 1.32 1.14 1.06 | 1.02

IChange is defined as the change in the mean between each sample. The change is expressed in
units of the standard deviation. Values as high as 1.0 are not likely, but are included for

completeness.
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Table B4. ARLs for various step changes with Nominal ARL= 100 (L= 2.36, A= 0.20)

IChange =

A =1 | n=2 | n=3 n=4 n=5 n=10 | n=15 | n=20 | n=25 | n=30

o
0.00 100 | 100 | 100 100 100 100 100 100 100 100
0.05 95.8 | 92.9 | 87.0 | 84.5 80.7 | 70.3 | 60.3 52.7 | 48.2 | 43.0
0.10 85.2 | 73.3 | 65.8 | 58.7 53.6 | 37.3 | 284 | 229 19.3 | 16.8
0.15 72.6 | 56.3 | 46.1 39.6 33.8 | 209 | 15.6 12.7 10.5 | 9.24
0.20 58.9 | 42.1 | 325 | 27.0 22.8 13.6 | 998 | 8.13 7.02 | 6.11
0.25 47.8 | 31.6 | 23.9 19.2 165 | 980 | 7.25 | 596 | 5.16 | 4.57
0.30 394 | 249 | 185 14.6 12.5 750 | 5.67 | 4.72 | 4.08 | 3.65
0.35 32.1 | 19.8 | 145 11.7 9.83 6.07 | 4.65 | 3.86 | 3.39 | 3.05
0.40 27.0 | 16.3 | 11.9 | 9.56 8.14 | 5.06 | 3.92 | 3.28 | 2.92 | 2.65
0.45 22.6 | 13.6 | 9.97 | 8.08 689 | 442 | 338 | 290 | 2.58 | 2.35
0.50 19.5 | 11.6 | 856 | 7.01 6.05 | 3.83 | 3.04 | 2.61 233 | 2.13
0.55 17.2 | 10.1 | 7.48 | 6.08 524 | 3.42 | 2.74 | 236 | 2.11 | 1.95
0.60 151 | 8.77 | 6.64 | 5.42 474 | 3.08 | 2.49 | 2.17 1.96 | 1.81
0.65 13.3 | 7.81 | 5.91 4.89 425 | 2.84 | 2.30 | 2.01 1.82 | 1.68
0.70 11.8 | 7.11 | 5.33 4.45 390 | 2.64 | 2.15 1.89 1.70 | 1.55
0.75 10.5 | 6.43 | 4.92 4.08 3.56 | 2.44 | 2.01 1.78 1.58 | 1.44
0.80 9.65 | 585 | 453 | 3.77 3.33 229 | 190 1.67 1.49 | 1.34
0.85 883 | 542 | 4.19 | 3.50 3.07 | 2.16 | 1.80 1.56 1.38 | 1.24
0.90 8.12 | 5.00 | 3.89 | 3.29 2.8 | 2.06 | 1.71 1.47 1.29 | 1.16
0.95 7.51 | 470 | 3.63 | 3.09 2.74 1.96 | 1.62 1.38 1.21 | 1.10
1.00 7.00 | 439 | 3.45 | 291 2.60 1.87 | 1.53 1.29 1.14 | 1.06

IChange is defined as the change in the mean between each sample. The change is expressed in
units of the standard deviation. Values as high as 1.0 are not likely, but are included for

completeness.
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APPENDIX C: CONTROL CHARTS FOR VARIANCE COMPONENTS

When the units placed in the shelf life study can be measured repeatedly over time, additional
analysis may be performed.

The model for the observed data, y,, the j™ measurement of unit i can be expressed as

V= My ta gy .

In this expression g, is the nominal mean, ¢, is the random effect associated with unit 7, and
g, is the random measurement error associated with the /™ measurement of unit . Tt is further
assumed that the random effects are independent and normally distributed with ¢, ~ N(0, 5?)

and ¢, ~ N(0, 052) . The «, terms contribute to the initial unit-to-unit differences.

The initial parameters 4, o, , and o, are assumed known, although in practice the parameters
o, and o, would need to be estimated from a small measurement experiment prior to selecting
units for the shelf life program.

If multiple measurements are made on each unit each year, control charts can be constructed to
monitor the separate components of variation. Standard statistical packages such as Minitab can
be used to generate control charts for both the unit-to-unit standard deviation and the
measurement error standard deviation. Examples of the form of these two charts appear below.

Unit to Unit Standard Deviation Control Chart
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Measurement Repeatability Standard Deviation Control Chart
1.00

0.75
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Standard Deviation

0.00
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The unit-to-unit standard deviation chart would be used to detected an anomaly between units
that increases the estimated standard deviation. The measurement repeatability standard
deviation control chart would be used to detect an increase in tester variability. Formulas used to
compute the standard deviations and the associated control limits can be found in Minitab’s Gage
R&R documentation.
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