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Abstract

We report the test of many of the key elements of the laser-based calibration system for muon g− 2 experiment E989 at
Fermilab. The test was performed at the Laboratori Nazionali di Frascati’s Beam Test Facility using a 450 MeV electron
beam impinging on a small subset of the final g− 2 lead-fluoride crystal calorimeter system. The calibration system was
configured as planned for the E989 experiment and uses the same type of laser and most of the final optical elements.
We show results regarding the calorimeter’s response calibration, the maximum equivalent electron energy which can be
provided by the laser and the stability of the calibration system components.
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1. Introduction

The muon g− 2 experiment at Fermilab (E989) plans

to measure the muon anomaly with a total uncertainty of

1.6 × 10−10 (0.14 ppm), which includes a 0.10 ppm sta-

tistical error and about 0.07 ppm systematic uncertainties

both on the muon anomalous precession angular veloc-

ity ωa and on the magnetic field measurement with the

proton Larmor precession angular velocity ωp [1]. The

new experiment efficiently uses the unique properties of

∗Corresponding author: antonioanastasi89@gmail.com

the Fermilab beam complex to produce the necessary flux

of 3.1 GeV muons, which will be injected and stored in

the (relocated) muon storage ring. To achieve a statistical

uncertainty of 0.14 ppm, the total data set must contain

more than 1.8 × 1011 positrons with energy greater than

1.8 GeV.

The energies of these positrons will be measured by

24 crystal-based calorimeters distributed around the ring

and the response of each of the 1296 channels must be cal-

ibrated and monitored to keep uncertainties due to gain

variations at the sub-per mil level in the time interval cor-
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responding to one beam fill (700 µs). On longer timescales,

the goal is to keep systematic contributions due to gain

fluctuations at the sub-percent level.

The full E989 calibration system will employ a suite of

six identical diode laser light sources, all fired by a com-

mon driver. The light pulses from the lasers are simultane-

ously injected into the 1296 calorimeter crystals which are

viewed by silicon photomultiplier (SiPM) photo-detectors

[2]. The laser light pulses closely resemble the Cherenkov

light pulses from positron showers in the crystals. Since

the laser light pulses originate from a common source they

will provide a reliable reference for the time of detection

and for positron energy measurement. They can also be

used to equalize the response of different calorimeter ele-

ments. The laser calibration system will monitor the in-

tensity of the common light source and the stability of the

light distribution system to the crystals, which may be

affected by laser beam pointing fluctuations, mechanical

vibrations or the aging of the transmission elements.

In this paper we report on a test of the key elements of

the full E989 calibration system that were employed during

a beam test using a subset of the calorimeter. The Beam

Test Facility (BTF) of the Laboratori Nazionali di Frascati

[3] was used to provide a monoenergetic 450 MeV electron

beam, which established the absolute energy scale. The

objectives of the measurements included:

• Test of the complete calibration system chain (from

the control board to the calorimeter).

• Calibration of the equivalent luminous energy of the

laser by comparing the intensity of the laser calibra-

tion signals to that produced in the crystals by the

electron beam.

In the following sections the experimental setup and re-

sults will be described.

2. Experimental setup

The Frascati BTF provides a highly collimated elec-

tron beam with a 50 Hz repetition rate. We chose to

run at very low beam intensities. Most of the runs are

taken with an average multiplicity of about one electron

per pulse. Higher multiplicities, of up to three electrons

per pulse, were also used. The electron beam arrives in

the test area with a transverse dimension of about 250 µm

and a mean position stable in time. The electron energy

is selectable from 100 to 500 MeV with a resolution of 1

percent. The calorimeter was positioned on a movable ta-

ble in order to match the position of the electron beam.

The calorimeter consists of a small scale array of the PbF2

crystals that will be used for the g− 2 experiment. Each

of the calorimeters that will instrument Muon g− 2 will

be an array of 54 crystals [1], while the calorimeter used

for this test was composed of only five elements (crystals

and photo-detectors) arranged in a cross-like configuration

with four additional Plexiglass mock crystals so as to cre-

ate a 3× 3 array. The sensitive elements are 2.5× 2.5× 14

cm3 high-quality PbF2 crystals [4]. Four of them were

wrapped in black absorbing Tedlar, while the fifth was

wrapped in reflective white Millipore paper. A 16-channel

Hamamatsu SiPM was glued to the rear face of each crys-

tal [5]. The five SiPMs detected both the Cherenkov light

Figure 1: Sketch of the crystal configuration of the test calorimeter.

Shown in white are the PbF2 crystals and in black the Plexiglas

dummies.).

generated by the beam electrons and the calibration light

pulses. Laser calibration pulses were guided to the front

face of each calorimeter element by means of optical fibers,
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each ending on a reflective right-angle prism that injected

the light in a direction parallel to the crystal axis. The

prisms and each incoming fiber are held by a Delrin panel

that is positioned in front of the calorimeter. This panel

mocked up all of the final design features related to the

panel for a full 54-crystal calorimeter.

Figure 2: Schematic representation of the experimental layout.

Each SiPM is connected to the digitizer by a custom

PIN-to-MCX signal cable and to a custom breakout board

that provides the Bias Voltage by an HDMI cable. The

breakout board is also linked to a BeagleBone micropro-

cessor [6] which is used to run control procedures and set

the parameters of the SiPM frontend electronics, e.g. to

set gain values for each single SiPM, and to read out its

temperature. It communicates with the SiPMs through

the HDMI cables of the breakout board. A fan system

provided cooling of the SiPMs and their front end elec-

tronics.

2.1. Laser system

The experiment tested the full distribution chain that

will be used to send light to all 1296 channels of the muon

g− 2 experiment. The setup is illustrated schematically in

Figure 2. The light source is a pulsed laser manufactored

by PicoQuant (LDH-P-C-405M), which has a maximum

pulse energy of 1 nJ, a pulse width of about 700 ps at a

wavelength of 405 ±10 nm, with a maximum repetition

rate of 40 MHz. A laser control board provides the trigger

to the laser driver. It also sends out the time reference sig-

nal for reset and synchronization during the initialization

of the detector and the electronics. Moreover, in order to

simulate the physics events in a calibration run without

beam to test the detector and DAQ response, hit patterns

can be generated randomly according to an exponential

law as expected from muon decay. The system has been

realized by using an hybrid platform with FPGA board

and ARM-based processor for configuration and monitor-

ing.

2.1.1. Laser distribution system

Thirty percent of the primary laser beam is re-directed

using a splitter cube to the monitoring system that will

be described in the next section. The un-deflected laser

beam is coupled into a 400 µm diameter fused silica fiber,

with an attenuation of 30 dB/km at 400 nm. This fiber

is 25 m long in order to simulate the running conditions

of the E989 experiment. The fiber output is recollimated

and transmitted through an engineered diffuser produced

by RPC Photonics (mod. ED1-S20), consisting of struc-

tured microlens arrays that transform a Gaussian input

beam into a flat top one [7]. A fiber bundle made of 1

mm-diameter PMMA fibers is positioned about 4 cm from

the diffuser. Five of the fibers, each 3 m long, are con-

nected to the light distribution panel as described in the

previous section, two other fibers are connected to two sep-

arate photomultipliers (PMTs) which are part of the Local

Monitor (see next section). A motorized neutral-density

filter wheel placed before the silica fiber is used to change

the intensity of the laser pulse reaching the calorimeter.

2.1.2. Monitoring system

The monitoring system consists of a Source Monitor

and a Local Monitor. The Source Monitor (SM) directly

measures the laser intensity at the source using thirty per-

cent of the laser light delivered to it by a beam splitter.
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The SM is designed to reach the required statistical pre-

cision rapidly while minimizing sensitivity to extraneous

fluctuations due to mechanical vibrations, its own gain,

external electronic noise, and to variations in beam point-

ing and temperature. This design should enable correction

of shot-to-shot fluctuations at the per mil level and of vari-

ations in the average intensity at the required (0.01%) pre-

cision in about 100 shots. In addition, the light response of

the SM is monitored over a longer period by incorporating

an absolute reference light source which allows monitoring

of average variations over a longer period (hours).

Two different designs of the SM were tested. In both cases,

all elements, including the optical splitter, are incorpo-

rated in a rigid mechanical structure with a large thermal

inertia and good electrical shielding. The designs differ

with respect to the method employed to eliminate beam-

pointing fluctuations. In the first case the light from the

splitter is mixed by a combination of an engineered diffuser

and a reflective mixing chamber while, in the second case,

this combination is replaced by an integrating sphere. In

both cases, the mixed light is viewed by a redundant sys-

tem of 2 large-area PIN diodes (PiDs) and a PMT via a

wavelength shifter (WLS). The PMT also views the light

signal generated by an 241 Am radioactive source coupled

to a NaI crystal. The PMT therefore detects both the

laser light signal and the reference signal provided by the

α particles emitted by the weak Americium source at a

rate of few Hz. The reference signal serves to correct for

possible instabilities in the PMT gain and, since both the

PMT and the PiDs see the same laser signal, it serves to

control the stability of the PiDs in a time interval sufficient

to accumulate the required source statistics.

The PiDs are inherently stable, unity gain, high speed

devices that operate at low bias. Their signal must be

amplified electronically in this calibration system because

of the low available laser intensities. The electronic am-

plification introduces a potential instability on the laser

intensity monitoring, which can be monitored by the ab-

solute reference signal provided by the 241Am decays in

the PMT. The frontend electronics used for this test were

a simplified version of the devices that are being designed

for the g− 2 experiment.

The SMs also furnish reference signals to the Local

Monitors (LM) via optical fibers. In this configuration the

LM receives a fraction below one percent of the light pulse

sent to the SM. The LM compares the light intensity on

the crystals, at the end of the distribution chain, with that

of the light source. In this way it allows to monitor and

correct instabilities introduced by the light distributions

components. The LM is a redundant system composed

of two Photonics PMTs. Each PMT receives light signals

from two fibers: the first fiber comes from the SM and

provides the source reference signal while the second fiber

comes directly from the bundle which distributes light to

the calorimeter crystals. The two pulses are well separated

in time by 120 ns, as shown in Fig. 3. The ratio of intensi-

ties of the second pulse to the first is a direct measurement

of the stability of the distribution chain. The short time

span between the signals minimizes the possibility of PMT

gain drifts between the two signals.

2.1.3. Acquisition system

Two CAEN DT5742 16-channel digitizers sampling at

5 GS/s instrumented the 18 active channels in the test

beam. Four separate triggers could initiate digitization

and readout by the DAQ: a beam trigger, a laser trigger,

and an Americium trigger from each of the two SM being

tested. Fig.4 illustrates the trigger configuration. Data

from temperature sensors, including ambient, SiPM and

electronic board temperatures, were also acquired.

3. Results

3.1. Calibration of the light yield to electron energy

We ran a laser calibration procedure after every con-

figuration change and before all runs with electrons. Be-
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Figure 3: Display of a typical LM event. The first signal is direct from

the SM while the second is the return signal from the calorimeter.

Horizontal scale is nanoseconds.

sides testing the functionality of all system components,

this procedure determines the proportionality constant re-

lating the digitizer output to the number of SiPM pixels

fired.

These calibrations consist of a series of runs taken with

different settings of the filter wheel. We typically take five

thousand laser pulses per run at a frequency of 50 Hz, so it

takes only a few minutes per setting. For each setting we

measure the mean µ and the standard deviation σ of the

distribution of each of the five SiPM signals. In general the

signal, L, observed by each SiPM in ADC counts is given

by L = kν, where ν is the number of pixels fired. The un-

certainty in L is due to three main contributions: 1) the

electronic noise, σN , 2) the Poisson statistics in the num-

ber of fired pixels, σP = k
√
ν, and 3) the intrinsic laser

Figure 4: Schematic representation of the trigger logic and data ac-

quisition system.

pulse fluctuations σL = αkν. The average relative laser

intensity variation α has been measured to be less than

1%. Other contributions proportional to L arise from the

statistical variation in the number of photons incident on

the SiPM photocathodes and from fluctuations in the am-

plification mechanism. Based on this model and assuming

statistical independence of the sources of fluctuations, the

dependence of σ2, as a function of the measured light in-

tensity, is given by:

σ2 = σ2
N + kL+ βL2 (1)

where β includes all contributions proportional to L. A

typical fit of the variance versus signal strength is shown

in Fig. 5. We measure between 600 and 800 fired pixels,

depending on SiPM, bias voltage and temperature, when

no filtering is applied by the filter wheel. This is about 1%

of the 57600 pixels contained in each SiPM [4], where sat-

uration corrections are expected to be in the order of 0.5%

and have negligible impact on these calibration results.

During the runs with electron beam we also pulse the

laser at a comparable frequency of 50 Hz. This provides a

reference to relate the laser intensity to the electron beam

energy and also allows to calibrate slow variations of the

SiPM response during the runs with beam. The calorime-

ter response to the beam is taken to be the sum of all
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Figure 5: An example of a SiPM calibration. Solid points represent

measurements with different attenuations of the laser intensity. The

fitted curve corresponds to eq.1. The red band reflects the uncer-

tainties in the fit parameters.

SiPMs normalized to the response of the central one after

correcting for the laser calibrations. This is a reasonable

choice given that the beam is strongly focused on the cen-

tral calorimeter crystal, which collects about 90% of the

electron energy.

An example of the distribution of the calorimeter re-

sponse is shown in fig. 6; given the small number of elec-

trons per spill the single and multiple 450 MeV electron

peaks are clearly observable. We fit this distribution with

a sum of Gaussian distributions, where the means are as-

sumed to be linearly related to the number of electrons

and the widths with their square root. The assumption on

the widths is based on the Poisson statistics of the number

of fired pixels and on a contribution from the beam energy

spread. The fit is typically well behaved and returns the

mean value of the single electron peak in ADC counts. Di-

viding this value by the previously obtained calibrations

and then by the beam energy we obtain the average num-

ber of fired pixels per MeV of about 0.9 pixels/MeV, con-

sistent with expectations and previous measurements with

the black crystal wrapping [4]. We can relate the laser

pulse intensity to an equivalent electron energy by divid-

ing the measured response with the unfiltered laser to the

mean response for the single electron, and multiplying by

the electron energy of 450 MeV. Typical values obtained in

this test are around 800 MeV, which correspond to a mea-

sured light power before the filter wheel of 11.2 ± 1.1 pJ.

This value can be scaled to the laser power predicted in the

final full calorimeter system, where we expect 141 pJ be-

fore the filter wheel instead of the 11.2 pJ measured here.

The equivalent maximum energy seen by each calorimeter

cell would then be 800 MeV×141 pJ/11.2 pJ ' 10 GeV.

This calculation assumes an initial laser power of 1 nJ

but, since the manufacturer of our laser heads guarantees

a maximum power between 0.6 and 1.0 nJ, this predic-

tion should be scaled with the maximum power available

in the practice. In any case this light yield is well matched

to the 3.1 GeV maximum electron energy expected in the

calorimeter from muon decays in the muon g− 2 experi-

ment.

Figure 6: Calorimeter response showing single and multiple electron

peaks, together with fitted curve.

3.2. Stability monitoring and corrections

The SiPM response to the electron incident on the

calorimeter will be affected by the SiPM gain variations

with temperature and bias voltage. Monitoring the re-

sponse of the SiPMs to the laser pulses during data-taking

allows tracking and correction of these variations. The

response of a SiPM to the electron beam is given by

rSiPM
el (t) = RSiPM

el · fSiPM
gain (t), (2)

where RSiPM
el is the SiPM response assuming a constant

gain starting at time t = 0 and fSiPM
el (t) is the time-

dependent fluctuation in the SiPM’s gain. The corre-

sponding response to a laser pulse is:

rSiPM
laser (t) = RSiPM

laser (t) · fSiPM
gain (t), (3)
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where RSiPM
laser (t) is the laser light received by the SiPM.

The light received can in turn vary due to laser intensity

and distribution chain fluctuations:

RSiPM
laser (t) = RSiPM

laser (t = 0) · flaser(t) · fdistribution(t) (4)

where flaser(t) and fdistribution(t) are determined respec-

tively by the Source and Local Monitors. Corrected elec-

tron beam signal is then given by

RSiPM
el =

rSiPM
el (t)

fSiPM
gain (t)

= rSiPM
el (t) · R

SiPM
laser (t = 0)flaser(t)fdistribution(t)

rSiPM
laser (t)

(5)

The result of this correction process is illustrated in

figure 7 where the variations, relative to the first point, in

the raw electron data taken during four hours of running

are shown before and after correction. Also shown in fig-

ure 7 are the variations in the laser data recorded during

the same period. The corrected electron data correspond

to the raw electron data divided by the corresponding laser

data after correcting for laser intensity and light distribu-

tion stability. Each point represents data averaged over

approximately 23 minutes of running.

As shown in Fig. 7, the data without any corrections ex-

hibit a positive drift of about 1.2% over a four-hour run.

The laser data are seen to track the electron data. How-

ever, before using this laser data to correct for the SiPM

gain variations, the laser data were, in turn, corrected for

fluctuations in the laser intensity and in the transmis-

sion efficiency of the laser pulses from the source to the

calorimeter. These variations are shown in figure 8, to-

gether with the ambient temperature recorded during the

data-taking period (see next page).

The source monitor checks the stability of the laser in-

tensity. The source monitor PiDs measured a variation of

0.2%, as shown by the black solid circles in fig. 8. Verifi-

cation of this results can be obtained from the SM PMT

which views the same laser pulses. All the fluctuations

of the PMT response that do not depend on the laser

fluctuations are corrected for by concurrently viewing the
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Figure 7: Variations in the measured energy of the electron beam

and of the laser signals during four hours of data acquisition. The

black (magenta) open circles show the gain fluctuations in the raw

electron (laser) data while the full-red circles are the same data after

the laser-based calibration correction has been applied. Variations

are evaluated with respect to the first data points. The SiPM tem-

peratures recorded during the same period are represented by the

blue line.

signals from the americium pulser located on the PMT’s

photocathode. These corrected PMT data are also shown

as red diamonds in figure 8. Given the very low activity

of the Am-source incorporated in the pulser, a more ac-

curate comparison requires longer periods of data-taking

than were available during this test-beam run. Neverthe-

less, the data shown in figure 8 confirm the trend measured

by the PiDs within their statistical accuracy.

The variations in the laser intensity, represented by the

black points in figure 8, correspond to variations in the av-

erage of the two PiDs viewing the same laser pulse in the

SM. These data monitor the laser stability with a statis-

tical precision of 0.003% per point (23 minutes of data-

taking in this case corresponding to 26,000 events). Given

the large number of photoelectrons generated in each PiD

(> 106/pulse) one would expect a statistical uncertainty

of < 0.1% per pulse or 0.0006% for the 26,000 pulses col-

lected. The much larger statistical error observed indicates

that it is most likely driven by the noise of the prototype
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Figure 8: Stability of the laser calibration system. Solid black circles

show the variations in the laser intensity as measured by the Source

Monitor (SM) whereas the open squares represent the fluctuations

in the laser light after distribution as recorded by the Local Monitor

(LM). Variations are represented with respect to the first point of

the distribution. The red diamonds are the corrected SM PMT data.

The ratio between the two PiDs of the SM is also shown (black open

squares). The ambient temperature recorded during the same period

is shown by the blue line.

shaping amplifier used. This may improve when the final

version of this electronics will be used. Figure 8 also shows

variations in the ratio of the two PiDs. This ratio is sen-

sitive to variations in beam pointing which should cancel

in the average.

Variations in the light transmission and distribution

are measured by the LM. They correspond to the fluctua-

tions in the ratio of the signal from the end of the optical

transmission line to the signal monitored at the source.

Since both signals are detected by the same PMT, and

separated by about 100 ns, this ratio should be insensitive

to fluctuations in the PMT gain. The mean of the fluc-

tuations measured by the two local monitors is shown in

figure 8 by open green squares.

It is informative, at this point, to compare the varia-

tions of the SiPMs with the temperature variation mea-

sured by the sensors incorporated into the SiPM front-end

electronics (blue line in figure 7). It is clear, from this

comparison that the SiPM gain variations are related to

the temperature variations.

Equivalent temperature measurements close to the PiDs

and monitor PMTs are not available but, given the very

low power dissipation of these devices and their front-end

electronics, the ambient temperature of the experimental

area is a good approximation.

Temperature-related fluctuations in the photomultipli-

ers of the LM are not relevant because (as previously ex-

plained) only the ratios of the nearly simultaneous signals

from the same PMTs are necessary for the corrections.

Since the ambient temperature variations (see figure 8)

are small, one does not expect a large effect on the PiD

on the basis of the expected [8] temperature dependence

(0.1%/◦C at 400 nm) [5]. Temperature-dependence of the

PiD response was nevertheless measured using a temper-

ature controlled chamber which allowed control and mea-

surement of the ambient conditions.

Measurements were made with a PiD inside the cham-

ber (PiD1) and another identical one (the reference diode,

PiD2) outside, both connected to their frontend electron-

ics. The results of these measurements indicate that the

response of the PiDs, coupled to their frontend electron-

ics, is almost independent of temperature (see figure 9).

These results indicate a very good temperature stability

of the PiDs and their electronics. An upper limit to the

systematic error of 0.02 % on the PiD response may be

estimated by assuming the published temperature coef-

ficient [8] and a maximum temperature variation within

0.2%/◦C as achieved during more than four hours of our

test. The variation of the PiD response reported in figure 8

reflects therefore true variations of the laser intensity.

The temperature-dependence of the NaI response re-

ported in the literature [9] is comparable to that reported

for the PiDs.
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4. Conclusions

Key elements of the full chain of the laser calibration

system being developed for the g− 2 experiment at Fermi-

lab have been tested during a 450 MeV electron beam run

at the Frascati Beam Test Facility.

The electron-energy equivalent of the laser intensity

was measured and it was found that up to 10 GeV of equiv-

alent energy could be delivered to every single calorimeter

cell. This measurement allowed us to establish that six

lasers will be sufficient to calibrate all the 24 calorimeters

in the E989 experiment. It was also verified that the sys-

tem is presently able to monitor and correct for laser inten-

sity variations at the 10−4 level with less than 1000 laser

pulses. Variations in the distribution chain can be cor-

rected by the LM at the same level on a longer timescale.
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