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EXECUTIVE SUMMARY

DoE-NETL partnered with Purdue University to predite creep and associated microstructure
evolution of tungsten-based refractory alloys. Redgers use grain boundary (GB) diagrams, a
new concept, to establish time-dependent creegtaesie and associated microstructure evolution
of grain boundaries/intergranular films GB/IGF cofied creep as a function of load,
environment, and temperature. The goal was to adndusystematic study that includes the
development of a theoretical framework, multisealedeling, and experimental validation using
W-based body-centered-cubic alloys, doped/alloygd ane or two of the following elements:
nickel, palladium, cobalt, iron, and copper—typicafractory alloys. Prior work has already
established and validated a basic theory for W+bhseary and ternary alloys; the study conducted
under this project extended this proven work. Basemterface diagrams phase field models were
developed to predict long term microstructural etioh. In order to validate the models
nanoindentation creep data was used to elucidateole played by the interface properties in
predicting long term creep strength and microstmgevolution.
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NARRATIVE

The performed research had four tasks. In the follaing, results from each task are briefly
described.

8§ TASK 1. Fabrication and Characterization of Alloys
1.1 Fabrication of W-based Alloys

Binary W-based alloys, e.g. Zr-doped W, Ni-doped ®d;doped W, Re-doped W and Cu-
doped W, have been prepared by standard powdetlungitzal methods, which included ball
milling, cold pressing and pressureless sinterfagr. comparison, pure W samples were also
prepared using the same route. 5 atomic percedt,dli, Co, Re and Cu was doped into W,
respectively. The powder mixtures with 1 wt. % gteacid (as the control agent) were added to
tungsten carbide vial and ball milled for 6 houseen pellets were obtained by uniaxial pressing
under a pressure of ~380 MPa for 3 minutes. Sirgesas carried out at 1200°C (with the ramp
rate of 5°C/min) for 5 hours purged with formingdér + 5 vol.% H) constantly. The ball milled
powders and sintered samples were analyzed by Xliffraction (XRD) using a Rigaku RU-
200BH (Tokyo, Japan) diffractometer operating ak¥Gnd 100 mA. The crystallite sizes of ball
milled powder were determined to be ~14 nm for pifrand ~16 nm for Zr-doped W according
to the Scherrer equation (Fig. I-1(A) and (B)).
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Fig. I-1: XRD patterns of ball milled powders and sintepetiets of(A) pure W andB) Zr-
doped W. SEM micrographs of the milled powderg@fpure W andD) Zr-doped W.(E) and
(F) showed the fracture surfaces of sintered pure WZardoped W pellets, respectively.



Scanning electron microscopy (SEM) images showedlaracteristic morphologies of the
ball milled powers in Fig. I-1(C) and (D); Strorentency of agglomeration was occurred in
ball-milled powders and the average particles a2gim. Grain sizes of sintered pellets were
determined to be 0.9im for pure W and 260 nm for Zr-doped W based on Siakbes (Fig. I-
1(E) and (F)) analyzing by a standard linear irgptenethodFig. I-2 illustrates the fracture
surfaces of sintered pellets for Ni-doped W, Coatbj/, Re-doped W and Cu-doped W,
respectively. The grain sizes of sintered pelletsandetermined to be 820 nm for Ni-doped W,
600 nm for Co-doped W, 210 nm for Re-doped W a2d.iéh for Cu-doped W, respectively.

Fig. I-2: SEM micrographs of fractured surfaces of sintergtes for(A) Ni-doped W(B) Co-
doped W(C) Re-doped W an(D) Cu-doped W.

W-based binary and ternary alloys, e.g. W-Mn, WANLTI, W-Re and W-Re-Ni alloys was
also prepared by the spark plasma sintering (SRt®)fractured surfaces of these W-based alloys
were shown in Fig. I-3. The average grain sizetierSPSed W-Mn, W-Ni, W-Ti, W-Re and W-
Re-Ni alloys is 583nm, 410nm, 221nm, 180nm and gQ9espectively.



Fig. I-3: SEM micrographs showing the fracture surfaces @etFpellets fo(A) Mn-doped W,
(B) pure W,(C) Ni-doped W (D) Re-doped W(E) Re and Ni-codoped W ar{&) Ti-doped W.

To investigate the dopant effect on the sinterimgta and grain growth inhibiting, we selected
Nb as a new doping element. W-5 at.% Nb was prepaeethe identical processing route, e.g.
high-energy ball milling and SPS. The mean grazme $or W-5 at.% Nb is about 217 nm. The
fracture surface and grain morphology can be fahavn in Fig. I-4.
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Figure 1-4: SEM micrographs of fracture surfaces of SPSectselbr Nb-doped W. The
concentration of Nb is ~ 5 at.%.



To investigate the thermal stability of the W biyafloys, annealing was performed for pure
W, as well as 5 at.% Zr and 10 at.% Zr doped Wispets at 1200C for 5h. The SEM images of
the fractured surfaces in Fig. I-5 shows that Zpidg in W could inhibit the grain growth; the
more Zr doped, the smaller grain size is. Thioéspecimens and SEM images were provided to
Purdue team for creep testing as well as microgtraalependent modeling of both sintering and
creep. Annealing experiments for the same matesiate also performed at 1280for extended
10h. The SEM images of the fractured surfaceslaes in the Fig. I-5. It shows the consistent
trend that of grain growth was suppressed by dopioege Zr. No obvious change of fracture
surface for pure W and 5 at.% Zr doped W specimeassfound. However, the grain boundary
faceting vanished in 10 at.% Zr doped W specimgar aktended annealing duration as shown in
Fig. I-5(F).
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Flgure [-5: (A- C) SEM images of fractured surfaces for tungsten d@peé, and 10 atomic
percent of zirconium, sintered at 12W0for 5h.(D-F) SEM images of fractured surfaces for
tungsten doped 0, 5, and 10 atomic percent of o, sintered at 120 for 10h.

To further reveal the microstructure in Nb-dopedwth enhanced density after sintering,
transmission electron microscopy (TEM) charactéiorawas conducted. We used dual beam
FIB/SEM system to prepare the TEM sample from & B##10 at.%Nb specimen as shown in
Fig. I-6.
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Figure I-6: TEM specimen of W-10 at.%Nb prepared by dual bE#BASEM system

The microstructure of W-10 at.%Nb was obtained ETstudies as shown in Fig. I-7. Both
crystalline regions and amorphous regions werergbdan this specimen as depicted by Fig. |-
7(A). The amorphous regions (indicated by yellowowas) were homogeneously distributed
among the crystalline grains. Fig. I-7(B) shows therphology of the grains, of which the
amorphous grains have curved boundaries. Fig. )-81iGws the boundary condition, in which the
amorphous grain abutted on the crystalline grame diffraction pattern obtained from the circled
area d in (B) confirming the presence of crystallphase, whereas diffraction pattern obtained
from circled area e in (B) indicating the preseatamorphous phase.
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Figure I-7: Microstructure of W-10 at.% Nb specimen sinteredSPS at 120€C for 5 min.

(A) TEM image at low magnification with yellow arrowsowing the amorphous grairfs)

TEM image at high magnificatiofC) TEM image obtained from the framed area in (B);

diffraction pattern obtained from the circled adem (B); and(E) diffraction pattern obtained
from circled area e in (B).

Table I-1 Relative density, grain size and hardness of puen@doped W consolidated by
spark plasma sintering

Pure W 90+ 1% 810 + 230 42
W -5 at. % Ni 95% 440+140 49
W-5at. % Ti 80% 145+40 42.5
W -5 at. % Mn 85% 570200 24.5
W -5 at. % Re 84% 132+41 33
W -5 at. % Nb 90% 202+64 44
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Table I-1 summarized the major binary W alloys wi#tious doping elements in this project.
It can be found that Ni assisted the sintering, @mabled the highest density. However, the grain
size was about 440 + 140 nm. Doping Nb enabled t#tive high density and small grain size.
Ti and Re have strong effect to suppress grain groMowever, the W-Ti and W-Re alloys have
low density indicating that Ti and Re did not asthe sintering efficiently. Mn neither assisted
the sintering nor suppressed the grain growth. Mteraeasured hardness of these binary W alloys.
W-Ni has the highest hardness, which is probablyabse of the density. W-Nb and W-Ti
exhibited similar hardness, though the grain simkdensity are different. This indicated that the
density and grain size both affect the hardneskeofmaterial.

1.2 Fabrication of nanocrystalline Ni foils

Nanocrystalline Ni foils were prepared following paulsed electrodeposition procedure
Elsherik and Erb (1995) with minor modificationgid? to electrodeposition, the Cu substrates
and Pt counter electrode were ground with SiC gnimpghapers (up to 800 grits), final polishing
was performed by 1.am Al>Os colloidal suspensions and finally cleaned in awetoA bath
composed of NiS@6H20 (300 g/L), NiCk-6H-0 (45 g/L) and HBOs (45 g/L), with additives of
saccharine (5 g/L) and sodium lauryl sulfonate §032L) was used for electrodeposition. Each
deposition was conducted for 30 min with continustisring while the bath temperature was
maintained at 65 +°C. The effective current density was kept at 0.&n&/(by using an “on”
time of 5 ms with the current density of 0.4 Afgnfollowed by an “off’ time of 15 ms,
periodically).

0 Electrodeposited | (b)
= ) +:Ni
s s S
Cu Substrate < =
2
> w +
8 e = o
: £ = § . g’ +§+
20 um 20 40 60 80 100
—— 2-theta (degree)

Figure 1-8: (A) Cross-sectional SEM micrograph of electrodepositedn a Cu substratéB)
XRD pattern obtained on the electrodeposited Ni foi

The electrodeposited Ni layer has a thickness & @ as shown in Fig. I-8(A). The as-
deposited specimens were characterized by XRD. &TNlaBs standard specimen was used to
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correct the effect of instrumental line broadenifige XRD pattern in Fig. I-8(B) showed that
only fcc Ni phase existed (excluded impurity phas€&€he grain size of the as-deposited Ni foll
was calculated to be ~18 nm based on XRD peak bnoaglesing the Scherrer Equation.

After electrodeposition, Cu substrates were thesalved in an aqueous solution containing
CrOs (250 g/L) and sulfuric acid (15 cc/L) to obtairedrstanding nanocrystalline Ni foils for
further mechanical tests performed at Purdue Usityer

45 um

Copper | - i A i
Substrate 20pm|( ~ 20pm

Figure 1-9: (A) Cross-sectional SEM micrographs of electrodepddiieon Cu substrates; 30
minutes’ deposition resulted in a Ni layer of 4. and(B) 60 minutes’ deposition resulted in a
Ni layer of 45um

More efforts were devoted to fabricate thicker Nil§ for mechanical tests by optimizing
parameters. It was found that the despositionstates down dramatically and virtually stops after
30 minutes, which was demonstrated in Fig. |-9. k& currently exploring several possibilities
to form new synthesis stragetgies. One possiligityie depletion of Ni concentrataion, which
slows down the reaction rates. This can be solyedsing a flesh bath. Another possibility is
surface poisioning, which can be remidated by dmiet an effective cleaning procedure.

We have successfully prepared thicker nanocrys&ali foils (up to 10Qum) after several
trials on the different deposition conditions. Weirid that the key factor is to have sufficient
amount of the electrolyte for the electro-deposititVe used 1 L electrolyte (400 ml in prior
experiments) and conducted the electrodepositiog fours. Fig. I-10 shows the cross-section of
an electrodeposited specimen; the thickness adé¢pesited layer is around 1.

12



Figure I-10: An optical micrograph of the cross section of Etteodeposited Ni foil that is
about 10Qum thick
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8TASK 2 — Experiments on Control Samples to Obtairvalidating Dataset via New and
Unigue Creep Testing Capability at Purdue

The task 2.1 focuses on the experimental setuprshoftig. 11.1. Using this setup the indenter
tip can be heated to up to 75C. The heated tip can be used to measure tempeddpendent
elastic and creep properties of the control sangiesg uniaxial indentation up to 78G. It has
been shown that indentation creep measuremenssrangly correlated to the material bulk creep
properties at significantly higher temperaturesrapphing 1500°C and above, Li and Ngan
(2004; Milhans et al. (2010). Accordingly, the naramd microindentation creep resistance
increase is directly correlated to the bulk creegrgth increase of a material. An added advantage
of nano- and micron scale creep measurements &bty to quantify the effect of microstructure
tailoring on the overall increase in material perfance. As shown in Fig. Il.1 (c), a hanoscale
resolution surface profile of the indented surfacaes be created along with the quantitative
measurements to understand the effect of specificostructural features on the corresponding
elastic creep properties. This setup has recergbnhbused to explore multiscale (nano- and
microscale) elastic and creep properties as aiimatf temperature up to 500C of polymer
derived SIiCO ceramics, Gan and Tomar (2010). Stsdare getting trained to perform initial
measurements currently.

Insulating
block

Fe
b T

\

\
:

fur) wded
Wb 5B

Fig. 1.1: Setup of experiments showif@) instrument(b) schematic, anft) a scan of a sample
analyzed for nano- and microscale indentation cpgeperties

Since the control samples have now just been médaithe experiments on the samples have
just begun. The Ni samples in this case are olddnoen first electrodepositing Ni on Cu substrate
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and then dissolving Cu substrate. The samplegsicse are of 40 um thickness and both sides
of the samples have mirror like surface finishiR@. 2 depicts the sample preparation process
and actual sample dimensions. Samples with appradeignlcm X 1cm in dimension were then
cut from the original samples and used for thernemimanical characterization experiments.

Thermom
8 =
Working Counter
Electrode 600mL Electrode
beaker
Copper plate as the m m Platinum
working electrode - A*/ Foil
< Plating
— lution
: (b)

(@)

Fig. 1.2. (a) Sample Preparation Techniqqie) Original Sample Dimensions

All tests were performed using a multi-module mextal tester (Micro Materials Ltd., UK)
shown in Fig. 3. Fig. 3 (b) depicts the setup exyhg the approach for performing high
temperature indentation.

Heat Fe

Pendulu

AN \\\W

Electric
healer
coating Electric
heater
Sample

(b}

Fig. 11.3. Experimental Set-ufa) Micro and Nano indentation Setyp,) Schematic for high
temperature indentation approach
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Both the sample and the indenter tip were heat#teteequired testing temperature which was
closely monitored using thermocouples. After reagtihe desired temperature the set-up is kept
inactive for 2 hours in order to achieve thermabgity. The remaining parts of setup are separated
by heat shield in order to maintain them at roomgerature. The tests were performed at different
temperatures ranging from room temperature tooZ5M both cases, Berkovich diamond indenter
having tip radius approximately 20 nm and 200 nms haen used for nanoindentation and
microindentation, respectively. During the teste samples were mounted on the indentation
stage using glue. The indenter approached the sampits thickness direction. Indentation
locations were selected randomly on sample surf&@@ssingle data, the tests were performed at
different location selected as a 3 by 3 matrix wetjual longitudinal and transverse spacing
between each indentation spot. The indentatiorhdegptd maximum indentation load were chosen
to minimize the effect of measurement drift thatally occurs in indentation tests if the depth is
too small. The depth calibration and the area fanctomputation has been done for each
temperatures using Tungsten and fused silica aserafe sample in case of micro-indentation &
nano-indentation, respectively. The sample is fiostded from zero to a maximum loading,
maximum load is held for 500 s & then the unloadiappens. The reduced modulus of the
material is calculated from the slope of the uniogdcurve. Creep characterization data is
collected from the dwell period so as to obseneedfiange in depth at constant load. Depending
on dwell period, the creep properties changes @asyltem undergoes transient to steady state
creep. It has been explored that 500 s is goodgintmuachieve steady state creep and yields quite
good prediction of the material behavior. Durindoawling, when the load reaches 10% of the
maximum load, the load is kept constant for 60 seorder to estimate thermal drift correction
and compute the actual creep displacement.

Figure 4(a) represents the typical load displacémerve for an indentation experiment done
at room temperature with 500 mN maximum load. lis ttase, the sample is loaded upto the
maximum load, the maximum load is hold for arou®@® Seconds and then unloading happens.
The reduced young’s modulus in this case is congpluten the slope of the unloading curve. In
this case, the obtained hardness of the materBd4sMPa and the reduced young’s modulus is
7.85 GPa. Creep data is abstracted from the maxiloadiholding period. Figure 4 (b) shows the
extracted creep curve.

Load Vs. Depth Creep Data 500 mN Load

Creep Data
Extraction

ad (mN)

Lo

Thermal Drift
Correction

(a) (b)

Fig. 11.4. (a) Typical Indentation Curveéb) Creep Data Extraction
16



During this hold period, the depth of indentatiowreases with time while the load remains
constant. However, the maximum penetration depté ise8 um, which is more than the 10% of
the sample thickness. Hence, substrate effect wrag anto picture. In order to eliminate substrate
effect, more experiments at lower load has to bedélso experiments at high temperature need
to be executed. From the extracted creep datatithi@ sate vs. stress curve has been plotted in
logarithmic scale and the creep exponent has bemputed. The same has been shown in Fig. 5.
The estimated creep exponent is 1 here, whichatescthat the creep here is governed by vacancy
diffusion mechanism.

Strain Rate vs. Stress (Max load 500mN)

In(strain rate)
~

% cas’n 0 o3l To
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-10
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In(stress)

Fig. 11.5. (a). Strain Rate vs. Stress during Maximum loadlingl period (log-log scale)

The data obtained from the current experiment neatidation after correcting the substrate
effects. Also the SEM images of the samples needsetcaptured to observe the deformation
mechanism at microstructure level. More nanoindertaexperiments at different temperature
range have to be done for proper prediction ofpttogperties. The sample property measurement
setup is complete. Based on the new samples thhawegotten, measurements are ongoing.

The measurements include nanoindentation basedcpoed. However, we cannot observe
the samples when the measurements are going os.rdsults in a lot of guesses regarding the
mechanisms behind samples behavior predictiongll€viate this a new setup was designed. A
request was made to DOE-NETL-UCR program regartheguse of funds to purchase a part of
setup. The request was approved. The equipmentpscted to be installed and working in
September 2015. We will be able to observe graumtary chemistry during deformation using
the new setup. Meanwhile, to complete the milestribe controlled creep data was collected.

In the calculation of the reduced modulus and thedimess, the thermal drift was first
compensated using the data given by Figure 11.4Tlegn the creep effect was also removed by
using the correct elastic stiffness. After cormegtfor both creep and thermal drift, the reduced
young’s modulus of the samples as a function opemature under different loads and loading &
unloading rates are shown in the Figure 1.6 (d)roligh the results, it is shown that reduced
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modulus will decrease with temperature. Also thedhass as a function of temperature under
different loads and loading & unloading rates dreva in the Figure 11.6 (b). And the values of
hardness show same trend as reduce modulus, waabkase with the temperature increase. In
addition, hardness reduces with increase in thk pegentation load, signifying strain softening
of the material. Apart from the influence of straoftening, material pile-up around the indent and
indentation creep can also contribute to indemakiardness behavior observed in the present
work.

280 = 12 T
—=— Room Temperature —s— Room Temperature
T 2401 =3 e 104 ——500"C
A
g BN
a4
w A =9 i
% 200 ) 8
2 2
= 1601 L 64 1
E &
£ 1201 T 44
3]
[
80 T T T 2 T T T
100 200 300 400 500 100 200 300 400 500
Load (mN) Load (mN)
(a) (b)

Figure 11.6. Reduced modulus and hardness of the samples astaofuof temperature under
different loads. (a) Reduced modulus, (b) hardness.
The creep curve of 500s dwell time at room tempeeaand 500C are shown in the Figure
1.7.
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Figure 11.7. Creep curve of 500s dwell (a) Room Temperature5Q0PC
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8TASK 3: A New Theoretical Framework to Characteriz GB Segregation

We extended bulk CALPHAD_(Calculation of Phase [Daémg) methods to compute “GB
diagrams” for binary alloys. The basic feasibilityy computing such GB diagram has been
demonstrated for binary refractory alloys by thePd¢d_uo’s group and the correctness of this
model and computation results has been verifiedit®ct high-resolution transmission electron
microscopy (HRTEM) and Auger electron spectrosc@dyS) measurements as well as indirect
probing of GB diffusion via designed sintering espents Gupta et al. (2007b; Shi and Luo
(2009; Shi and Luo (2011). As schematically illagtd in Fig. IlI-1, a subsolidus quasi-liquid IGF
can be thermodynamically stable under solidus teatpee if:

amorphm<( Ay) 2ycl (1)
whereh is the film thicknessy,? is the excess energy of a random GB without adisorpand
) is the crystal-liquid interfacial energy Luo ankli £008). The volumetric free energy to form
an undercooled liquiddGamorph) Of & binary alloy can be quantified using thekb@hlPhaD
methods. A thermodynamic variables defined to represent the thermodynamic tendefhcy
GB to disorder:

A= MaX{_Ay/AGamorph } (2)

The actual “equilibrium” thickness of IGheq is related td\ by heg = fIh(A/€) whereé is the
coherent length Luo and Shi (2008). The “GB sditkmperature™Tges) can then be estimated

by heo(Tees) = 0 orA(Tees) = £=0.5-1 nm .

Thermodynamic Principle A Thermodynamic Variable:2.
» Luo & Shi, Appl. Phys. Lett. 92:101901 (2008) § P Ay= _(r( )—2}’ ) :
7 m P i o - 1
nysta! (”) -[ < ‘lsolidus 7 / I’YSlal o ThermOdynamlca“y stable if: E Miedema type “macroscopic atom" model
Z Tab Z 24 ARL AG g § (Benedictus Botiger-itomeior iodl)
< - > _h{undercooled liquie) | amorph. s ; HE 19RT
N Y R N o ARG
A\ Crystal forming ~"3‘¢]’¥Sl&| Ya Define & quantify: | 7= E ) oy CiVV v
under:oole/dllquld Ar ............... L3 . )
A subsolidus quasi-liquid film is i : (0) —Max{ } 5::-' SHEA AU
thermodynamically stable if: AG,, -h<-Ay= Ve 274 (0<X, <1), AG CalPhaD

— MGy = Gl oy —[Xyttyg + (0= Xty ]
Tquid H
Lot Representing <o "

D the thermodynamic tendency "
G* _;,;g) :AGWL -h+Ay+o, : () :AGM -h+Ay f(h) to stabilize a quasi-liquid film

The excess free energy:

Interfacial interfacial Ascales the film thickness

forces coefficient Continuumapprox. for metals: i Bulk i l (5641

= = e H chemical potenual G

|, jo SO 1= S | :

Equilibrium thickness (hgg): ——| = (o)=1 I T T YT T 2
E S hyy ~ £-InA1E) :

Fig. llI-1: Schematic illustration of the proposed thermodyicamodel.

We've developed a MATLAB code and applied it toccéédte the GBL-diagram for binary
systems. The Mo-Ni GB phase diagram for a certampmosition and temperature window (0-5 %
Ni; 1200-145C°C) is calculated and is shown in Fig. 1lI-2(A). F&(B) shows the GB diffusivity
map of the same temperature-composition region d8tiLuo 2011). The consistency between
the model calculations (Fig. 2(A)) and the expentmaeasurement (Fig. 2(B)) indicates that our
A model is able to predict the trends in GB diffutsds, thereby Coble creep rate.
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Fig. l11-2: (A) Computed GB.-diagramvs. (B) measured GB diffusivity map for Ni-doped Mo
[reprinted from Shi and Luo (2011)].

We can also use the Wynblatt-Chatain model [Wymlalatl Chatain (2006)] to estimate the
effect of alloying on reducing GB energies and iitabg nanocrystalline alloys. The following
expression is derived by simplifying the Wynblattaain formulism [Wynblatt and Chatain

(2006)] forJdmax= 1:

(P-1z,N |:2Xr153 - XéB Yo+ XéBeBB + (1~ XC:-I:B pAA:' - Z\IZ[X:’;BAELS:' (3)
Vg =Min '

+2Nw§[—2(xé3 =X ) +2,(Xep ~ Xea)* |+ 2NkT§[X(‘BB in(%) + - X, )In(llj’;iﬁ)}

where X, is the composition in thieth layer near the GB coresa, ese, andeag are bonding
energies, = e,; —0.5(e,, + €33)] is the pair-interaction parameter,is the total coordinate

number ¢ = 8 for BCC),z is the coordination number above the plapgthe fraction of
reconnected bonds) is set to be 5/6 to represégereeral GB” so that the GB energy is 1/3 of the
surface energy for a pure eleméxis the number of the lattice sites per unit akda,Boltzmann

constant and’ is temperatureAE, is the elastic energy in theh layer which are assessed by
the Friedel model Wynblatt and Chatain (2006). €qeilibrium GB adsorption profile can be

obtained by minimizing Eq. (3)0y,; / 0X¢s =0), leading to a McLean type adsorption equation
for each layer:

X=X expr- o) @
1-Xi  1-X. RT

Here, AH;eg is adsorption enthalpy of theth layer. Eq. (3) and (4), along with the adsonptio
profile (Xgg)i=1, 2, ...that minimizes Eq. (3), can be solved efficienily an iterative method.
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Fig. 111-3: Computed grain boundary enengg/ Co concentration for W-Co alloys at 973 K.
The GB excess of solute is given by:= ZNZ(X‘GB - Xc). With this model, we are able to

evaluate the effects of segregation on reducing@dgies and stabilizing nanocrystalline alloys.

Fig. IlI-3 shows computed grain boundary energigesthe atomic fraction of an alloying
element (Co as an example) for W-Co alloys. Oulimpreary calculations show that adding Co
can effectively reduce the grain boundary energyWbfand help stabilize the grain size.
Theoretically, the alloy will exhibit an “equilibrm” grain size once the effective grain boundary
is reduced to zero. Practically, the effect of yhg is limited by the solid solubilityXs), beyond
which precipitation will occur. Yet, if the prectption can be inhibited (kinetically), grain
boundary energy can be further reduced in the ssgerated region. We also find a discontinuity
in the first derivatives of the grain boundary gyerindicating the possible existence of a grain
boundary “phase” transition in the super-saturagéggbn. Such computations will help us to select
the alloying elements and processing recipes todatle stable nanocrystalline alloys in § TASK
1.
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Figure IlI-4: Computed grain boundary enengg/ the solute concentration curves forXV-
alloys X = Zr, Cr, and Fe) at 973 K. The solid solubilityits (Xs) are also labeled.

Fig. lll-4 illustrates three computed grain bourydanergys. the solute concentration curves
for W-Fe, W-Zr, and W-Cr, respectively. Similarttee W-Co case, these alloying elements can
effectively reduce the grain boundary energies afid\segregation. For example, our computation
suggests that adding 1 at. % of Zr can effectivetiuce the GB energy to zero (although the solid
solubility of Zr in W is < 0.2 at. %), while addirigat. % of Cr or Fe can reduce the grain boundary
energy by 30% - 40%. In all cases, the solid stitids of chosen dopants are below the
compositions that are required to reach zero draimdary energy; thus, an equilibrium grain size
can be realized only in the metastable region. efperforming systematic numerical
experiments, we have summarized (and calculated)rbperties of transitional metals related to
segregation behavior. Generally, the segregatidhatpy of solute atoms is dependent on its
elastic energy\Ee as the result of the atomic size difference froatrm component and also due
to the bonding energy difference between the sadtven and the bonding energy difference
between solute, solvent atoms of pure state. High $hows the calculated elastic energy for
different elements adding to W matrix. The largestlements causing mismatch are specified as:
Zr, Ag, Hf, Bi, Ta and Cd. Fig. Ill-6 illustrateth¢ estimated bonding energy differences (inside
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bulk and at grain boundaries) for selected elem&ume elements causing large bonding energy
different are found to be Co, Zn, Mg and Cd. The=te of data will allow us to further design and
develop numerical and actual experiments to teseffects of different alloying elements in W
alloys.
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Fig. llI-5: Computed elastic energy for different elements dapaV bcc phase.
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Fig. l11-6: Computed bonding energy difference between diffeelaments and W at pure bcc
solid state.

Figs. 11I-7, 8, 9 and 10 plot the calculated GB @bpsion/GB energy versus the solute
concentration for W-Zr, W-Co, W-Cr and W-Fe at dr#fnt temperatures. It can be seen that with
the same bulk composition, the GB absorption iseloat higher temperature which can be
attributed to the entropic effect. Such reductibEB absorption due to the temperature elevation
limits the solutes’ ability in reducing GB energyg. 1% of Co is able to reduce 60% GB effective
GB energy at 1250K while at 1750k the GB energyicéidn is only 20%.
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Fig. lll-7: Computed GB energy and GB absorption of Co-dopedlliy at three different
temperatures. Solid curves are results within thielss compositions (marked by hollow dots)
beyond which the bulk phase is supersaturatedbiilkephase diagram is plotted to show the
calculated region.
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Fig. 111-8: Computed GB energy and GB absorption of Zr-dopedlldy at three different
temperatures. Solid curves are results within ttielss compositions (marked by hollow dots)
beyond which the bulk phase is supersaturatedblibkephase diagram is plotted to show the
calculated region.
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Fig. 111-9: Computed GB energy and GB absorption of Cr-dopealldy at three different
temperatures. Solid curves are results within ttielss compositions (marked by hollow dots)
beyond which the bulk phase is supersaturatedblibhkephase diagram is plotted to show the
calculated region.
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Fig. I11-10: Computed GB energy and GB absorption of Fe-dopell®y at three different
temperatures. Solid curves are results within ttielss compositions (marked by hollow dots)
beyond which the bulk phase is supersaturatedblibkephase diagram is plotted to show the
calculated region.

Following the early computations, a GB “phase” diag was calculated for Zr-doped W and
shown in Fig. lll-11. GBs exhibit several stableapl-like structures and first-order transitions
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may occur between them with varying compositiore(oltal potential) and/or temperature. The

corresponding GB adsorption vs. bulk compositiowes are shown in Fig. I11-8 for three selected

temperatures, where the first-order transitionsrapgesented by discontinuous changes in GB
excess of solute. Such first-order GB transitioas bave significant impacts on GB transport

properties, thereby changing creep behaviors alyrupt
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Fig. 11I-11: Computed GB “phase” diagram using the Wynblattt&@imamodel with(A) only
BCC phase an(B) both BCC phase and secondary bulk ZrW phase éasgitation) for the Zr-
doped W binary system.

GB 1 diagram considers the GB adsorption in disord€s@& at high temperature, while
Wynblatt-Chatain model considers the GB adsorptiardered GB at low temperature. Different
GB adsorption will result in different GB transmian these two models. Therefore, we compared
the GB “phase” diagrams in Cr-doped W and Fe-ddaffeslystems calculated blydiagram and
Wynblatt-Chatain model, respectively. In the caddetl GB diagrams for Cr-doped W by using
diagram (Fig. [lI-12A1), no GB transition were falnThis is because no adsorption in the
disordered GB at high temperature. ConsideringGBeadsorption in the ordered GB at low
temperature, the Cr-doped W GB “phase” diagramutaied by using Wynblatt-Chatain model
exhibited GB transition as shown in Fig. 11I-12 (AFig. 11I-12 (B1) showed the calculated GB
diagrams for Fe-doped W by usingdiagram. The disordered GB indiagram showed the
adsorption layer transition. However, the Fe-dopédB “phase” diagram calculated by using
Wynblatt-Chatain model exhibited no transition laswen in Fig. 1lI-12 (B2).
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Fig. I11-12: Computed GB “phase” diagrams of W-Cr system bggithe(Al) A diagram and
(A2) Wynblatt-Chatain model; W-Fe system by using(B#) 1 diagram andB2) Wynblatt-
Chatain model

We have previously established a good correlateiwéen our computeddiagram and the
experimentally-measured GB diffusivity map (Shi dnd (2011); Fig. 111-2). Using this Ni-
doped Mo system as a ‘learning system’, we proposiare current working on to first compute
a GBA-diagram (for a doped W system, for example) with ATLAB code;
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Learning System: Systematic Correlation
Between Computed A-Diagram & Measured GB Diffusivity Map
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Fig. 111-13: Schematic illustration of proposed work of consting GB diffusivity map via
extrapolation and informatics methods that arerogpess

To start with the Ni-Mo ‘learning system’, measudiffusivities and computeddata for each
sintering-temperature/Ni-doped composition groupenabtained in above-mentioned publication
(Shi and Luo 2011). Within each sintering-tempamtgroup, measured diffusivities and
computed. data were normalized to pure Mo system (i.@.=X0), as shown in Fig. IlI-14.
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Fig. l11-14 : Computed valuesvs. measured GB diffusivities for the Mo-Ni system

The result implies normalized measured diffusigitiean be correlated with normalized
computed. by using following exponential equation:
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8Dgp _ _ _ A=Apure 2
In [—(SDGB)W]_4958*{1 exp[ (—0_1928) ]} (5)

Here, we can reproduce the Mo-Ni diffusivity mapnfr Mo-Ni GB A diagram by using the
correlation equation above. As shown in Fig. lll-&8 diffusivity map has been calculated from
computed GB!L diagram for Mo-Ni system, whilpixtaposing measured GB diffusivity map for
comparison. This success in forecasting/reprodu@ig diffusivity map verifies our original
correlation assumption betwekrmalculations and corresponding GB diffusivities.
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Fig. 111-15: Mo-Ni system(A) computed GB. diagram(B) calculated GB diffusivity map and
(C) measured GB diffusivity map

In addition, we also reproduced the W-Co diffusivitap from Mo-Ni GB\ diagram by using
the correlation equation above. As shown in Figl@, GB diffusivity map has been calculated
from computed GB diagram for W-Co system.

g

2000 -

Temperature (K)
Temperature (K)

Xco (atomic %) Xco (atomic %)

(A) (B)
Fig. 111-16 : W-Co systen{A) computed GB. diagram(B) calculated GB diffusivity map
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8 TASK 4 — Multiscale Modeling to Characterize Micostructure Dependent Creep
Resistance:

Task 4.1 focuses on incorporating the thermodynaraind creep experiment data in the
multiscale simulation setup as shown in Fig. IMNQM calculation and atomistic simulation can
provide bond energy values as well as crystal diginterfacial energy values to refine
thermodynamic and statistical models (to be integrawith Task 4.1). Because of the
computational cost and the amount of simulationetimvolved, a continuum microstructure
cannot be analyzed with concurrent use of an atéewl simulation method. Accordingly, it is
needed that material behavior information fromrniesoscale atomistic analyses be transferred to
the continuum analyses. In the proposed researdd, iM combination with the quantum
mechanical computations will be used to charaaenechanical deformation, interfacial fracture
strength, and high temperature stability properfléee CFEM will be used to scale the material
deformation information gathered using MD to thataouum length and timescales, Tomar (2007;
2008b; a), in order to obtain creep resistancegitms. The atomistic deformation analyses and
continuum analyses will be based on the past worledy the Pl, Tomar et al. (2004; Zhai et al.
(2004; Tomar and Zhou (2005; 2006; 2007; Tomar 820®; a). Recently established MD
simulation procedures to analyze temperature degpgriiermal stability in refs Catellani et al.
(1996; Tsai and Fang (2007) and temperature depemdcédation in ref. Furukawa and Nitta
(2000) will be incorporated in the co-PI's MD methior understanding mechanical properties of
near equilibrium GB structures. MD method will malse of the combined QM and kinetic Monte
Carlo (kMC) based procedures described in refe&pike (1977; Mei et al. (2006; Chatterjee and
Vlachos (2007; Gillespie (2007; Voter (2007; Liadt (2008) for a more accurate description of
chemical reactions. Multiscale simulations will yz®perties measured in experiments to fine-
tune the simulation results.

QM- M]j based AtOMistic g
zmub"ses of mechanical [~
properties, thermal stability, etc. ™

y
4 b
1] I 2
STk Trz\nl,sfer of Material ‘an
Microstructural Properties ‘in
Matrix Petween Continuum Simulation
nd Experiments o

'%[ritl\lsformzltion of  material
l.)ehzi\‘j‘or information  from
z‘!tomi,sﬁc\ interface analyses to
ianoscale “-CFENI " meshes for
efficient multiscaling,

Fig. IV.1: A pictorial representation of the multiscale maaglapproach

The simulation model is constructed based on thkstee W-Ni alloy GB from a HRTEM
30



image, Gupta et al. (2007a). In the case of fulljusated GB, it has thickness about 0.6 nm.
However, the neighboring region of GB has beenna®interface of W GB when calculating
mechanical properties in Lee and Tomar (2014). Ttmesreal thickness of GB in continuum scale
should take no smaller than 2nm when modeling. asehis idea, FE model is constructed with
60nm x 50nm 3D plate with having 2nm thicknesstiier GB and 20nm for the initial crack while
the plate thickness is having 10nm. Plane strad Is fixed with um which is applied from upper
and lower surface of the plate as shown in Fig21V.

| yina ‘&{g’e.-‘-\.\‘

nm Flane
(d) strain :
1 pm

Fig. IV.2: Construction process of W-Ni alloy GB structure BRTEM image, Gupta et al.
(2007a), of W-Ni GB (b) atomic structure (c) 2-Drainsion of interface, and (d) 3-D interface

structure with boundary condition
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Table 1 Stress and strain parameters of grain and graindary (25 at. Ni%)

Grain boundary (25 at

Grain %Ni)
Young’'s modulus, E 390 GPa 390 GPa
Poisson’s ratio, v 0.27 0.27
Maximum principal stress, T 4000 MPa 3600 MPa

Stress with corresponding strain 111400 MPa (strain = 0) 1400 MPa (strain = 0)
Stress with corresponding strain 2|2900 MPa (strain = 0.06) {2500 MPa (strain = 0.06)
Stress with corresponding strain 3[4000 MPa (strain = 0.12) (3600 MPa (strain = 0.12)
Stress with corresponding strain 3|{3500 MPa (strain = 0.2) 3000 MPa (strain = 0.2)

Mesh size for the 0.06m x 0.05um model is chosen to be 0.00# after the series of mesh size
tests for convergence issue. Mesh size of (ridand 0.4um are used for 0.6m x 0.5um model
and 6pum x 5um model, respectively. Eight-node linear elememetyas been used and total
number of 585 elements is created to represenk gnapagation. No re-meshing technique has
been used during the crack propagation since XFisbhtetization allows the model to add degrees
of freedom for those cracked elements with enriahtme

RESULTS

The GBs of W, which can be in various forms, haserbtaken to crack propagation simulation
to find the characteristics of GB failure. It isuftd that there are two main factors that influence
the crack propagation of GB. Firstly, geometricadgerty such as GB thickness is known to be
greatly affecting the crack propagation charadieri&B thickness can be controlled by the level
of saturation during the sintering process and &&sas a barrier for stress concentration during
crack propagation. To characterize the fractureG&f, fracture parameters such as fracture
toughness needs to be defined. However, the fedbughness is scale dependent parameter
which the model needs to be large enough to meabdifferent length scales are taken account to
visualize the effect of simulation model's dimemsito the crack propagation and the
appropriateness of defining fracture toughnessradlisscale GBs is discussed. Another factor is
chemical formation of GBs. Crack propagation of Walloy is found to be affected by the
percentage of Ni in the GB. Strain energy, plastiergy dissipation, and damage progress of
different Ni percentage containing GBs are caladaand compared. Using the stress near the
vicinity of cracks the stress intensity factors eatculated along the crack propagation path. The
fracture toughness of each simulation is gatheydmhdl the relation between the fracture strength
and the fracture toughness. The brittleness indexVeNi GB is defined to numerically
characterize the GB embrittlement of W-Ni alloyaeasinction of Ni percentage and GB thickness.

- Effect of interface thickness to the fracture olGB
The GB thickness of W can be controlled by the llevie saturation during the material
manufacturing process. Although the volume of Giglatively small when considering the whole
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model, the thickness of GB can greatly affect tletemal’s crack propagation. Models with GB
thickness of 2nm, 4nm, and 8nm have shown sigmifigadifferent crack propagation rate. As
shown in the Fig. IV.3, thin layer of GB is playirgrole which can be seen as a barrier or an
accelerator to the propagation of a crack whichhgka the rate of the propagation.

(a

)
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)

(c

)
Step- Step- Step- Step-
time : time : time : time :
4.5E-5 0.013 0.015 0.018

Fig. IV.3: Crack tip position as a function of loading increntor (a) GB thickness of 2nm, (b)
GB thickness of 4nm, and (c) GB thickness of 8nm

The crack propagation rate is not only varying @t failure speed but also influencing the rate
of releasing strain energy during the segregatiorikig. 1V.4, the effect of GB thickness to the
crack tip position and the strain energy releasesaown. By having different thickness of GBs,
the rate of crack propagation varies from the ahitrack position and this indicates possible
fracture toughness change for the entire modeljusoiGB.
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Fig. IV.4: Effect of GB thickness to the (a) crack tip pasitand (b) strain energy release with
respect to the time-step increment

- Effect of simulation length scale
Since this study is mainly focusing on the sub-onoeter scale, the result may possibly be apart
from the realistic value due to length scale effda check the validity of the length scale
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appropriateness, the energy dissipation and tamsnergy release per unit volume are tested and
confirmed that the effect of length scale is insm@ble range which indicates that the stress
intensity factor for sub-micrometer scale can besatered in same manner as micrometer scale.
The effect of length scale to the energy dissipasind the strain energy release are shown in Fig.
IV.5.
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Fig. IV.5: Length-scale effects to (a) the total energy Byblume and (b) the strain energy by
the volume of the 3-D model

As shown in Fig. IV.5, the effect of length scadeound to be trivial with perspective of energy
dissipation from the crack propagation. This inthsathat the fracture mechanism of GB in sub-
micrometer scale and its parameters can be treatéibse of larger scale.

The role of GBs formation in crack propagation

In W-Ni alloy, amount of Ni addition is another facthat influences the fracture properties of

GB. In the previous reports, it is found that ie firocess of adding Ni impurity the Ni atoms tend
to segregate along the GB region and cause GB #latment. To investigate such effect, GBs

with different Ni percentages are considered irtkcigropagation and analyzed. When the crack
is passing through GB the speed of crack is infledrby Ni percentage and damage dissipation
energy is also showing different patterns as shiovig. 1V.6.
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Fig. IV.6: Effect of Ni percentage to the (a) crack tip pasitand (b) damage dissipation energy
with respect to the time-step increment
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Stress intensity factor calculation from the preseted simulation results

During the crack propagation through the interfamede | stress component near the vicinity of
crack is taken to calculate the stress intensitiofaalong the path of crack. The points of interes
are in the initiation of the crack propagation awithin the GB region. It is found that the GB
thickness change does not influence much on tlesssintensity factor within the GB region.
However, it gives significant effect on the stregensity factor in the crack initiation as shown i
Fig. IV.7 (a). On the other hand, an effect of Mrgentages shows opposite trend from that of GB
thickness effect. Ni percentage gives great infheeon the stress intensity factor within the GB
region as shown in Fig. IV.7 (b). These findingdiaate that the geometric property and chemical
property of GB formation are influencing the GBduare differently. The thickness of GB is
closely related to the overall materials’ fractbeshavior as shown in previous literatures while
the Ni percentage is related to the local fracfuoperty of GBs.
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Fig. IV.7: Stress intensity factor verses crack position agetion of (a) GB thickness and (b)
Ni percentage
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Fracture toughness and brittleness index calculatio

Obtaining the fracture toughness in experiment irequspecific methods which need certain
specimen size and it has to be large enough torenslane strain condition. However,
requirements from fracture toughness test canapp@ied to GB model due to the limitation of
length scale. Using the definition of the stredensity factor that the critical value of the stres
intensity factor is equivalent to the fracture tbngss, GB model’s fracture toughness has been
obtained and analyzed. The fracture toughness aflevmodel and GB local is considered
separately to characterize only for GB region. fraeture toughness of simulations with different

length scale is calculated and mapped with redpeitte GB thickness and the Ni percentage as
shown in Fig. IV.8.
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crack propagation (60nm x 50nm scale), (b) withia GB region (60nm x 50nm scale), (c) the

initial crack propagation (6000nm x 5000nm scade)d (d) within the GB region (6000nm x
5000nm scale)

As it was mentioned earlier, the fracture toughnedge is lower than the realistic values due to
finitely thin model thickness. Using the micromesealed model the fracture toughness of W-Ni
alloy is compared with experimental values, Gludpwt al. (2010). The range of the fracture
toughness for W and W alloys are known to be 4.7MP&m'? as shown in Fig. IV.9.
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Fig. IV.9: (@) Fracture toughness of 6000nm x 5000nm scdle respect to Ni percentage as a

function of GB thickness, and (b) comparison otfuae toughness of W and W alloy material,
Gludovatz et al. (2010), with presented result
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The brittleness index, which is defined to be aordietween the hardness and the fracture
toughness, of GB is calculated using the hardredaion and obtained fracture toughness in fig.
8. Then, the brittleness index of GBs is comparéith what of grains to characterize the GB

embrittlement caused by Ni addition with respectitterent length scale and GB thickness as
shown in fig. 10.
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Figure 1V.10 Brittleness index of simulations with respect ke tNi percentage for (a) GB

thickness of 2nm, (b) GB thickness of 4nm, (c) GBkness of 8nm in 60nm x 50nm dimension,
(d) GB thickness of 2nm, (e) GB thickness of 4nfnGB thickness of 8nm in 600nm x 500nm
dimension, (g) GB thickness of 2nm, (h) GB thiclsxe$ 4nm, and (i) GB thickness of 8nm in
6000nm x 5000nm dimension

It is observable that there are big gaps in thitldmiess index for different length scale due ® th
scale dependent fracture toughness which is ifotineulation of the brittleness index. This length
scale dependence makes it difficult to directly pane the brittleness of materials, especially in
small scale. Calculated brittleness indices arertgk a curve fitting to find the tendency of the
brittleness of index as a function of length saald it is found to be in a relation Bt al ™2,
where L is length of the total crack andis a coefficient for describing weight of the lelmgtale
for specific material. The curve fitting of lenggbale dependence is shown in fig. 11 (a). In W-Ni
alloy, it is found to ber = 3.7. As it was mentioned in the work of Lawn and Mail$(1979), the
brittleness index has unmatched dimension whichelegim) ™2 for the for the dimension. The
brittleness length scale relation developed by eitting explains the incompleteness of the
brittleness index. Using the brittleness lengthlesa@lation by multiplying to the original
brittleness index formulation, a modified brittlesandex definition is introduced as
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The modified brittleness index is dimensionless emad be used for direct comparison without
the limitation of length scale as shown in fig.(bl.
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Figure 1V.11 (a) Length-scale effect on the brittleness indect the estimation, and (b) revised
brittleness index as a function of length-scale

The brittleness characteristics for GB embrittlemevith different length scales and Ni
percentages are recalculated with modified briéésrindex for direct comparison as shown in fig.
12. Impurities in GB were known to be a main reasbrembrittlement effect in GBs, but
guantitative support was not available. From tlamparison, it is clear to see that the nickel
percentages of 50% ~ 60% are giving the GBs the @&stmbrittlement effect to the crack
propagation.
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Figure IV.12 Comparison of the revised brittleness index féfedent types of GB as a function
of Ni percentage

While brittleness of bi-granular GB models can lemeayalized as a function of geometry,
multi-granular model makes it difficult to find e¢glon between GB geometry and brittleness index
due to geometrical complexity. However, differentmstructural morphologies have shown to
hold specific level of brittleness index as showikrig. 1V.13.
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While complicate combination of GB interfaces candvaluated in terms of brittleness in
microstructure, it is difficult to find reason beliit. That is because, as shown from the fracture
of bi-granular models, every GB interface holduegl characteristic as a function of GBs’ angle
and strength property. In order to accurately azeand predict failure of microstructure, every
GB interface along the crack path has to have argéguideline for determining failure behavior.
It is important to note that although the GB enilanihent is mainly caused by impurity and its
segregation, geometrical factor of GBs also playsifscant role.

Presented study includes failure simulations withsidering the GB angle in a range of -90 °
~ 90 °and the maximum tensile strength in a rang@60MPa ~ 4200MPa. Due to symmetric
property of GB angle, such range of GB angle carrcall possible GB interfaces in morphologies
of polycrystalline materials. In order to numerigalepresent inter-granular and trans-granular
failure, values of 1 and -1 are assigned for igt@nular and trans-granular failure, respectively.
In this study, failure type that is representedhia range between 1 to -1 is denoted as failure
index. In Fig. V.14 (a), failure type as a functiof GB angle and maximum tensile strength is
converted to failure index and illustrated in 3-dimsional surface plot. Considering that
mechanical properties of grains can vary dependmthe orientation, it is required consider not
only GBs maximum tensile strength but also gramaximum tensile strength. Developing an
optimized solution for obtaining the failure indésom the bi-granular fracture simulation,
formation of the relation can be described as

Fl =a+b Te +co°.
Grain
Here, Fl is the failure index,ck and Terain are maximum tensile strength for GB and grain,
respective, ané is GB angle. In the case of W-Ni alloy, constamt®, and c are 4.45, -4.2, and
0.00024, respectively. By correlating the ratiomsximum tensile strength of GBs and grains with
angle of interface, the relation for failure indegnsiders both mechanical and geometrical
property. Based on this relation a criterion ofuia index is described as shown in Fig. 1V.14 (b).
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Figure 1V.14 (a) Failure index as a function of GB angle an&kimam tensile strength, (b)
prediction criteria derived from the developed tiela

Failure process of polycrystalline microstructungdlves complicate geometrical properties
which includes numerous grains and GBs. Considé¢hedundamental theory that crack tends to
propagate toward the direction of the mechanicaéigkest point in inhomogeneous material, GBs
can be potential failure region. However, crackyagation of GB depends both on the geometrical
and mechanical properties, thus, development oélation which integrates effect of both
properties is necessary. Once such relation carudesl to explain crack propagation of
polycrystalline W-Ni alloy, it can be reversely dse predict GBs’ maximum tensile strength.
While calculation of GBs’ mechanical maximum teastrength needs computationally expensive
atomic scale quantum simulation, it is possiblpridict a rough value of GBS’ maximum tensile
strength if a failure index criterion is once awdle for specific material of interest.

Although there are several possible factors whmhld influence trend of crack propagation
of polycrystalline materials, the geometry of GBerfiace is one of the most critical factors along
with strength properties of GB. A number of simigas in this study revealed the trend change
of crack propagation as a function of both geomatrg strength properties of GBs. Besides the
investigation of failure type as a function of GBgée, polycrystalline morphologies of W have
been undergone failure simulations with havingaasimaximum tensile strength of GBs. Upon
the given morphology of polycrystalline W, craclopagation has been simulated with different
strength properties applied GBs. This providesdication of GB strength properties’ importance
to the failure of polycrystalline material, andtla¢ same time, confirms the result of failure index
criteria. As shown in Fig. IV.15, microstructureagving different maximum tensile strength for
GBs show propagation of cracks in different patxfért inter-granular failure can be observed
in Fig. IV.15 (a), where having GBs’ maximum tersstrength of 3500MPa. Greater percentage
of trans-granular failure can be observed as GBstimum tensile strength becomes greater. In
Fig. IV.15 (c), (d), a branching of the crack candeen in low angled GB, which implies the
uncertainty of crack path in the case of T = 420@aMANd this can be explained from the findings
that dissipation of internal energy in lower angges high uncertainty as maximum tensile strength
varies.
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Figure IV.15 Crack propagation path as a function of the maxrimntensile strength when (a) T =
3500 MPa, (b) T = 3700MPa, (c) T = 4100MPa, andl(¢)4200MPa

Plastic energy dissipation and internal energyiplé®n as a function of maximum tensile
strength are shown in Fig. IV.16 (a) and 11 (bgpextively. Magnitude of both energy dissipations
is in the similar range and this implies that mafsthe energy is dissipated in the form of plastic
deformation. From fig. 10, lower GB’s maximum tdasstrength produced high percentage of
inter-granular failure and energy dissipation resliown in fig. 11 describes lower energy
dissipation with lower GB’s maximum tensile strangt may be seen as an obvious result when
considering the fundamental fracture theory thatkmpropagation path tends to follow a route
where needs less energy to generate crack surfamesyer, it is interesting to observe that in
lower GB’s maximum tensile strength, mostly in mgganular failure, the length of the crack path

is greater.
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Figure IV.16 Dissipation of (a) plastic energy and (b) inter@aérgy for microstructure fracture
with different GBs

Figure IV.17 shows crack propagation path of polgtalline W microstructure, which
41



contains GBs having different maximum tensile gitbnlt is important to note that grains shown
here are having fixed mechanical properties. Watimg same geometrical properties of grains
and GBs, it is observed that the maximum tensikength of GB interface can affect significant
change in failure type of the material. In orderctmfirm the validity of failure index criterion
shown in fig. 1V.14, crack propagation path of wais polycrystalline morphologies have been
undergone failure simulations and compared wittptieelicted crack path from failure index. Such
comparisons of crack propagation path and actgaltrfom experiment are shown in Fig. IV.17.

(b)

(© (d)

Figure 1V.17 Comparison of crack path in polycrystalline W wilte predicted crack path from
failure index for different morphologies (a), (Bhd (c). (d) Actual crack propagation image from
experiment, Bdzich (2012)

Summer of 2014 focused on incorporating microstngcevolution prediction under applied

load to the above performed simulations. Such stians can then be combined with
microstructure dependent simulations performedasad with the creep experiments in tasks 1
and 2. The following sections describe tasks. Phiakkapproach is sued for performing such
simulations.

Phase Field Modeling to Predict Long Time Phase Ewation: Once such information is
available, microstructure evolution will be coupledwith microstructural failure resistance
prediction described above.

Phase field modeling (PFM) is a thermodynamic miadelapproach to capture
microstructural evolution under different thermoahanical conditions. This process assigns
different phase field variables to different midrastural features of a material and then aims at
capturing the numerical changes in the assigndadhbias which in turn signifies the alteration in
the microstructure. The equations for the evolutbthe phase-field variables are derived based
on general thermodynamic principles.Moelans ef28108) The phase field variables considered
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in this study are density of the powder particleslso takes into account the evolution of an
order parameter defined as the crystallographentation of each particles.

The driving force for microstructural evolution RFM is the prospect to reduce the free
energy of the system. The total energy E in PFkbniswlated as a function of the set of phase-
field variables and order parameters, which aretfans of time and spatial coordinates. Total
free energy can be represented as,

E - I[F(p(r,t),T)+%|Dp(r,t)|2 +§|D/7|2}dv ,

where Ff(r,t),T) being the free energy of the materials the gradient co-efficienp, the phase
field variable &n being the order parameter.Moelans et al. (2008 29 and the % term in Eq.
3 denotes the gradient free energy from the sudagein boundaries, respectively.

The free energy F consists of bulk free energyidfinterfacial energy (), elastic strain
energy (ky), and energy terms due to magnetic or electrastairactions (fs). It is represented
as,

F=FutFytFs +Fg.

The bulk free energyui) determines the composition and volume fractionthe co-existing
phase at equilibrium condition. The interfacial myye(Fint) and strain energy (Fel) represents
effect of the equilibrium compositions and volumaction of the coexisting phases. They also
determine the domain, shape and mutual arrangeshéme phases.

In PFM, the temporal evolution of the phase-fieltiables is given by a set of coupled
partial differential equations, one equation foclegariable. The equations are derived according
to the principles of non-equilibrium thermodynamitfey are formulated such a way that total
free energy decreases monotonically and mass seoged for all components. Solution of the
partial differential equations yields the tempamad spatial evolution of the phase-field variables,
which is a representation of the morphological etioh of the microstructure.

The layout of the current work has been designddlksvs,
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Figure 1V.18 Schematic Layout of the Work

The work here starts with obtaining a microstruetand assigning initial phase field
variable values to each component of the microsirac Then total energy is formulated &
evolution of the phase field parameters is studidte material under consideration for the
preliminary study is Tungsten. Moose framework Ww#l used as simulation tool for the current
problem. This tool is efficient enough to createatiatized phase field structure given a
microstructural image. It has a separate phase fireldule with inbuilt kernels and solver. It can
also combine phase field and finite element metkduich will be beneficial while incorporating
the effect of external elastic loading. All thesatlures motivated us to choose moose framework
as our simulation tool.

Chemical Free Energy:

Bulk free energy is the main component of the &eergy potential of the materials under
consideration for phase field modeling. This is¢hemical free energy inherited by the material.
This can be obtained from molecular dynamics ontiwa simulations. However, in the current
work, the basic chemical free energy has been tiikemWang, 06 Wang (2006). Also additional
terms have been added in order to capture theteffeemperature. Chemical free energy is
represented as,

F(p,T)=Ap*(1-p) + B[p2 +6(1-p)> 7% -4(2- p)> n? +3(Z/72)2J
+RT[(1- p)In(1- p) + pn o]

where, R is the universal gas constant in kJ/mqle4K density of materialn is crystallographic
orientation, T is process temperature in K, A &M aonstants.. The last term in Eq. (5) is added
to consider the entropy contribution due to temjueea It has been observed that similar
formulation is used in different phase filed prabtewith temperature Hu and Henager Jr (2010;
Li et al. (2014). Fig. IV.18 depicts the chemiaad energy used for the simulation.
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FigurelV.18. Chemical Free Energy (at T = 1000 C) for the Sirioia
The effect of temperature on the free energy raslaéen shown separately in Fig. IV.19.

-4}

Free Energy
|
[}

-10+

_12 1 1 1 1
0 0.2 0.4 0.6 0.8 1

Phase Field Variable (rho)

Figure IV.19. Effect of temperature on Chemical Free Energy

As observed from Fig. 12, with temperature thengbal free energy decreases. It can also been
seen that the free energy is maximum at each optine particle or void phase, whereas being
minimum at the interface. The energy formulationogstructed in a way that mass dengityO

in voids anch=1 in solid particles. The equilibrium value of tmailticomponent order parameter

vanishes in pores, igg},,={000....00 and is reached in solid at
{n},.. ={100......0} ={020.....0} =.......... ={000......1}.
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Elastic Energy:
During phase transformation in case of solids,telastresses are being induced into the
material. The transformation strains are relateithéophase field variables as,

=&;9p(r) + Z &7 ()

where, the composition field)o(F', t) = o(I,t) — 0, with reference compositiof), , is taken
over the overall composition of the aIIo¢§7”XB is the lattice expansion co-efficient which follows

Vegard's law, & ——? o; with a being the stress free lattice parameﬁ?‘. represents the
aap

lattice

Grain
Young’'s modulus, E 390 GPa
Poisson’s ratio, v 0.27
Maximum principal stress, T 4000 MPa
Stress with corresponding strain 1 1400 MPa (strain = 0)
Stress with corresponding strain 2 2900 MPa (strain = 0.06)
Stress with corresponding strain 3 4000 MPa (strain = 0.12)
Stress with corresponding strain 4 3500 MPa (strain = 0.2)

mismatch between the daughter & parent phases.
Now, the elastic strain is defined as the diffeeehetween the total strain & the stress free
strain,
E = Etotal El?
Thus, the elastic stress as computed from the Hdal is,
0 (r)= Ciu (f‘)fﬁ' ()
Where, C;, (r) are the components of the elastic modulus terSonsidering the fact that

mechanical equilibrium is obtained much before ¢hemical equilibrium, strain is obtained by
solving the equilibrium equation,

d0;

—_ 1 =0

or.

J
In order to simplify the solution, total stresassumed to consist of a homogeneous macroscopic
strain & a heterogeneous local strain components,

athtal =&; +0g;(r)
Where, the homogeneous strain is related as,
Table 2. Btec Properties of the Material

[ 3, (nd°r=0

and the heterogeneous component can be computadheolocal displacements,
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where, %is the component of the displacement vedoiFinite element coding is to be done for
calculating the displacement & corresponding ssairAfter obtaining the strains, the elastic
energy is computed as,

Fy = %J Ci ('7)‘5}(19I 53 dr
v

When the effect of the external forces are alsenadkto consideration, the strain energy
expression becomes,

Fy =2 [Cp(Nefeiar - [ o7 (r)etar
\% \%

This elastic strain energy is accounted into thal foee energy equation of the phase field
model and the combined effect of the external lladg with the other process parameters can be
examined. A separate finite element module hag tauidt in moose to calculate the elastic energy.
The elastic properties to be used for the elasirgy formulation are tabulated in Tablel.

Numerical Formulation:

After formulation of the overall free energy, thammerical formulation is developed to
capture the spatial & temporal evolution of thegghfield variables. Cahn-Hilliard equation Cahn
and Hilliard (1958) is used in this regard,

%—’f = D.[DD ;E}
P Similarly, the evolution of the order
parameter is defined using Allen-Cahn equation,
%(f,t) = - E
ot on,

where, E is the total free energy of the systerdedmed in Eq.3. D is the diffusion coefficient
which is defined as,

D = D,y #(0) + Dyp[1= #(0)] + Dy pL= p) + Dy, D 1717,
where ¢(p) = p° L0-15p +6p* )and Dy, Dvap Dsurr, Dgb are the coefficients for diffusivity in
solid bulk, vapor, along surface & grain boundaiéang (2006). The constant values used for
the present phase-field study are summarized iteTab

Table 3. Constants Coefficients used in Current Stly
B K A B Dvol Dvap Dsurf ng L
1 10 16 1 0.01 0.001 4 0.4 10

Numerical solution of Eq. (15) gives the temporablation of the phase-field variable which
represents the changes in density of the systenthithcase the diffusion coefficients are
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considered to be scalar. Deng Deng (2012) has shiwatrdirection dependence of the diffusion
mechanisms can also be implemented in the samaifation. The modified relation is,

D =D, #(0)! + Dy [1- $(O)I + Dy o= P)T, + Dy, D 17:17, T,
where, | is identity tensor and, Ty are projection tensor that constraint the directbdiffusion
along surface & grain boundaries defined as
T,=1-n,xn, and T, =1 -n,xn,

. _Up Un; - Dl?j . . . .
withn, = —— andn, = ———— . The same relation will be used in current stddye domain

BA ° |on -0On,
for the simulation is to be discretized with unifogrids, and periodic boundary conditions to be
imposed. Using moose framework the set of equatasassolved by explicit finite difference
method.
For the initial geometric modelling we will starittvtwo particles in 2D and gradually we
will move to 3D powder configuration with realistmicrostructural images. Fig. 1V.20 shows
initial conditions to be used for preliminary study

(@) (b)

FigurelV.20. Initial Conditions a) Circular particles in 2D Blultiple particles in 3D

The initial values of the phase filed variablesl W& assigned as described earlier and evolution
of microstructure will be studied to get the comdation kinetics of powder. Periodic boundary
condition is to be used in all 3 directions. Thgs@amnes that evolution of phase field variable
repeats itself for material with higher dimensidhis implies that the compaction mechanisms &
dynamics predicted from the model can be appliethaberials and structure with any size and
dimension.

48



~
>

l ws
05}

Initial Condition Time = 0.5

.U.'/]'/

0661

Time = 20.5 Time = 60.0

FigurelV.21. Evolution of necking microstructure without presssin two particles

Microstructural Evolution During Sintering

The primary objective of the current study is tselve the consolidation kinetics related to
compaction of powder materials undergoing sinterithgnce, as outcome of the study we will see
how density of the material changes over time dutine process. The simulation, thus, starts with
microstructure of a powder materials and ends thighfinal polycrystalline configuration of the
material. The microstructural images at differemtet steps will be presented.

Initial test runs have been performed to checkpinticle evolution over time. For initial runs we
have built a two particle model to capture the pescbehavior. Images from test runs has been
shown in Fig. 21. It shows the microstructure etioluduring sintering process for two particle
model. As preliminary validation of our model wdlvgbmpare our results to previous works from
literature. Going forward we will also compare tlesults to experimental outputs as a validation
of the simulation technique & the formulation. Fraxt step we will also use actual microstructure
of materials to observe the consolidation kinegicd it's temporal evolutionTemporal progression
of volume fraction of particles has also been prtexk which depicts the consolidation kinetics
undergoing inside the material. This has been showAig. 22.
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Figure IV.22 Change in particle volume fraction with time

As observed from Fig. 22, particle volume fractaecreases with time which in turn indicates
that particle density increases with time. Ratel@frease in volume fraction is more in initial
stages and it reduces as time progress. We hded fiirve to obtain the co-relation between
particle volume fraction and time, logarithmic teda has been established between the two. The
obtained co-relation is shown as,

%volume = —-0.006log(t) + 0.2626

where, t represents the time. This also justififesreason for different rate of change in volume
fraction over time. This co-relation is obtainedéd on preliminary runs only, so it needs further
verification. We will use actual experimental débavalidate the co-relation. Effect of process
parameters such as temperature & pressure is tstuoked as well. Further, plots depicting

variation of phase field variable as a functiontemperature & pressure will be presented.
Consolidation kinetics can also be quantified ugfigctive viscosity Clarke and Jo” nsson (1993)
demarcated as

P
n=——
&

where, P is applied pressure afids the strain rate defined ag = %[%hj h being the spatial

dimension of elements. Given the temperatureskitiegics is defined using the Arrhenius law,

. Q
T

where, Q is the activation energy anglis the pre-exponential factor. Also the deformation
mechanisms at a given temperature can be predisiad Arrhenius law. Dahl Dahl et al. (2007)
has sintered yittria stabilized zirconiam usingetiént sintering technique. They have reported
how density & grain size of the material changegrotime depending on the experimental
condition such as temperature, pressure etc. Owtodmthe study has been presented in Fig. 1V.22.
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From experimental study of SPS sintering it hashb®eserved that density of the final structure
increases with time and also with increased tenmperaand pressure. We expect to produce
similar results from our simulations. We can setbet sintering method of our interest from the
different methods presented in the paper, andtusevalidate our results. Although magnitude of
density & other parameters might change we exmesee similar trend for tungsten from our
analysis. The transformation in grain size willcalelp us to estimate effect of initial grain size
on the consolidation kinetics of the material. Wdl wnalyze powder microstructures with
different grain sizes in this regard. These rasulill help us validate our model for verified
microstructure evolution experiments. Once the rhosdevalidated we will use model for
predicting long term creep evolution.

Fig. 23 shows evolution of necking process in phes as a function of applied pressure. In
comparison to what is shown in Fig. 21 earlier,rieeking is now significantly evolved.
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Figure 1V.23 Evolution of necking microstructure with pressuréwo particles

Based on two particle simulations necking evolutromultiple particle fields was simulated. Fig.
IV.24 shows microstructure evolution in multipaltidields as microstructure evolves.
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Figure IV.24 Evolution of necking microstructure with pressurenultiple particles

Simulation Units for Long Term Microstructural Evol ution

While phase field models are often nondimensioedlizhe inherit equations are dimensional.
Thus, it is critical to understand and correctlyplement the units, especially when coupling
multiple physics and solving equation s for longrtemicrostructal evolution. Unit analysis has
been executed in order to relate simulation timectoal time using units as | for length, t foréim

e for energy and mol for moles. The free energyagqnos are represented in terms of energy per
molar volume (ef). The co-efficient of the gradient terms are iritsiof energy per lattice site
(e/l). Mobility connects spatial evolution to themtporal evolution of the phase field variables.
The Cahn-hilliard equation takes mobility M in wif Pmol/et and for Allen-Cahn the mobility

L is in Plet units. By altering the mobilities and using peo time scale, we can change the
simulation time units to years and thus can exeloutg term evolution of microstructures easily.

Simulation Tool

MOOSE M ultiphysicsObjectOrientedSimulationEnvironment) frameworks has been leveraged
for the current simulation. MOOSE is an open sowwges developed by Idaho National Lab
(INL). It has finite element based solver to sqbetial differential equation of any kind and order
It has a libmesh sub module and uses nonlineaesofvtom Petsc. It also has automatic time and
mesh adaptivity. Additionally, it has inbuilt moesl providing capability of phase field, solid
mechanics, heat conduction etc. to name some.h&ke modules can be combined and run
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together for any specific simulation. MOOSE codes hased on C++ which can handle
complicated mathematical formulations/operationghls case we have primarily used the phase
field module along with heat conduction. Since thasic equations are already modeled in
MOOSE, all we needed was to model the free energgction and the material
properties/characteristics corresponding to spepifoblem we are solving.

Plasticity Formulation

In order to incorporate plasticity along with mistauctural evolution, total strain is considered to
have contribution from elastic strain, eigen st plastic strain,
E =& tEy T E,
Eigen strain here is represented as,
&, = £ Ac(r)l
where, | is the identity matrix angis the lattice mismatch co-efficient. The conttibo of each
strain in the free energy is discussed below.

For a material subjected to external loading etastiergy is expressed as,

Fe,(,se'):—F@Y+%J'C:£e| L E4dV :
\%

where, C is the elasticity moduli tensét, is the homogenous energy term which depends on the
boundary conditionsF,, is proportional to applied stress for a materiggjscted to uniform axial
stress and zero for strain controlled boundary ttimmd &, is the small elastic strain generated in
the material.

Rate dependent visoplastic model has been impledealong with the phase field model.
Incorporation of plastic deformation enables usdasider the long term creep due to diffusion
and plastic flow. Plastic energy is calculated dase two internal variables related to kinematic
and isotropic hardening Moelans et al. (2008). Viseoplastic energy contribution is formulated
as follows,

f,(@, p):j%Ca:cH—; Hp2+—;A|Dp|2 dv

\%

Where,a andp are the hardening parameters. The last term imeabquation introduces intrinsic
length scale into the plastic model.

In order to develop the flow rules, the viscoplagtotential for the rate dependent plastic model
has been used Chaboche (2008).

—[ & “V-R -R+[ 2 32(xy-2PC ;2
Q—JQ[JZ(Q X)-R, R+(2C 100 -5 Jz(q)ﬂdv

Here, definition oflx(s), X & R are given as follows,
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J,(9) = g g :g'withg'=g-_Tr(g)l

wlE

X :§Cg andR=Hp- AAp

Linear isotropic hardening is defined as,

_<J2(q—>5)—Ro—R>“
_ ) ,

.12 . .
p= gep.gp

P, here, represents the cumulative plastic straitherviscoplastic strain. Plastic strain rate is
estimated as,

p

And is related to plastic strain as,

w3, _g-X
E =P 1
2 J@-X)

Kinematic hardening is captured by the changeenrkernal variables,
a=£"-Dap

Viscoplastic energy introduces additional termhe total free energy and eventually impacts the
microstructural evolution,

F = fo(c1’7i)+ fy (C”7i ,gd)+ f"” (a’p)'

The elasticity tensor, yield stress, as well asitibernal variables and eigen strains varies with
phase concentration and the crystallographic aatemt of the grains. We will be performing a
detailed analysis on this formulation to obtain pements of the viscoplastic energy and co-relate
this to the microstructural evolution.

Particle Rigid Body Motion:

During creep deformation the whole powder partickas translate and rotate on top of each other.
The rigid body motion of particles has been implatad in current model using advection
velocities of individual grains. In this regardstithe force density acting on each grain has been
computed using,

dF, = k;(p—po)<ninj>[ﬂni -On, Jd°r

where, k is stiffness constant relating to forcegnmide due to mass density variation at grain
boundaries ang is the equilibrium densityn;n;) is defined as,
< _ _>: 1, fornn, 2,
o 0,otherwise
cgp IS the threshold concentration value for grainrmtaries. The force density takes care of the
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reaction forces between two particles as they actewith each other during the compaction
process. The volumes and centers of each graitbées calculated so that the total force and
torque acting on each grain can be estimated. Hi@ center is the center of mass of the i
particle,

I, :ifrnid% with V, :J'r/‘id3r
Viv v
Similarly, the forces and torques acting on theiglas are calculated,
E:pﬁ
\%

T = [[r-r;]xdr

Finally, the grain advection velocity correspondingach grain is calculated as,

Advection velocity terms are used to modify thalttianal phase field equations to implement
rigid body motion of the particles. This model een adopted from Wang (2006). The method
of coupling rigid body motion with phase-field wile discussed in details in the following
numerical implementation section.
Numerical Formulation

The kinetic equation for the spatial and tempovall@tion of conserved phase field variable,
c(r,t), is defined using the Cahn-Hilland (CH) equat@ahn and Hilliard (1958) as follows:

o D{MVD E}
ot e
whereE(c) is the total free energiy is the vacancy mobility which is defined as
_D.c
VU kT

whereDy is the vacancy diffusivity. Liu and co-workers Lletial. (2010b) calculated the vacancy
diffusivities in tungsten as a function of temparatusingab initio simulations. These values are
used for the present phase-field study. Numeriohltion of Cahn-Hilliard gives the temporal
evolution of the phase-field variable which représeéhe phase concentration in the system. For
evolution of non-conserved variable Allen-Cahn(AgQuation has been used,

on _ o =

- =

ot 7on

where, L, is the free surface mobility corresponding to goith order to get the plastic strain
additional coupled equation needs to be solved,
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o€ _ o =

ot ‘O
L. being the mobility corresponding to plastic strauolution. The domain for the simulation was
discretized with uniform grids, which are 256 x 286sh points in x and y direction, respectively.
Periodic boundary conditions were imposed intcsiheulation domain for concentration field and
order parameters. Uniaxial tensile load is apptiedor the elastic and plastic energy contribution.

Numerical solution of Cahn-Hilliard gives the temgleevolution of the phase-field variable which
represents the changes in phase concentratioreisystem. For finite element formulation, is
further derived into weak forms for implementatiém.order to develop the weak form, first the
strong form equation is expressed in terms oftedl énergy contributions. AC equation can be

expressed in strong form as,
%z—L(df0 R ~k, 07 i].

ot on,. on.  ay

Further, the weak form is,

o \_ . (af, af, of )
(_’ mj——L(&; Yan ’wm}L(k”iDm'Dwm)_L<k”iDm o)

Details of the mathematical modeling and numeschkeme for solving these equation have been
provided by Tonks et. al. We consider part of therastructure as our simulation domain. The
initial domain has been chosen to be 100u m X 1@0Ipitial values of the phase filed variables
are assigned as described in section 2.1 and thlatewn of microstructure is studied. Periodic
boundary conditions have been used for all phade ¥iariables, i.e., for concentration field and
order parameters. The displacement of the bottage bds been constrained in the x & y direction

Preliminary Results

For the preliminary study, we have considered -aryétalline model having single grain
boundary and constant vacancy concentration. Cilyr&hOOSE does not have capability of
incorporating plasticity and creep with phase figlddelling. We are working towards extending
the capability of MOOSE in order to evaluate loegn microstructural evolution. Well defined
initial conditions are also to be built to repliedhe process conditions. This past three months we
specifically added rigid body motion to MOOSE. \aptastic energy addition is ongoing. The
key in connecting experiments with simulations ldas® interface diffusivity calculations
connected to GB diagrams of Dr. Luo. Those calcutatare also ongoing.

Grain Growth during Sintering:

The governing densification mechanism - such dssldn, rigid body motion, grain growth -
is determined by the parameters used for simulafitve co-efficientsA, B and the interfacial
properties play an important role in this caseufRegV.25 shows the grain growth in case of two
unequal size patrticles.
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@)

(b)

Figure IV.25. Grain Growth for(%odel with two unequal size(dﬁms at a) 0 sec b) 10 sec c) 50
sec d)100 sec

Variation of average grain size is shown in Fig. @ observed in Fig. (8), as energy ration
increases, rate of grain growth also increaseshétigrain growth rate also indicates that the
densification is governed by volumetric bulk difius. Figure V.26 shows grain growth as a

function of energy ratio and time.
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Figure IV.26. Effect of energy ratio on grain growth rate oftdes during sintering
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Grain growth is quantified as,
D"(t)-Dg =kt,

where, D(t) is average grain size at time p jthe average initial grain size and k is ratestant.
The value of the growth exponent is dictated bypiteelominant diffusion mechanism. Theoretical
correlation between neck growth and grain growtbogents with the densification mechanism is
provided in Table 3.

Table 4. Correlation of exponents to the densificatnechanisms Liu et al. (2010a)

Neck Growth | Sintering Mechanism | Grain Growth | Sintering Mechanism
Exponent Exponent

5 Volume Diffusion 4 Volume Diffusion

6 GB Diffusion 5 GB/Surface Diffusion
7 Surface Diffusion

For the case with energy ratio 1, the grain groe¢ponent was found to be 4, which indicates
the dominant densification mechanism is surfackisiibn. Prediction from both neck growth and
grain growth examination, point to the same decaifon mechanism at initial stage of sintering,
i.e., surface diffusion. The effect of initial gnasize and grain size distribution on the overadimg
growth is shown in Fig. IV.27. For the same sizdipies rate of increase in average grain size is
higher at initial stage as compared to that of uakgize particle distribution case. However, at
later stages as equilibrium is achieved grain stabilizes. In the case of unequal particle size,
larger particles absorbs the smaller one due tk thfflusion and grain growth continues even at
the later stage. Even though grain growth ratdawes, final average grain size is higher for
unequal grain distribution.
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Figure IV.27. Effect of grain size distribution on the grairogth
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As observed, for equal size particles, at initi@ge individual grain increases in size until it
reaches adjacent grains. Once grains start integagith each other, grain boundary diffuses and
the rate of grain growth reduces. In the case efjual grain size distribution, smaller grains merge
into larger grains. Therefore, some grains becoangel and some grains reduce in size and
eventually disappear. It order to restrain gramngh during sintering, it is advisable to use powde
particles with approximately same average size.dtso observed that increasing the loading rate
decreases the probability of grain growth.

Evolution of multi particle model:

Current simulations were extended further to mpéiticle sintering. The simulations,
here, start with microstructure of a powder matereving multiple circular particles and ends
with the final polycrystalline configuration of timeaterial. The microstructural images at different
time steps are presented in Fig. 1V.28.
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Figure 1V.28. Microstructural evolution of multiparticleguring sintering process at time a) 0
b) 2 sec c¢) 20 sec d) 100 sec e) 125 sec f) 156 sec

Figure 1V.28 depicts the temporal evolution of paes during sintering process. The
particle compaction in this case is governed bystimface and grain boundary diffusion. Porosity
of the material decreases over time. The final idgmé$ the compacted structure improves with
higher applied loading. For the current model, osiyall strain elastic deformation has been
considered. Hence, particle density changes lipeasér time until it reaches a maximum value.
Changes in density are proportional to applied maxn pressure and deformation. Density
change in this case is governed by the reductiavémall volume. This is in agreement with what
Dahl Dahl et al. (20079pbserved during sintering of yttria stabilized smaum using a different
sintering technique.

Microstructure Evolution Under Creep:

For preliminary studies for microstructure evolationder creep, grain boundary migration due to
elastic deformation has been evaluated. Along ®iBhmigration grain growth also takes place in
the material. These two phenomenon, coupled witth ezther, result in a two way process
impacting microstructural changes which eventugdlyerns the deformation mechanisms and the
mechanical properties of the material. Differergtigrorientation is considered for each grain and
it is assumed that the elastic properties of theeried changes with grain orientation. Fig. 1V.29
shows the schematic of the models developed alatingthe elastic properties, loading details and
boundary conditions. Structural symmetry is consddor the indentation creep analysis.
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Figure IV.29 Schematic of the models with different loading ditions. (a) Elastic Constants;
(b) Indentation creep; (c) Tensile creep

Figure 1V.30 shows elastic stress driven grain dhoawver time.

(d)

Figure IV.30. Grain growth in a polycrystalline structure alad sec b) 5 sec c) 25 sec d) 50
sec

It is noticed that as time progress, average i@ increases and total no. of grains decreases.
Here, initially large grains absorb smaller graamsl continue to grow. Grain growth in this case
is dominated by the bulk and grain boundary diffusiFigure V.31 represents the reduction in
total no. of grains over time corresponding toetént interfacial width and energies.
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Figure IV.31. Variation of no. of grains over time for a) difémt interface width b) different
interface energy

For initial few seconds, rate of grain growth idependent of interfacial with as well as energies.
Afterwards, rate of grain growth increases withr@ase in interfacial width as well as interface
energy over time. Time to reach final equilibriumaig configuration reduces with increase in
interfacial width and energy. Further, effect ok tmterfacial properties on the mechanical
behavior of the material has been evaluated. Figvr&2. depicts the stress variation in the
material due to microstructural changes over time.
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Figure 1V.32. Stress Variation over time for a) different iritee width b) different interface
energy

Figure IV.32(a) represents the variation of averagemises stress over time for two different
interface width. Initial stress value as well &g @f reduction in average stress is higher fohéig
interface with. Over time as the microstructurerapphes equilibrium, both cases reaches same
equilibrium stress values. Figure 1V.32(b) showsatan of average compressive stress over time
for three different interfacial energies. Variatioinstress this this case follows the same pa#tsern
figure IV.32(a). Initial stress value and rate b&nge increases with increase in interfacial energy
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Eventually, as the microstructure approaches thdilbqum condition equilibrium stress value is
obtained irrespective of the interface with an@ifgce energies.

Role of Viscoplastic Deformation

For preliminary implementation the viscoplastic mmbtias been simplified and applied to
different phase field scenarios. Linear isotropardening with no kinematic hardening is
considered for the time being. First a grain gromtdel with and without viscoplasticity studied
for a bicrystal material. The elastic constantthefmaterial are considered to be different oingra
boundaries and inside grains. Even within graiespitoperties vary from grain to grain depending
on the grain orientation. Figure 1V.33 shows thaimgrorientation considered got the bi-crystal
model.

euler_angle
45_

Sl

0-
Figure 1V.33. Grain orientations considered for the model

One grain with Borientation and the other with %46rientation has been considered here. Figure
IV.34 shows the grain boundary diffusion and ggowth in a bicrystalline material under elastic
stress.
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Figure 1V.34. Grain boundary diffusion and grain growth undasgc loading at time
a) 0.02 sec b) 4 sec

The shift in grain boundary noticeable in aboveifegis due to growth in one grain and shrinkage
in the other. Figure V.35 shows the same modelnitim rate dependent viscoplasticty and finite
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strain, the load is considered to be a functiotiné.
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Figure IV.35. Grain boundary diffusion and grain growth undespic loading

Grain growth is limited by plastic deformation img case, and the phase concentration is higher
near the grain boundaries. More rigorous studieseqguired to specifically quantify the impact
of the plastic deformation on the grain growth amdin boundary diffusion. Different phase
transformation models along with different loadwdl be developed in future to observe the
impact of creep deformation on microstructural etioh.

Diffusion Creep

Next, a specific simplified case for creep is stadfor diffusion driven creep. A bicrystaline
structure with a tensile loading is simulated aedi temperature of 500 K. Only grain boundary
diffusion is considered in the model and no gradeerergy contribution is accounted for here. The
loading is proportional to time and elastic prosrtare considered to vary on grain boundaries.
Figure 1V.36a shows the initial grain boundary dguafation and Figure IV.36b shows the
maximum applied load at final time step of the dation.
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Figure IV.36. a) Initial configuration with grain boundary b)avimum displacement leading to
creep deformation

Figure V.37 represents the creep strain over timellation domain at 10 sec and 200 sec. The
creep strain are driven by the diffusion flux nte grain boundaries. Creep strain is maximum in
the region adjacent to the grain boundaries dukstocation climb.
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Figure 1V.38 shows the stress variation over tmeugation time at 10 and 200 sec. The grain
boundaries are the weaker spot in the microstracamd experience maximum stress. Stress
reduces in side grains as the stress relaxatiomrgaciie to accumulated creep strain adjacent to

the grain boundaries.
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Figure IV.38. Vonmises stress a) 10 sec b) 200 sec
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Another diffusion creep case was considered foexternal loading. In this case the deformation
was driven by the eigen strain generated due ttattiee mismatch between the grains. Different
grain orientation leads to generation of eigenistnaar the grain boundaries. Figure 1V.39 shows
that eigen strain generated in x and y directioa wulattice mismatch between grains. The eigen
strain here is considered to be a function of phaseentration and grain boundary here is
assumed to be a different phase than the grains.

eigen_strain_xx

8.557e-03 eigen_strain_yy

(a) (b)
Figure IV.39. Eigen strain in a) x direction b) y direction
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Figure IV.40. shows the stress behavior of oveliffgrent time. The stress profile for this case is

different from the earlier. The stress reduces awee due to accumulation of creep strain and
stress relaxation.
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Figure 1V.40. Stress variation in a) x direction b) y direction

As of now only simplified model has been testeddmrystalline structure at fixed temperature.
The model will be extended to capture behavior giodycrystalline structure under various
temperatures capturing different creep mechanisragher effort will be put to quantify the
impact of creep deformation on the microstructesadlution.

Conclusions
The key achievements and conclusions were madésaed below:

1. Pure and W-X (where X = Cu, Hf, Mn, Nb, Ni, Re, Ta and Zr) specimens with controlled
microstructure have been prepared at UCSD and teerRurdue University for initial
indentation creep experiments (while further iteeabptimization expected).

2. Nanocrystalline Ni foils with controlled thicknesgere fabricated via electro-deposition for
creep tests. Nanoindentation creep tests were ctedion such samples.

3. GB energy and adsorption in W-based binary alloysewcomputed to show the GB
segregation behavior. The computed results canksdsan input to creep functions for long
term microstructure creep modeling.

4. We constructed the GBdiagram by considering the GB adsorption in dieced GB at high
temperature, while we considered the GB adsorptiamdered GB at low temperature by
using the Wynblatt-Chatain model in W-based birgystems;

5. We calculated the GB diffusivity map based on tomputed GB? diagram for Mo-Ni and
W-Co systems. This success verifies our originafretation assumption betweeh
calculations and corresponding GB diffusivities.

6. We established a multiscale model that can incatgointerface structures predicted using
thermodynamics into polycrystalline material faggtrength prediction models.

7. We developed a phase field model that incorporkieg term grain boundary diffusivity
character to predict long term creep evolution asation of microstructure.
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lll. Graphical Materials List

Figure I-1: XRD patterns of ball milled powders and sintepstlets of(A) pure W andB) Zr-
doped W. SEM micrographs of the milled powder¢@f pure W andD) Zr-doped W.(E) and
(F) showed the fracture surfaces of sintered pure WZardoped W pellets, respectively.

Figure 1-2: SEM micrographs of fractured surfaces of sintereltefs for(A) Ni-doped W,(B)
Co-doped W(C) Re-doped W an(D) Cu-doped W.

Figure 1-3: SEM micrographs showing the fracture surfaces aflsplasma sintered (SPS) pellets
for (A) Mn-doped W {(B) pure W,(C) Ni-doped WD) Re-doped W(E) Re and Ni-codoped W
and(F) Ti-doped W.

Figure I-4: SEM micrographs of fracture surfaces of sparkmkasintered (SPS) pellets for Nb-
doped W. The concentration of Nb is ~ 5 at.%.

Figure I-5: (A-C) SEM images of fractured surfaces for tungsteped 0, 5, and 10 atomic percent
of zirconium, sintered at 1201 for 5h. (D-F) SEM images of fractured surfaces tiorgsten
doped 0, 5, and 10 atomic percent of zirconiuntesau at 1200C for 10h.

Figure 1-6: TEM specimen of W-10 at.%Nb prepared by dual bE#BASEM system

Figure I-7: Microstructure of W-10 at.% Nb specimen sinteredSPS at 120€C for 5 min.(A)
TEM image at low magnification with yellow arrowkaving the amorphous graind3) TEM
image at high magnificatiofC) TEM image obtained from the framed area in (B); diffraction
pattern obtained from the circled area d in (BY éB) diffraction pattern obtained from circled
area e in (B).

Figure 1-8: (A) Cross-sectional SEM micrograph of electrodeposdedn a Cu substrat€B)
XRD pattern obtained on the electrodeposited Ni foi

Figure 1-9: (A) Cross-sectional SEM micrographs of electrodepdditeon Cu substrates; 30
minutes’ deposition resulted in a Ni layer of 4. and(B) 60 minutes’ deposition resulted in a
Ni layer of 45um

Figure 1-10: An optical micrograph of the cross section of Eteodeposited Ni foil that is about
100 um thick

Fig. 11.1: Setup of experiments showifa) instrument(b) schematic, an¢c) a scan of a sample
analyzed for nano- and microscale indentation cpgeperties

Fig. 11.2. (a) Sample Preparation Techniqyle) Original Sample Dimensions

Fig. 11.3. Experimental Set-uga) Micro and Nano indentation Setufn) Schematic for high
temperature indentation approach

Fig. 11.4. (a) Typical Indentation Curveép) Creep Data Extraction
Fig. 11.5. (a). Strain Rate vs. Stress during Maximum loadlingl period (log-log scale)

Figure 11.6. Reduced modulus and hardness of the samples as@ofu of temperature under
different loads. (a) Reduced modulus, (b) hardness.

Figure I1.7. Creep curve of 500s dwell (a) Room Temperature5Q0PC
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Figure llI-1: Schematic illustration of the proposed thermodyicamodel.

Figure 111-2: (A) Computed GB-diagramvs. (B) measured GB diffusivity map for Ni-doped Mo
[reprinted from Shi and Luo (2011)].

Figure I1I-3: Computed grain boundary enenggy Co concentration for W-Co alloys at 973 K.

Figure 111-4: Computed grain boundary enengg/ the solute concentration curves forX\&lloys
(X=12r, Cr, and Fe) at 973 K. The solid solubilitpits (Xs) are also labeled.

Figure IlI-5: Computed elastic energy for different elements dapaV bcc phase.

Figure 11I-6: Computed bonding energy difference between difteeaments and W at pure bcc
solid state.

Figure 1lI-7: Computed GB energy and GB absorption of Co-dopedIldy at three different
temperatures. Solid curves are results within tielgs compositions (marked by hollow dots)
beyond which the bulk phase is supersaturated.bliie phase diagram is plotted to show the
calculated region.

Figure I11-8: Computed GB energy and GB absorption of Zr-dopeal\y at three different
temperatures. Solid curves are results within tielgs compositions (marked by hollow dots)
beyond which the bulk phase is supersaturated.bliie phase diagram is plotted to show the
calculated region.

Figure 111-9: Computed GB energy and GB absorption of Cr-dopedIM¥ at three different
temperatures. Solid curves are results within tielgs compositions (marked by hollow dots)
beyond which the bulk phase is supersaturated.bliie phase diagram is plotted to show the
calculated region.

Figure 111-10: Computed GB energy and GB absorption of Fe-dopeallwy at three different
temperatures. Solid curves are results within tielgs compositions (marked by hollow dots)
beyond which the bulk phase is supersaturated.bliie phase diagram is plotted to show the
calculated region.

Figure 111-11: Computed GB “phase” diagram using the Wynblattt@imamodel with(A) only
BCC phase an(B) both BCC phase and secondary bulk ZrwW phase &spitation) for the Zr-
doped W binary system.

Figure 111-12 : Computed GB “phase” diagrams of W-Cr system bgagigthe(Al) 1 diagram and
(A2) Wynblatt-Chatain model; W-Fe system by using {B&) 1 diagram andB2) Wynblatt-
Chatain model

Figure 11I-13: Schematic illustration of proposed work of constmg GB diffusivity map via
extrapolation and informatics methods that arerogpess

Figure I1I-14 : Computed. valuesvs. measured GB diffusivities for the Mo-Ni system

Figure 111-15 : Mo-Ni system(A) computed GB. diagram(B) calculated GB diffusivity map and
(C) measured GB diffusivity map.

Figure 111-16 : W-Co systen{A) computed GBl diagram(B) calculated GB diffusivity map
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Fig. IV.1: A pictorial representation of the multiscale maaiglapproach

Fig. IV.2: Construction process of W-Ni alloy GB structure BBRTEM image, Gupta et al.
(2007a), of W-Ni GB (b) atomic structure (c) 2-Drainsion of interface, and (d) 3-D interface
structure with boundary condition

Fig. IV.3: Crack tip position as a function of loading incremor (a) GB thickness of 2nm, (b)
GB thickness of 4nm, and (c) GB thickness of 8nm

Fig. IV.4: Effect of GB thickness to the (a) crack tip pasitand (b) strain energy release with
respect to the time-step increment

Fig. IV.5: Length-scale effects to (a) the total energy leymblume and (b) the strain energy by
the volume of the 3-D model

Fig. IV.6: Effect of Ni percentage to the (a) crack tip pasitand (b) damage dissipation energy
with respect to the time-step increment

Fig. IV.7: Stress intensity factor verses crack position asation of (a) GB thickness and (b)
Ni percentage

Fig. IV.8: Fracture toughness with respect to GB thicknessNingkercentage in (a) the initial
crack propagation (60nm x 50nm scale), (b) witti@ GB region (60nm x 50nm scale), (c) the
initial crack propagation (6000nm x 5000nm scade)qd (d) within the GB region (6000nm x
5000nm scale)

Fig. IV.9: (@) Fracture toughness of 6000nm x 5000nm scdle nespect to Ni percentage as a
function of GB thickness, and (b) comparison otfuae toughness of W and W alloy material,
Gludovatz et al. (2010), with presented result

Figure IV.20 Brittleness index of simulations with respect e tNi percentage for (a) GB
thickness of 2nm, (b) GB thickness of 4nm, (c) GBkness of 8nm in 60nm x 50nm dimension,
(d) GB thickness of 2nm, (e) GB thickness of 4ninGB thickness of 8nm in 600nm x 500nm
dimension, (g) GB thickness of 2nm, (h) GB thiclsve$ 4nm, and (i) GB thickness of 8nm in
6000nm x 5000nm dimension

Figure 1V.11 (a) Length-scale effect on the brittleness inded the estimation, and (b) revised
brittleness index as a function of length-scale

Figure IV.12 Comparison of the revised brittleness index féiedent types of GB as a function
of Ni percentage

Figure 1V.13 Effect of microstructure morphology to the batiess index

Figure 1V.14 (a) Failure index as a function of GB angle andkimam tensile strength, (b)
prediction criteria derived from the developed tiela

Figure IV.15 Crack propagation path as a function of the maxrintensile strength when (a) T =
3500 MPa, (b) T = 3700MPa, (c) T = 4100MPa, andl(¢)4200MPa

Figure IV.16 Dissipation of (a) plastic energy and (b) intereaérgy for microstructure fracture
with different GBs
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Figure 1V.17 Comparison of crack path in polycrystalline W wikie predicted crack path from
failure index for different morphologies (a), (Bphd (c). (d) Actual crack propagation image from
experiment, Bdzich (2012)

FigurelV.18. Chemical Free Energy (at T = 1000 C) for the Siroita

The effect of temperature on the free energy hesladen shown separately in Fig. 1V.19.
Figure IV.19. Effect of temperature on Chemical Free Energy

FigurelV.20. Initial Conditions a) Circular particles in 2D Blultiple particles in 3D
FigurelV.21. Evolution of necking microstructure without pressin two particles

Figure IV.22 Change in particle volume fraction with time

Figure IV.23 Evolution of necking microstructure with pressuréwo particles

Figure 1V.24 Evolution of necking microstructure with pressiurenultiple particles

Figure IV.25. Grain Growth for model with two unequal size paes at a) 0 sec b) 10 sec ¢) 50
sec d)100 sec

Figure IV.26. Effect of energy ratio on grain growth rate oftdes during sintering
Figure IV.27. Effect of grain size distribution on the grairogth

Figure 1V.28. Microstructural evolution of multiparticles durisintering process at time a) 0 sec
b) 2 sec ¢) 20 sec d) 100 sec e) 125 sec f) 156 sec

Figure 1V.29 Schematic of the models with different loadingditions. (a) Elastic Constants; (b)
Indentation creep; (c) Tensile creep

Figure 1V.30. Grain growth in a polycrystalline structure aba sec b) 5 sec c) 25 sec d) 50 sec

Figure IV.31. Variation of no. of grains over time for a) diféat interface width b) different
interface energy

Figure 1V.32. Stress Variation over time for a) different ifiéee width b) different interface
energy

Figure IV.33. Grain orientations considered for the model

Figure IV.34. Grain boundary diffusion and grain growth undasgc loading at time
b) 0.02 sec b) 4 sec

Figure IV.35. Grain boundary diffusion and grain growth undespc loading

Figure 1V.36. a) Initial configuration with grain boundary b)aMimum displacement leading to
creep deformation

Figure IV.37. Creep strain a) 10 sec b) 200 sec
Figure IV.38. Von Mises stress a) 10 sec b) 200 sec
Figure IV.39. Eigen strain in a) x direction b) y direction

Figure IV.40. Stress variation in a) x direction b) y direction
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V. List of Acronyms and Abbreviations
AES: Auger Electron Spectroscopy
CALPHAD: Calculation of Phase Diagram
FIB: Focused ion beam

GB: Grain Boundary

HRTEM: High-Resolution Transmission Electron Miatopy
SEM: Scanning electron microscopy
SPS: Spark plasma sintering

TEM: Transmission Electron Microscopy
XRD: X-ray diffraction

PFM: Phase Field Modeling

FEM: Finite element Modeling
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