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I. INTRODUCTION

SCinet is the purpose-built network that operates during the
International Conference for High Performance Computing,
Networking, Storage and Analysis (Super Computing or SC).
Created each year for the conference, SCinet brings to life a
high-capacity network that supports applications and experi-
ments that are a hallmark of the SC conference. The network
links the convention center to research and commercial net-
works around the world. This resource serves as a platform for
exhibitors to demonstrate the advanced computing resources
of their home institutions and elsewhere by supporting a wide
variety of applications.

Volunteers from academia, government and industry work
together to design and deliver the SCinet infrastructure. In-
dustry vendors and carriers donate millions of dollars in
equipment and services needed to build and support the local
and wide area networks. Planning begins more than a year
in advance of each SC conference and culminates in a high-
intensity installation in the days leading up to the conference.

II. ARCHITECTURE

The SCinet architecture for SC16 illustrates a dramatic
increase in participation from the vendor community, particu-
larly those that focus on network equipment. Software-Defined
Networking (SDN) and Data Center Networking (DCN) are
present in nearly all aspects of the design. The team that
designed SCinet’s architecture also envisioned an Optical
Transport Network (OTN) Infrastructure to deploy capability
around the exhibit floor, and then connect to external entities.
The use of a metro ring, and data center transport, is a new
design element that enabled several demonstrations in booths
2611 and 2537. These booths were defined as Booth Network
Operation Centers (BNOCs), an evolution of the classical
Distributed Network Operation Center (DNOC), to offer a
more concentrated agglomeration of 100GbE uplinks using
OTU-4. Additional advancements include the incorporation
of external connectivity to cloud providers, a feature used to
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support high-capacity data transfer and analysis, required by
teams focused on network security. The Network Operation
Center (NOC) of the SC16 exhibit floor had a WAN capacity
of 3.1 Tb/s, routing and switching capacity of 14 Tb/s, and
metro ring distribution of 5 Tb/s. This enabled a total capacity
of 22.1 Tb/s for the combined network infrastructure. During
a final demonstration push, a measurement of 1.1 Tb/s usage
on the WAN was achieved, along with 3.25 Tb/s on the exhibit
floor.

III. CONCLUSION & FUTURE WORK

The SCinet architecture is fluid and modified yearly to
support the needs of the conference and the availability of
resources within the geographic area of the event. Planning for
the next year starts as early as June of the previous year, with
volunteers evaluating the conference facility and capability of
local network infrastructure.

IV. DISCLAIMER

This document was prepared as an account of work spon-
sored by the United States Government. While this document
is believed to contain correct information, neither the United
States Government nor any agency thereof, nor the Regents
of the University of California, nor any of their employees,
makes any warranty, express or implied, or assumes any legal
responsibility for the accuracy, completeness, or usefulness
of any information, apparatus, product, or process disclosed,
or represents that its use would not infringe privately owned
rights. Reference herein to any specific commercial product,
process, or service by its trade name, trademark, manufacturer,
or otherwise, does not necessarily constitute or imply its
endorsement, recommendation, or favoring by the United
States Government or any agency thereof, or the Regents of the
University of California. The views and opinions of authors
expressed herein do not necessarily state or reflect those of
the United States Government or any agency thereof or the
Regents of the University of California.

This manuscript has been authored by an author at Lawrence Berkeley National Laboratory under Contract No. DE-AC02-05CH11231 with the U.S. Department of Energy. The U.S.
Government retains, and the publisher, by accepting the article for publication, acknowledges, that the U.S. Government retains a non-exclusive, paid-up, irrevocable, world-wide
license to publish or reproduce the published form of this manuscript, or allow others to do so, for U.S. Government purposes.
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