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Abstract

This report describes the use of cloud computing services for running complex public domain 
performance assessment problems.  The work consisted of two phases:   Phase 1 was to demonstrate 
complex codes, on several differently configured servers, could run and compute trivial small scale 
problems in a commercial cloud infrastructure.  Phase 2 focused on proving non-trivial large scale 
problems could be computed in the commercial cloud environment.  The cloud computing effort was 
successfully applied using codes of interest to the geohydrology and nuclear waste disposal 
modeling community.
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NOMENCLATURE

AWS Amazon Web Services (for more information on AWS see 
(https://aws.amazon.com/documentation/)

AWS GovCloud (US) is an isolated AWS region designed to host sensitive data and regulated 
workloads in the cloud, helping customers support their U.S. government compliance requirements, 
including the International Traffic in Arms Regulations (ITAR) and Federal Risk and Authorization 
Management Program (FedRAMP). AWS GovCloud (US) is operated by employees who are vetted 
"U.S. Persons" and root account holders of AWS accounts must confirm they are U.S. Persons 
before being granted access credentials to the region (https://aws.amazon.com/govcloud-us/)

AMI Amazon Machine Image - An encrypted machine image stored in Amazon Elastic Block 
Store (Amazon EBS) or Amazon Simple Storage Service. AMIs are like a template of a computer's 
root drive. They contain the operating system and can also include software and layers of your 
application, such as database servers, middleware, web servers, and so on. 
(http://docs.aws.amazon.com/AWSEC2/latest/UserGuide/AMIs.html)

CLI Command Line Interface

Debian Debian a free computer operating system which is the set of basic programs and utilities 
that make your computer run.

Debian/Ubuntu a Debian-based Linux operating system for computers

EC2 Elastic Compute Cloud - A web service that enables you to launch and manage 
Linux/UNIX and Windows server instances in Amazon's data centers (https://aws.amazon.com/ec2/)

EC2 Instance A compute instance in the Amazon EC2 service (effectively a virtual server) 
(https://aws.amazon.com/ec2/)

Fedora  Fedora is a free distribution and community project and upstream for Red Hat Enterprise 
Linux (http://fedoraproject.org/wiki/Red_Hat_Enterprise_Linux)

Fedora/RHEL Red Hat Enterprise Linux (or RHEL) is a commercially supported derivative of 
Fedora tailored to meet the requirements of enterprise customers. It is a commercial product from 
Red Hat which also sponsors Fedora as a community project. Fedora is upstream for Red Hat 
Enterprise Linux but there are several other Derived distributions available too. 
(http://fedoraproject.org/wiki/Red_Hat_Enterprise_Linux)

FedRAMP Federal Risk and Authorization Management Program, is a U,S. government-wide 
program that provides a standardized approach to security assessment, authorization, and continuous 
monitoring for cloud products and services (https://aws.amazon.com/compliance/fedramp/)

HPC High Performance Computing

HVM Hardware assisted virtual machine

IAM Identity and Access Management - A web service that enables Amazon Web Services 
(AWS) customers to manage users and user permissions within AWS (https://aws.amazon.com/iam/)

https://aws.amazon.com/documentation/
https://aws.amazon.com/govcloud-us/
http://docs.aws.amazon.com/AWSEC2/latest/UserGuide/AMIs.html
https://aws.amazon.com/ec2/
https://aws.amazon.com/ec2/
http://fedoraproject.org/wiki/Red_Hat_Enterprise_Linux
http://fedoraproject.org/wiki/Red_Hat_Enterprise_Linux
https://aws.amazon.com/compliance/fedramp/
https://aws.amazon.com/iam/
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ITAR International Traffic in Arms Regulations - An export control regulations run by different 
departments of the US Government designed to help ensure that defense related technology does not 
get into the wrong hands (https://aws.amazon.com/compliance/itar/)

LTS Long-term support

MPI Message Passing Interface – a standardized and portable message-passing system designed 
by a group of researchers from academia and industry to function on a wide variety of parallel 
computing architectures (https://www.open-mpi.org/)

Open MPI Open source message passing interface (https://www.open-mpi.org/)

PETSc Portable, Extensible Toolkit for Scientific Computation - a sophisticated suite of data 
structures and routines for the scalable (parallel) solution of scientific applications modeled by 
partial differential equations (http://www.mcs.anl.gov/petsc/)

PFLOTRAN Parallel Flow and Transport -  an open source, state-of-the-art massively parallel 
subsurface flow and reactive transport code. Solves a system of generally nonlinear partial 
differential equations describing multiphase, multicomponent and multiscale reactive flow and 
transport in porous materials. (http://www.pflotran.org/)

RDP Remote Desktop Protocol

RedSky Sandia National Laboratories High Performance Computing System

 S3 Simple Storage Service – Amazon AWS secure, durable, highly-scalable cloud storage 
(https://aws.amazon.com/s3/)

Sky Bridge Sandia National Laboratories High Performance Computing System

SNL Sandia National Laboratories

SRN Sandia Restricted Network

SSH Secure Shell - a cryptographic network protocol for operating network services securely 
over an unsecured network

Tenancy An attribute of an AWS EC2 instance allowing selection of ‘dedicated’ and ‘non-
dedicated’ servers

vCPU Virtual CPU

VPC Virtual private cloud. An elastic network populated by infrastructure, platform, and 
application services that share common security and interconnection (https://aws.amazon.com/vpc/)

WIPP Waste Isolation Pilot Plant

YMP TSPA Yucca Mountain Project Total System Performance Assessment

https://aws.amazon.com/compliance/itar/
https://www.open-mpi.org/
http://www.mcs.anl.gov/petsc/
http://www.pflotran.org/
https://aws.amazon.com/s3/
https://aws.amazon.com/vpc/
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1. INTRODUCTION

Cloud Computing can efficiently enable Sandia’s missions.  Sandians often need timely access to 
large scale computing resources that are not always accessible using Sandia’s on premises hardware 
that may be serving other mission priorities.  Also, Sandia currently buys, sometimes repeatedly, 
expensive hardware (servers, and network architecture) that we could more easily and effectively 
employ through existing commercial cloud services.  Nearly unlimited computing resources are 
available on demand, and can be tailored to secure advantageous pricing.  Complex computer codes 
are ideal candidates for exploring the efficacy of cloud deployment.

This document describes the use of cloud computing services for running public domain complex 
performance assessment problems.  The problem statement: Based on the predicate of costs for 
building, configuring, monitoring local hardware systems for the Organizations 6220 and 6930, 
could problems be computed in the cloud akin to the archetypical problems computed by the 
geohydrology and nuclear waste disposal modeling community at Sandia.  The work consisted of 
two phases:   Phase 1 was to demonstrate complex codes, on several differently configured servers, 
could run and compute trivial small scale problems in a commercial cloud infrastructure.  Phase 2 
focused on proving non-trivial large scale problems could be computed in the commercial cloud 
environment.  The cloud computing effort was successfully applied using codes of interest to the 
geohydrology and nuclear waste disposal modeling community with very limited resources.  

An additional benefit of running such codes in a non-SNL environment could be to provide access to 
collaborators, regulators, and other interested parties.  Limiting the execution of such computational 
codes to SNL on-premises hardware practically excludes access by others.   Making access available 
to others could improve perceptions of the computational process.

2. APPROACH 

In order to accomplish the objective, the following choices were made:
Computing Infrastructure – Amazon Web Services (AWS)
Operating Systems - Debian and Fedora based Linux distributions 
Complex Codes – Open MPI, MPICH, PETSc and PFLOTRAN
Trivial small scale problems - sample problems provided by PFLOTRAN
Nontrivial large scale problems - a custom public domain archetypical geohydrology and nuclear waste 

disposal modeling problem.

Use of AWS for execution of large compliance codes requires:
Detailed knowledge of what it takes to run the actual code
Detailed knowledge of network/operating systems functions for the server on which the code will be 

run.  In some circumstances this knowledge will reside in a single MOW; however, in most cases this 
will require a joint effort between knowledgeable Technical and IT MOW.
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2.1. Phase 1 
The objective of the first phase was to demonstrate that complex codes, on several differently 
configured servers, could run and compute trivial small-scale problems in a commercial cloud 
infrastructure.

The following high-level steps were taken to enable the completion for Phase 1: 
Establish an AWS account
Creation of the various virtual machines
Accessibility to the virtual machines from SNL machines via SSH using generated Private and Public 

keys (Figure 13) 
Configuration of dedicated and non-dedicated Debian and Fedora Linux based virtual server instances 

large enough to run PFLOTRAN and its sample problems (Demo Simple Flow, Calcite and CO2 
Sequestration)

Creation of AMIs to save configuration state of the virtual machines (i.e. specific software versions, 
files, users)

Execution of the example problems to compute with one processor
Ensure the capability to harness additional processors from the virtual machines for computational needs 

for the next phase.  

Once the sample problems were successfully computed on the various virtual machines using a 
single processor for computation then Phase 2 could begin.  

2.2. Phase 2
The second phase originated out of the desire to compute a public domain modeling problem for the 
Cloud was due to the costs related to outsourcing computing systems and local computing systems 
for projects (akin to the modeling problems analyzed by the geohydrology and nuclear waste 
disposal community at Sandia).

This phase evaluates such circumstances by initiating and configuring large servers similar to what 
would be needed to run very large compliance problems.  For this, cloud server calculation used 
PFLOTRAN to solve generic flow and transport in fractured crystalline rock problems.  The 
experiment included test runs of the public domain granite problem computed by virtual machines in 
the cloud.  The cloud computations were then compared to the same problem computed on SNL’s 
Sky Bridge and Red Sky.  The computational comparison focused on precision and accuracy of the 
results; although, computational time was noted as well.
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3. APPLICATION FOR GEOHYDROLOGY AND NUCLEAR WASTE

3.1. Configuring the Cloud Computing Environment
Cloud computing offers powerful expressiveness, for this particular case the infrastructure, 
configuration and deployment of the needed environment was software defined.  Depending on the 
need, a virtual machine from one virtual CPU (vCPU) to 128 vCPUs was readily at hand for use.  
Additionally, the ability to quickly install and create the needed technologies to compute (i.e. PETSc 
and PFLOTRAN, as well as the needed software packages to enable those technologies GNU C 
Compiler, GNU Fortran Compiler) was easily leveraged via software-defined methods.  

Amazon Web Services can be accessed in various methods as such: web user interface (WUI), 
command line interface (CLI), and software development kits.  The WUI and CLI were heavily 
leveraged to complete needed actions for the project.  Please reference AWS documentation and 
tutorials for details regarding how to use the WUI and CLI 
(https://aws.amazon.com/documentation/aws-support/).  

Two Linux operating systems, Ubuntu and Amazon, were selected to compute the problems.  
Additionally, the Amazon flavor was used as a basis for comparison to Sandia’s high performance 
computing platforms RedSky and Sky Bridge (selected for this study), which both use Red Hat 
Enterprise Linux (RHEL); both Amazon and RHEL are Fedora Linux based.

The selected instance types ranged from use of the T2, C4 and X1 server family types; based on the 
selected need of virtual hardware resources.  For the trivial PFLOTRAN example problems, the T2 
and C4 server family types were used; the X1 server family types were used for the large non-trivial 
public domain fractured granite problems.

The operating system environment for the machines were autonomously configured via AWS user 
data.  Bash scripts were used to automate the configuration and post-installation of the machines, 
which increased expressiveness for computing; and allowed the needed infrastructure to be codified.

Amazon Machine Images (AMIs) were created to save state for the project; entire infrastructure 
configuration was saved via this methodology, including: specific versions for PETSc and 
PFLOTRAN and additional software packages.  The ability to save entire configuration 
environments proved to be most useful when PFLOTRAN was upgraded to a new version in the 
middle of the project.

Access to the provisioned AWS machines was configured and controlled via AWS security groups; 
which port 22 was available for ingress communication strictly to specific Internet Protocol 
addresses deemed appropriate.  With the specific port and IP whitelisted as approved ingress socket 
communication, secure shell (SSH) was leveraged for means of interacting with the provisioned 
machines.  For the project, Google’s Chrome SSH plugin was used to established the SSH 
connections to the machines.
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3.2. Description of PFLOTRAN computational software
Simulations were run with PFLOTRAN, an open source, state-of-the-art massively parallel 
subsurface flow and reactive transport code (Hammond et al., 2014).

3.3. Execution of PFLOTRAN Example Problems
The first part of the PFLOTRAN modeling demonstration was based on selected PFLOTRAN 
example problems.  These problems are part of the sample problems that come with the numerical 
code. A few of the example problems were applied to the cloud computing testing.  Two of the 
example problems are discussed below.

3.3.1. Calcite Example Problem
The Calcite example problem includes modeling of diffusion of a tracer material and reaction of 
calcite in a homogenous cubic domain.  Domain geometry is 1 m x 1 m x 1 m, and the mesh includes 
32,768 grid blocks (32 x 32 x 32).  Figure 1 shows the mesh used in the example problem.

Material properties used are:
Permeability = 10-12 m2

Porosity = 0.25
Tortuosity = 1.0
Diffusion coefficient = 10-9 m2/s

Boundary conditions 
The problem simulates tracer transport by diffusion only.  A pulse injection of tracer is applied at the 
center of the domain (0.45, 0.45, 0.45) - (0.55,0.55,0.55).  A concentration of 1 mol/L is prescribed 
at the pulse injection location. A background concentration of 1e-8 mol/L is applied elsewhere in the 
domain.

For the simulation the PFLOTRAN numerical software (Hammond et al., 2014) was used.  Use of 
PFLOTRAN allowed for high performance parallel computing utilizing many processors.

Modeling and results
The Calcite example problem was run on Sandia’s high performance computing system (RedSky 
and Sky Bridge) and on AWS Amazon cloud system.  Results of simulations on AWS are shown in 
Figures 2 and 3 showing tracer concentration and calcite reaction rate, respectfully, after one year of 
simulation time.
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Figure 1. Mesh for Calcite example problem with 32,768 grid blocks

Figure 2. Distribution of tracer concentration after one year of simulation time
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Figure 3. Distribution of Calcite rate after one year of simulation time

Computation time and results comparison Computing times on several AWS server setups were 
compared with Sandia’s RedSky, part of the high performance computing system.  The Calcite 
example problem was run on several AWS instances with different operating systems, different 
Linux versions, two AWS tenancy options and “bind-to-socket” state.  Table 1 shows the 
computation times for the various AWS runs were also compared to computation times of running 
the example problem on RedSky.  Figure 4 shows “global tracer Mass balance” output vs time for 
the Calcite example problem, from the different AWS systems and RedSky.  The results are virtually 
identical which indicates that the output were successfully reproduced on the various AWS systems. 
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Table 1. Simulation run times for the Calcite example problem

MPI 
Type

Linux 
Version OS

EC2 
Instance1 

Type

Cores
(vCPUs)

Memory
(GiBs) Tenancy np2

Compute
Time in 
Seconds

RedSky3 Open
MPI Fedora RHEL6 N/A N/A N/A N/A 1 1.52220E+02

AWS Open 
MPI Fedora

Amazon 
Linux 
AMI 

2016.03.1 
(HVM)

c4.8xlarge 36 60 Non 
dedicated 1 2.10660E+02

AWS Open 
MPI Fedora

Amazon 
Linux 
AMI 

2016.03.1 
(HVM)

c4.8xlarge 36 60 Dedicated 
Instance 1 2.12430E+02

AWS Open 
MPI Debian

Ubuntu 
Server 
14.04 
LTS 

(HVM)

c4.8xlarge 36 60 Non 
dedicated 1 2.09950E+02

AWS Open 
MPI Debian

Ubuntu 
Server 
14.04 
LTS 

(HVM)

c4.8xlarge 36 60 Dedicated 
Instance 1 2.08210E+02

1 See https://aws.amazon.com/ec2/instance-types/ for explanation of Amazon EC2 Instance Types
2 np means number of processes and represents the number of processors used for an initiated program
3 RedSky has 2846 nodes with 22768 cores; and 12 GB RAM per compute node

https://aws.amazon.com/ec2/instance-types/
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Calcite Example Problem: Comparison of Output from Redsky and AWS

Redsky np=1

Fedora dedicated np=1

Fedora non-dedicated np=1

Debian dedicated np=1

Debian non-dedicated np=1

Figure 4. Calcite example problem: comparison of global tracer mass balance vs time for the various 
runs

3.3.2. CO2 Injection Example Problem
The example problem includes injection of CO2 into a homogenous rock.  Domain geometry is 321 
m x 321 m x 51 m, and the structured mesh includes 65,025 grid blocks (51 x 51 x 25). Figure 5 
shows the mesh used in the example problem.
Material properties used are:
Permeability in x, y and z = 10-15, 10-15,10-17 m2

Porosity = 0.15
Tortuosity = 0.1
Diffusion coefficient = 10-9 m2/s
Residual gas saturation = 0.0
Van Genuchten parameters: l = 0.762, a = 7.5 x 10-4

Capillary Pressure parameters: maximum = 1 x 106, BETAC = 2., Power = 7.0

Initial conditions 
Initially the system is at hydrostatic pressure conditions and constant temperature of 50 °C.
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Boundary conditions 
At the top of the domain pressure is held constant at 20 MPa.  CO2 is injected at a point (160, 160, 
20) - (160,160,20).  Rate of injection is: 1e-4 kg/s for 0.0 to 10.0 years.  The injection is stopped 
after 10 years.  A background concentration of 1e-6 mol/L is applied elsewhere in the domain.  

For the simulation the PFLOTRAN numerical software (Hammond et al., 2014) was used.  Use of 
PFLOTRAN allowed for high performance parallel computing utilizing many processors.  Figures 6 
shows CO2 concentration after simulation time of 5000 years.

Figure 5. Mesh for CO2 injection example problem with 65,025 grid blocks

Figure 6. Distribution of CO2 concentration after simulation time of 5000 years
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Computation time and results comparison
Computing times on several AWS setups and Sandia’s RedSky, part of the high performance 
computing system, were also compared.  The CO2 injection example problem was run on several 
AWS instances with different operating systems, different Linux versions, two AWS tenancy options 
and “bind-to-socket” state.  The computation times for the various AWS runs were also compared to 
computation times of running the example problem on RedSky.  The results are shown in Table 2.
Figure 7 shows comparison of global CO2 mass in water phase vs time for the various runs for the 
CO2 injection example problem, from the different AWS systems and RedSky.  The results are 
virtually identical which indicates that the output were successfully reproduced on the various AWS 
systems. 

Table 2. Simulation run times for the CO2 injection example problem

MPI 
Type

Linux 
Version OS

EC2 
Instance1 

Type
Cores

(vCPUs)
Memory
(GiBs) Tenancy np2

Compute
Time in 
Seconds

RedSky3 Open
MPI Fedora RHEL6 N/A N/A N/A N/A 1 4.14830E+02

AWS Open 
MPI Fedora

Amazon 
Linux 
AMI 

2016.03.1 
(HVM)

c4.8xlarge 36 60 Non 
dedicated 1 5.43390E+02

AWS Open 
MPI Fedora

Amazon 
Linux 
AMI 

2016.03.1 
(HVM)

c4.8xlarge 36 60 Dedicated 
Instance 1 5.33930E+02

AWS Open 
MPI Debian

Ubuntu 
Server 
14.04 
LTS 

(HVM

c4.8xlarge 36 60 Non 
dedicated 1 5.29980E+02

AWS Open 
MPI Debian

Ubuntu 
Server 
14.04 
LTS 

(HVM

c4.8xlarge 36 60 Dedicated 
Instance 1 1.41010E+03

1 See https://aws.amazon.com/ec2/instance-types/ for explanation of Amazon EC2 Instance Types
2 np means number of processes and represents the number of processors used for an initiated program
3 RedSky has 2846 nodes with 22768 cores; and 12 GB RAM per compute node

https://aws.amazon.com/ec2/instance-types/
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3.4. Execution of Geohydrology and Nuclear Waste Problem

3.4.1. Example Problem for Flow and Transport in Fractured Granite Rock
This public domain example problem is on flow and transport in fractured granite rock.  The 
problem was selected to represent an actual modeling case for flow and transport in a generic high-
level radioactive waste repository in fractured granite host rock.  In the example permeability field is 
generated using the Fracture Continuum fracture characterization model (FCM) (Wang et al., 2016).  
A model domain of 1 km x 1 km x 1 km was used.  For the FCM model a constant grid block size of 
10 m x 10 m x 10 m was used, resulting in a mesh size of 106 grid blocks (Figure 8).  Figure 9 shows 
the permeability field used in this example, which is one realization of the FCM method.  Details 
such as fracture parameters and statistical data used for the different modeling tasks are described in 
Wang et al. (2016).

For this example, problem flow is driven from west to east (x=1 km) with a constant pressure of 
1.001 MPa on the west face (x=0) and constant pressure of 1 MPa on the east face.  The rest of the 
faces have no flow boundary conditions. 

For the simulation the PFLOTRAN numerical software (Hammond et al., 2014) was used.  Use of 
PFLOTRAN allowed for high performance parallel computing utilizing many processors.  A flow 
run is first carried out to obtain steady state flow field.  The fluxes from steady state flow are then 
used to drive the transport, and the breakthrough curve on the east face is calculated for comparing 
output of the different computing systems.

Figure 8. Mesh for granite example problem with 1,000,000 grid blocks
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Figure 9. Permeability field for granite example problem with 1,000,000 grid blocks

Computation time and results comparison

Comparison was made of computing times on an AWS setup and Sandia’s Sky Bridge, part of the 
high performance computing system.  The example problem was run on an AWS X1 instance type.  
The computation times for the various AWS runs were also compared to computation times of 
running the example problem on Sky Bridge.  The results are shown in Table 3.

Figure 10 shows comparison of normalized breakthrough output on the east face vs time for the 
various runs for the granite example problem, from the AWS system and Sky Bridge. The results are 
identical which indicates that the output were successfully reproduced on the various AWS systems. 

A second test problem was also used to compare results on Sandia’s Sky Bridge and an AWS 
instance. In this case the permeability field was replaced by a constant permeability of 5 x 10-17 m2. 
Flow and transport simulations were carried out on Sky Bridge and AWS. The results are shown in 
Table 4. Figure 11 shows comparison of normalized breakthrough output on the east face vs time for 
the various runs for the constant permeability granite example problem, from the AWS system and 
Sky Bridge. The results are identical which indicates the output was successfully reproduced on the 
various AWS systems. 
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Table 3. Simulation run times for the granite example problem with variable permeability

MPI 
Type

Linux 
Version OS

EC2 
Instance1 

Type

Cores
(vCPUs)

Memory
(GiBs) Tenancy np2

Compute 
Time in 
Hours

Sky 
Bridge3

Open
MPI                  Fedora RHEL6 N/A N/A N/A N/A 128 3.7853E-01

G
ra
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te

 P
ro

bl
em

: 
T

ra
ns

po
rt

 R
un

AWS MPICH Fedora

Amazon 
Linux 
AMI 

2016.03.1 
(HVM)

x1.32xlarge 128 1952 Non 
dedicated 128 1.1042E+00

Table 4. Simulation run times for the granite example problem with constant permeability

MPI 
Type

Linux 
Version OS

EC2 
Instance1 

Type

Cores
(vCPUs)

Memory
(GiBs) Tenancy np2

Compute 
Time in 
Hours

Sky 
Bridge3

Open
MPI                        Fedora RHEL6 N/A N/A N/A N/A 128 .2774E+00

AWS MPICH Fedora

Amazon 
Linux 
AMI 

2016.03.1 
(HVM)

x1.32xlarge 128 1952 Non 
dedicated 128 1.6444E+00

G
ra

ni
te

 P
ro

bl
em

: 
Fl

ow
 R

un

Sky 
Bridge3

Open
MPI                  Fedora RHEL6 N/A N/A N/A N/A 128 .27787E+00

G
ra

ni
te

 P
ro

bl
em

: 
T

ra
ns

po
rt

 R
un

AWS MPICH Fedora

Amazon 
Linux 
AMI 

2016.03.1 
(HVM)

x1.32xlarge 128 1952 Non 
dedicated 128 1.9697E+00

1 See https://aws.amazon.com/ec2/instance-types/ for explanation of Amazon EC2 Instance Types
2 np means number of processes and represents the number of processors used for an initiated program
3 Sky Bridge has 1848 nodes with 29568 cores; and 64 GB RAM per compute node 

https://aws.amazon.com/ec2/instance-types/
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Figure 10. Granite variable permeability example problem: comparison of relative breakthrough results 
vs time for AWS and Sky Bridge

Note: Results are nearly identical so graph lines overlap
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Figure 11. Granite constant permeability example problem: comparison of relative breakthrough 
results vs time for AWS and Sky Bridge

Note: Results are nearly identical so graph lines overlap
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4. RESULTS AND CONCLUSION

The objective of this study was to investigate the possibility of conducting numerical modeling 
relevant to geohydrology and nuclear waste disposal needs on the cloud.  The results documented in 
this report demonstrate that large scale simulations can be efficiently executed on Amazon’s cloud 
system, AWS and that use of AWS is cost effective (Appendix C).

As part of the demonstration the open source numerical code PFLOTRAN was utilized to model 
porous medium example problems and a realistic problem on flow and transport in fractured 
crystalline rock, with a million grid blocks.  The simulations were used to test a variety of AWS 
options (tenancy, Linux server types, capacity, etc.).   Results were compared with Sandia based 
high performance computing platforms (RedSky and Sky Bridge).  As shown in the report the 
outputs from cloud based simulations were identical with those from Sandia’s RedSky and Sky 
Bridge.  By comparing run time and overall cost of the different AWS options the simulations 
demonstrated efficient and cost effective choices can be made for cloud computing.
Recommendation for future work includes use of a multi-server system to allow modeling of larger 
problems in more reasonable amount of time.  This would allow simulations of complex public 
domain problems not attempted in the current study.  Future work should also include other test 
problems of importance to the geohydrology and nuclear waste disposal community. 

Overall, the following was demonstrated:
 complex codes were readily run on the Amazon Web Services (AWS) infrastructure. 
 complex codes were readily run on the AWS infrastructure using multiple servers (platforms) in 

different configurations.
 runtimes for the trivial problems on different platforms can be materially different
one run of a public domain granite problem was compared to the same problem run on SNL’s on 

premises Sky Bridge HPC.  The problem was computed in AWS using a single node with 1,952 GiB 
of DDR4 based memory and 128 virtual processors.

This demonstration accomplished its goals.  Future work should focus on resolving technical issues 
related to executing complex codes employing multiple computing nodes, and addressing frequently 
expressed, but not necessarily supported, security concerns about running codes and problems 
considered to be OUO in the cloud.

Insight into persistent problems inherently associated with complex compliance calculations was 
gained.  Appendix C presents other useful observations drawn from the project. Also, an ancillary 
concern related to performing such calculations in the Cloud is that depending on how one 
configures the server instance(s) one may not know specifically what hardware is being used (and 
where it is located) to perform the calculation.  This uncertainty may or may not influence the results 
of the calculation.
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 Appendix A - Guide to Launching a Virtual Machine on AWS
Log into AWS Web Console
https://console.aws.amazon.com/ 

Create EC2 Instance
The Amazon Web Services directory dashboard lists provided services and service products
Click on EC2 under Compute
Click the Launch Instance button
You will be brought to Step 1: Choose an Amazon Machine Image (AMI) 

(please read the ‘Additional Information’ in the right panel)
o Select the Amazon Linux 64 Bit AMI HVM SSD Volume AMI (it should be the first AMI 

listed) under the Quick Start menu
Next Step 2: Choose an Instance Type (please read the information at the ‘Learn More’ hyperlink)
o A long listing of Instance Types accompanied with associated attributes will be displayed
o Click on c4.8xlarge type
The checkbox at the far left of the row should be filled in
o Click on the Next: Configure Instance Details button
o Next Step 3: Configure Instance Details (Details relating to the instance will be provided)
o Select enable for Auto-assign public IP
o Click the Next: Add Storage button
Next Step 4: Add Storage (please read the information at the ‘Learn More’ hyperlink)
o Storage specifications for the instance will be listed 
o Ensure Delete on Termination is checked and keep the default Size and Volume Type
o Click the Next: Tag Instance button
Next Step 5: Tag Instance (please read the information at the ‘Learn More’ hyperlink)
o Two columns will be displayed: Key and Value
o A row will be displayed under the column headers
o Enter the text Instance Name into the row's second column

 Ensure Name is in the row's first column textbox
o Click the Next: Configure Security Group button
Next Step 6: Configure Security Group (please read the information at the ‘Learn More’ hyperlink)
o Ensure the Create a new security group radio button is selected for Assign a security group
o Enter Security Group Name for the Security group name
o Enter Security Group Name for the Description
o Ensure a default rule Type is SSH and Source is Custom IP with the Public IP you will be 
accessing the instance from along with /32 (X.X.X.X/32)
o Click Review and Launch
Next Step 7: Review Instance Launch
o The previous steps and selections will be displayed for review
o Ensure proper selections were made
o Click the Launch button
Next Select an existing key pair or create a new key pair 
o Select Create a new key pair 
o Enter KeyPair in the textbox for the Key pair name
o Click the Download Key Pair button
o After the key pair is downloaded, click the Launch Instances button

https://console.aws.amazon.com/
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SSH to the EC2 Instance
The Launch Status will be displayed along with additional information
o Click the View Instances button
o All instances will be displayed with additional information
o Enter Instance Name in the filter textbox field 
o When the Status Check is displayed as 2/2 checks passed, click on your instance
o Another pane will display attributes associated to the instance, find the Public IP
o SSH to your new instance ssh –i /location/to/your/keypair.pem ec2-user@Public IP (replace the 

Public IP with the actual public IP of the created Instance)
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Appendix B - Observations from the Demonstration Project

Security
One source of persistent resistance to using commercial cloud services revolves around security (i.e. 
upload and accessibility of OUO (or CUI) materials to the cloud).  This seems to be mostly a ‘red 
herring’, since access to a cloud server instance can be restricted to an individual port for a specific 
IP address.  The only more secure connection is no connection at all.  

This demonstration used a Federal Risk and Authorization Management Program (FedRAMP) 
approved region in AWS.  Note that all AWS regions located inside the United States are FedRAMP 
approved at a moderate impact level.  Additionally, there is an ITAR and FedRAMP approved 
region called GovCloud.  Because it was not available at the time the demonstration account was 
established, investigating this region was outside of the scope of the project.  However, initial 
examination suggests AWS GovCloud may address most serious security concerns (Appendix D, 
and AWS, 2016).  If available at the time the AWS account was established, it would have been 
preferable to associate the account with AWS GovCloud (US) to remove most, if not all, related 
security questions.  This approach should be taken in future endeavors. 

For expediency, the demonstration took an approach that avoided the entire security question and did 
not avail ourselves of any of the advanced security features offered by AWS because:
PFLOTRAN is an open source, massively parallel subsurface flow and reactive transport code.
The calculation used PFLOTRAN to solve flow and transport problems simulated in generic fractured 

crystalline rock, and the simulations are public domain.

Amazon EC2 works in conjunction with Amazon VPC to provide security and robust networking 
functionality for compute resources (https://aws.amazon.com/ec2/).
AWS compute instances are located in a Virtual Private Cloud (VPC) with an IP range that you specify. 

You decide which instances are exposed to the Internet and which remain private.
Security Groups and networks ACLs allow you to control inbound and outbound network access to and 

from your instances.
You can connect your existing IT infrastructure to resources in your VPC using industry-standard 

encrypted IPsec VPN connections.
For additional isolation, you can provision your EC2 resources on Dedicated Hosts or as Dedicated 

Instances.  Both allow you to use EC2 instances in a VPC on hardware dedicated to a single customer. 

Amazon Virtual Private Cloud (https://aws.amazon.com/vpc/) 
This service allows one to provision a logically isolated section of the Amazon Web Services (AWS) 
cloud where the user can launch AWS resources in a virtual user defined network.  Complete control 
over the virtual networking environment is allowed, including selection of an IP address range, 
creation of subnets, and configuration of route tables and network gateways.

The network for the Amazon Virtual Private Cloud is easily configured.  Multiple layers of security 
can be leveraged, including security groups and network access control lists, to help control access 
to Amazon EC2 instances in each subnet.  Additionally, Hardware Virtual Private Network (VPN) 
connections between your corporate datacenter and your VPC can be created to leverage the AWS 
cloud as an extension of a corporate datacenter.

https://aws.amazon.com/vpc/
https://aws.amazon.com/vpc/
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Steps to launching a server instance on AWS
Choose an Amazon Machine Image (AMI) - An AMI is a template that contains the software 

configuration (operating system, application server, and applications) required to launch the instance. 
One can select an AMI provided by AWS, our user community, or the AWS Marketplace; or you can 
select one of your own AMIs.

Choose an Instance Type Amazon - EC2 provides a wide selection of instance types optimized to fit 
different use cases.  Instances are virtual servers that can run applications.  They have varying 
combinations of CPU, memory, storage, and networking capacity, and provide the flexibility to 
choose the appropriate mix of resources for given applications. 

Configure Instance Details - Configure the instance to suit your requirements.  One can launch multiple 
instances from the same AMI.

Add Storage – The subject instance will be launched with the specified storage device settings.  One can 
attach additional EBS volumes and instance store volumes to your instance, or edit the settings of the 
root volume. 

Tag Instance - A tag consists of a case-sensitive key-value pair.  For example, one could define a tag 
with key = Name and value = Webserver.  This can be used to uniquely name the subject instance.

Configure Security Group - A security group is a set of firewall rules that control the traffic for the 
specific instance.  One can add rules to allow specific traffic to reach your instance.

Review - This allows review of the instance launch details.  One can edit changes for each section.
Launch Click Launch to assign a key pair to your instance and complete the launch process.

Multiple server instances can be selected, configured, launched and displayed as shown in Figure 12.

Figure 12 Example of EC2 Server Instances Panel

Launching a server instance involves use of complex private keys as shown in Figure 13, adding to 
assurances of secure access to server instances.
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Figure 13 Example of a Private Key

AWS ACCOUNT ADMINISTRATION
Access to AWS is easily established by setting up an account at https://aws.amazon.com/.  One 
needs to provide a verifiable (Sandia) email address and a means of payment (credit card or P-Card).  
This established the account root credentials.  Credentials for users can then be set up using Identity 
and Access Management (IAM).  Root credentials allow the user to access billing related 
information, but AWS encourages using a separate credential for working within the account.  
Billing is straightforward and invoices explicitly identify the source(s) of charges (Figure 14).  Also, 
AWS billing and cost management details (Figures 15 and 16) are very helpful.

The account used for this demonstration was set up to charge to a P-Card.  Be sure to work with the 
P-Card owner and procurement to set up the details.  It is recommended that payment method be a P-
Card.  While this is allowable under SNL procurement rules, it needs to be backed up with 
someone’s Corporate Credit Card to account for unusual circumstances arise.

Be very careful to assure that server instances are not left in “Instance State Running”.  Charges will 
be applied for servers left in this state.  While one of AWS’ slogans is that ‘you only pay for what 
you use’, the converse is also true.  If you leave server instances in an active state, you will pay for 
using them even if they are not computing.  This can be expensive when being charged $10-15/hour 
of server time.  Further, even if all server instances are left in “Instance State Stopped” you may still 
incur charges for services like storage and static IP addresses.  While the hourly rates for these items 
are certainly not as expensive as server time, it can add up.  For example, a modest amount of 

https://aws.amazon.com/
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storage could cost several hundred dollars a month.  AWS makes monitoring billing and cost 
management straightforward (Figures 15, and 16), but you must monitor it to avoid surprises.

Figure 14 Example Invoice
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Figure 15 AWS Billing and Cost Management Example

Figure 16 AWS Billing and Cost Management Detail Example
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AWS COSTS for this Demonstration – AWS costs from February through September was $2210.95.  
For perspective that is about 22 hours of SNL-IT MOW unburdened time and 0.005 of the cost of 
the new TSPA server installed by 6220 in 2014.

AWS COSTS VS. ON-PREMISES HPC
Figure 17 is a CPU equivalent comparison of the cost of cloud-based servers versus the on-premises 
YMP TSPA server cluster (Cl-2014).  This comparison addresses only the annualized costs of the 
equipment itself and does not include personnel costs, which are considered equivalent.  The cost of 
the YM TSPA server cluster was about $300,000 plus installation and networking, and typically has 
been replaced about every four years.  For this analysis an annualized cost ranging from about 
$100,000 to $125,000 is assumed.  Such a server cluster has 640 CPUs whereas each AWS server 
chosen for the analysis has 128 vCPUs (virtual CPUs), a difference of a factor of five.  Hence the 
CPU equivalent of the YM TSPA server cluster annual cost is about $20,000 to $25,000 for the 
purposes of comparison to the specified AWS servers.

To exceed this cost range ($20,000 to $25,000) one would need to run the most expensive AWS 
server, (Microsoft_x1.32large) for over 1300 hours (about 8 weeks) per year and the 
Linux_x1.32xlarge server for over 1875 hours (about 11 weeks) per year.  This is a most 
conservative comparison, as it considers only ‘On-demand’ servers, the most expensive variety 
available on AWS.  There are extensive server and pricing options available on AWS.  For example, 
use of ‘reserved instances’ could reduce AWS server costs by 20-30% with little commitment, and 
up to 75% with substantial commitment.  Reserved instances are a pricing option for EC2 instances 
that discounts the on-demand usage charge for instances that meet the specified parameters. 
However, customers pay for the entire term of the instance, regardless of how they use it.

 

Figure 17 On Premises vs AWS On Demand Server Costs (CPU-equivalent)
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Potential Positive Influences on Regulatory Calculations
A common and reoccurring conundrum inherent to complex regulatory compliance calculations, such as 
that have occurred in the context of both the Waste Isolation Pilot Plant (WIPP) and Yucca Mountain 
(YM) projects consists of:
The compliance calculation is performed based on an on-premises software and hardware configuration, 

presented to a regulator and accepted as the basis for their affirmative action.
Time (years) passes and the software used for the calculation changes (is upgraded) and/or the hardware 

transitions to obsolescence or otherwise requires replacement.
Much effort is expended re-establishing and re-running the compliance calculation to demonstrate that 

the initial result, on which the regulatory action was based, can be reproduced with fidelity using the 
new/upgraded software/hardware configuration.

Hardware changes are often perceived as a potential source of possible influence on the calculation

The results of this demonstration illustrate that:
Calculation results are effectively identical, and independent of the server type (platform) and how it is 

configured (shared or dedicated).  This could be important in terms of convincing a regulator that 
within certain constraints, hardware has little impact on the results.

AMIs (Amazon Machine Images) have potentially great value on a rigorously regulated program.  
AMI’s provide an exact image of the compliance code state (software, operating system configuration, 
data, etc.) at the time results are recorded.  Preservation of the “AMI of record” would provide a 
valuable baseline and could provide a readily accessed “copy” of the original calculation to serve as a 
basis of comparison for proposed calculation additions or changes.
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Appendix C - AWS GovCloud Information
Information below is from https://aws.amazon.com/govcloud-us/  and 
https://aws.amazon.com/govcloud-us/security/.

https://aws.amazon.com/govcloud-us/
https://aws.amazon.com/govcloud-us/security/
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