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Abstract

An ever-increasing amount of evidence suggests that approximately one quarter of the
energy in the universe is composed of some non-luminous, and hitherto unknown, “dark
matter”. Physicists from numerous sub-fields have been working on and trying to solve
the dark matter problem for decades. The common solution is the existence of some
new type of elementary particle with particular focus on weakly interacting massive
particles (WIMPs). One avenue of dark matter research is to create an extremely sensi-
tive particle detector with the goal of directly observing the interaction of WIMPs with
standard matter. The Cryogenic Dark Matter Search (CDMS) project operated at the
Soudan Underground Laboratory from 2003-2015, under the CDMS II and SuperCDMS
Soudan experiments, with this goal of directly detecting dark matter. The next instal-
lation, SuperCDMS SNOLAB, is planned for near-future operation.

The reason the dark-matter particle has not yet been observed in traditional particle
physics experiments is that it must have very small cross sections, thus making such
interactions extremely rare. In order to identify these rare events in the presence of a
background of known particles and interactions, direct detection experiments employ
various types and amounts of shielding to prevent known backgrounds from reaching the
instrumented detector(s). CDMS utilized various  and neutron shielding to such an
effect that the shielding, and other experimental components, themselves were sources
of background. These radiogenic backgrounds must be understood to have confidence
in any WIMP-search result. For this dissertation, radiogenic background studies and
estimates were performed for various analyses covering CDMS II, SuperCDMS Soudan,
and SuperCDMS SNOLAB.

Lower-mass dark matter (0(10 GeV/ 02)) has become more prominent in the past

few years. The CDMS detectors can be operated in an alternative, higher-biased, mode



to decrease their energy thresholds and correspondingly increase their sensitivity to
low-mass WIMPs. This is the CDMS low ionization threshold experiment (CDMSlite),
which has pushed the frontier at lower WIMP masses. This dissertation describes the
second run of CDMSlite at Soudan: its hardware, operations, analysis, and results.
The results include new WIMP mass-cross section upper limits on the spin-independent
and spin-dependent WIMP-nucleon interactions. Thanks to the lower background and
threshold in this run compared to the first CDMSlite run, these limits are the most
sensitive in the world below WIMP masses of ~4 GeV/c?. This demonstrates also
the great promise and utility of the high-voltage operating mode in the SuperCDMS
SNOLAB experiment.
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Chapter 1

The Missing Matter Problem

1.1 The History of Cosmology

Human beings have theorized on the origin of the universe since the dawn of civilization.
The earliest cosmological descriptions were in the form of mythical creation accounts,
such as the Enuma Elish of Mesopotamia [1], the stories of Atum or Ptah of Egypt [2],
or the Genesis account of Israel [3]. Hellenistic natural philosophers first proposed
theories which purported general principles later adopted, and definitively proven, by
modern science. Democritus (c¢.460-¢c.370 BCE) hypothesized that matter is composed
of discrete building blocks: atoms. The theoretical basis for the modern atomic theory
of matter would be derived by Einstein over 2000 years later [4]. Aristarchus of Samos
(c.310-¢.230 BCE) was the first known Western philosopher of heliocentricism, the
theory that the Earth revolves around the sun as opposed to the commonly held opposite
view [5]. By the premises that the Sun and stars remain fixed, with the planets moving
around the Sun, Aristarchus also correctly deduced that in order to explain the non-
observation of parallax, the stars must be at a much greater distance than was commonly
thought. The ancient natural philosophers were faced with two choices: (1) a geocentric
universe or (2) this vast distance to the stars. Choice (1) was accepted almost exclusively,
including by Ptolemy (c.100-¢c.170 CE) [6], whose mathematical model of the universe,
coupled with the physical model of Aristotle (384-322 BCE) [7], would dominate the
Western view of the cosmos for hundreds of years to come.

The heliocentric idea did not re-enter Western thought on a grand scale until the 16*®
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century with the publication of De revolutionibus orbium coelestium by Copernicus [8].!
His heliocentric hypothesis began what is commonly called “The Copernican Revolu-
tion” and contributed to the budding, early-modern, science of the day. The Copernican
system was advocated for by Kepler [10] and Galileo [11], however a common objection
during their time was that there was no believable physical model upon which to base
the heliocentric construct. Such a physical model was provided by Newton in 1687 [12]

in the form of his law of universal gravitation

_ Gnm

F M(r)# (1.1)

r2 "
GN2m p(r’) dv' s, (1.2)
e Jver<r)

where F' is the magnitude of the force exerted on a mass m, a distance r from the mass
distribution M (r), which has density p(r) within the volume V. The direction of the
force 7 points from m to the center of mass of M(r). The proportionality constant,
called Newton’s Gravitational Constant, is measured as Gn = 6.671 x 10~ Nm? kg~ 2.
The “universal” aspect of Newton’s theory was that he applied the same law at all
length scales: on the Earth, Earth and Moon, Earth and Sun, Sun and other planets,
Sun and other stars. This last idea led to the realization that the Sun and other stars
are of the same type of object in an infinite space [13].2

The “Copernican Principle,” which initially only applied to the universe revolving
around the Sun instead of the Earth, was now broadened to include the concept that the
Sun has no privileged location in the universe. Armed with the now fully accepted theory
of Newton, the attention of astronomers for the 18" and 19*" centuries focused on the
previously conceived “fixed” stars. The stars were found to have proper motion (thus,
not at all fixed) [14], distances were computed by finally observing stellar parallax [15],
the theory of Milky Way as a entity composed of many stars was proposed [16] and
solidified by observations [17], and nebulae were discovered, some of which were later
resolved to be composed of stars, leading to the “island universe” theory expounding

non-Milky Way galaxies [18]. Other areas of science, such as spectroscopy, chemistry,

1" Although Copernicus certainly knew of Aristarchus as one of many ancient philosophers, the
assertion that his heliocentric ideas were directly influenced by Aristarchus is weak [9].

2 Albeit, Newton recognized that it was an infinite space which would collapse under gravity without
intervention from another agent.
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and thermodynamics, were also applied to the heavens (the birth of astrophysics), which
in turn lead to a return of true cosmological questions: where did the universe come
from, will the universe end, and is it truly infinite? These were the primary questions
asked and tools available leading into the 20" century, when a new model to describe

the universe was discovered and modern cosmology born.

1.2 Evolution and Contents of the Universe

Einstein’s general theory of relativity [19] is the tool used by modern cosmologists to
model the universe. His theory relates the geometry of space-time to its contents through
the field equations

G = @Tuv — Aguw, (1.3)
where the FKEinstein tensor GW?’ contains all geometrical information, the energy-
momentum tensor 7}, describes the contents of space-time, and A is an allowed cosmo-
logical constant. Einstein’s tensor depends upon the metric g,,, for the given space-time.
To describe the universe as a whole, modern physicists again expand the Copernican
Principle to the “Cosmological Principal,” which states that the mass distribution of
the universe is isotropic and homogeneous. Such a universe is uniquely described by the
Robertson-Walker (RW) metric?

(cdr)? = — (cdt)? + a(t) (1742 dr? + r* (d¢* + sin® 9d¢>2)> ) (1.4)

1-k

where dr7 is the differential interval, k is a constant describing the curvature of the
universe, a(t) is a dimensionless scale factor allowing for the expansion of the universe,
and elements of g,, are given by pre-factors of the corresponding spherical-coordinate
differentials. If k = 0, the universe is flat while for £ = 0 the universe is closed/open

respectively. The scale factor is defined such that, for the present time ¢y, a(tg) = ap = 1.

3 Creek letters index over a € {0,1,2,3}.

* The metric was originally discovered separately by Friedmann [20] and Lemaitre [21] and then
generally studied by Robertson [22] and Walker [23]. The full title is often given as the FLRW metric,
or any variant of these letters.
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The solutions to the field equations using the RW metric are the Friedmann equations

-\ 2 2 2

a TGN KC Ac

ay _ _ il 1.5
(a) 3 T2t (1.5)

7 drG 3 Ac?
()

where pc? and p are the energy density and pressure of the given contents of space-time.?

The left-hand-side of Eq. 1.5 defines the Hubble parameter H = a/a. The current value
of the Hubble parameter is termed the Hubble Constant and is often parameterized as
Hy =100 - h kms~ ' Mpc~!. The Friedmann equations demonstrate how the evolution
of the universe depends completely on its contents.

The primary components of the universe are radiation (electromagnetic radiation or
relativistic particles), matter (dust, non-relativistic particles), and cosmological constant
(which is identified with the modern observations of dark energy). The matter and
radiation energy densities pyr and pr enter the Friedmann equations through the energy
density as p = pm + pr. The energy density of the cosmological constant py is defined

to mimic py and pr as

Ac?
= ) 1.7
PA= g (1.7)

This allows Eq. 1.5 to be rewritten, summing over ¢ = M, R, A, as
8GN Kc?

1= Z@: g2 P T (1.8)
1= "L L (1.9)

T Pc Pe
1=+, (1.10)

i

1=0+Q, (1.11)

where several new notations have been introduced. For each component of the universe,

the density parameter 2; of that component is defined as the ratio between p; and the

5 As defined here p is a mass density, but it is still called the energy density, with any factors of ¢
implied.
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Component w;  pi(a) a(t)
Matter 0 o a3 o t2/3
Radiation 1/3 oa? o t1/2
Cosmological Constant ~—1  Constant o< ef/at
Curvature ~1/3 oca™? ot

Table 1.1: Components of the universe, their equation of state parameters, how their
energies densities evolve as functions of the scale factor, and how a universe composed
of just that component would evolve as a function of time.

critical density
3H?
STGN

pe = (1.12)

The sum of the physical energy densities is called the total density parameter Q. The
curvature term in the Friedmann equation, although a global characteristic of space-
time and not a physical component, is also written in terms of an effective density
pr/pe = Qy, where p, = —3rc?/8TGNa?.

How exactly these components, and therefore the universe, evolve with time is de-

termined from energy-momentum conservation:

P = pi,ga*S(Hwi) (1.13)
H 2
Q — (HO> Oy ga 3010, (1.14)

where the subscript 0 indicates the current value of a quantity and w; defines the
equation of state for each component as p = wpc?. The Friedmann equation can be
solved for an individual component by using Eq. 1.13. The equation of state parameters
and how the density and scale factor evolve for each component are summarized in
Table 1.1. For all cases, a — 0 as t — 0, i.e. a single component universe expands with
time.

The evolution of the Hubble parameter, either into the past or future, is found from

5 The use of subscripts on density parameters can be inconsistent and confusing in the literature and
context is often necessary to determine which quantity is being discussed.
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inserting Eq. 1.14 into Eq. 1.10 as

H? = Hg (QM706L73 + QR70a*4 + QA70 + (1 - Qo) CL72) , (115)

where the contribution from curvature is measured from the sum of the other compo-
nents via Eq. 1.11. Yet another common notation for discussing the evolution of the
universe is cosmological redshift, which measures the shift in the wavelength of light
between when it was emitted and absorbed due to the expansion of space between the
source and receiver

Aobs ao

—1=—-1. 1.16
Aemit a ( )

z

In the past, z — oo while at the present zg = 0.

Equation 1.15 implies that the early universe (a — 0) was dominated by radiation,
with density pr o a~* tending towards large values. From the Stephan-Boltzmann
law [24, 25], the density is related to the temperature as pgr oc 7. Thus, in earlier
times, the universe was smaller, denser, and hotter and it has been expanding and
cooling ever since. This is the idea popularly called the “Big Bang.” The predictions of
the Big Bang, and their subsequent measurements, are immensely important for modern
cosmology.

Combining various forms of measurements yields the observed parameters of the
universe given in Table 1.2. The curvature of the universe is consistent with a flat
geometry. Assuming flatness, the current dominant component is the cosmological con-
stant, which is identified with the accelerated expansion of the universe and attributed
to dark energy [26, 27].7 The contribution from radiation is negligible in the present
epoch. Matter composes ~31% of the energy density, but only ~16 % is accounted for
by baryons with the remainder attributed to non-baryonic, non-relativistic (cold), and
non-luminous dark matter. This model for the universe, which contains no curvature,
dark energy (A), and cold dark matter (CDM) is termed the standard ACDM model.

7 Whether the equation of state of dark energy is identically w = —1, i.e. whether it is a true
constant, is still an active area of study yielding w = —1.01975-97° [28]. For the purposes here, w = —1
is assumed.
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Parameter Symbol Value
Hubble Constant Ho =100 67.74 £ 0.46 kms~! Mpc~!
Curvature Qo 0.0008 150030
Matter Density Qo 0.3089 + 0.0062

Baryon Density OB,0 0.0499 £ 0.0022
Cosmological Constant Density 24 0.6911 4+ 0.0062
Radiation Density Qr.0 (9.161 £ 0.057) x 107

Table 1.2: Cosmological Parameters of the observed universe [28, 29]. The radiation
density is found through the measured redshift of the matter-radiation equality epoch.

1.3 Evidence for Dark Matter

The evidence that a majority of the matter in the universe is non-baryonic, non-
relativistic, and non-luminous comes from numerous astrophysical and cosmological
sources from both cosmic (large) and galactic (small) length scales. Historically, this
problem has been termed the “missing matter problem,” and this section presents a se-
lection of these indicators to argue the case that dark matter is essential to the modern

understanding of the universe.

1.3.1 Galactic Dynamics

One of the most striking pieces of evidence for dark matter comes from the observation
of galactic rotation curves. In understanding the rotational dynamics of spiral galaxies,
simple Newtonian dynamics are still valid. The expected rotational velocity of an object
at some radius r from a mass distribution M (r) is found by equating Eq. 1.1 to the

centripetal force which gives

Urot = GN]Y(T) (117)

At distances greater than the size of the distribution, vyt o< r~1/2. For a spiral galaxy,
the distribution M (r) corresponds to the luminous bulge and disk and the fall-off is
expected for objects orbiting outside of the disk.

In the 1970’s, it was discovered that the measured rotation curves of spiral galaxies

generally did not match this expected relationship. The earliest measurements were
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Figure 1.1: Rotation curves of several spiral galaxies showing the rotational velocity of
astrophysical bodies as a function of their distance from the center of the galaxy. The
flat behavior at high radii indicates a source of matter with density p oc =2 in addition
to the luminous disk. Figure from [32].

done by Rubin [30, 31] and a selection of measured curves can be seen in Fig. 1.1.
The velocities are found by measuring the Doppler shift of spectral features such as the
carbon monoxide line in the inner portion of the galaxy, optical lines in the disk and the
HI line outside of the luminous disk [32]. As is evident in the figure, these curves do not

~1/2 at high radii. This implies a mass distribution of p(r) o< r~2. Additional

fall as r
measurements of the scale height of HI gas in the Milky Way indicate that the density
extends above the disk plane [33], suggesting a roughly spherical halo of dark matter
surrounding the galaxy [34].

Dark matter is also needed at a smaller scale to explain discrepancies in the number
of dwarf galaxies which accompany the Milky Way. Structure formation predictions
typically estimate a larger number of dwarf galaxies than are observable with lumi-
nous matter [35, 36]. The commonly proposed solution is that there are dark-matter
dominated dwarf galaxies which make up the difference [37, 38]. Numerous such dark-
matter dominated dwarf galaxies have recently been discovered using the Sloan Digital
Sky Survey [39-41], Keck II telescope [42], and the Dark Energy Survey [43-46]. The
observation of these primarily dark matter dwarf galaxies bring observations and pre-
dictions closer to agreement and also demonstrate that dwarf galaxies are some of the

most dark-matter dominated objects in the universe.
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1.3.2 Galaxy Clusters

The earliest evidence acknowledging that there may be non-luminous matter in the
universe came from the study of galaxy clusters in the 1930’s by Zwicky and Smith.
The basis for these studies was to use the observed velocities of the galaxies in the
cluster to determine the total mass of the cluster. This was done through the virial

theorem, assuming the clusters are gravitationally bound and in equilibrium,
2(T) = (V), (1.18)

where (T') and (V) are the average kinetic and potential energies of the system. This

then implies
1
DN GaM (=) 1.1
<U> GN . (1.19)

Using the best estimates for the individual galaxies’ velocity and estimates of the size
of the cluster, Zwicky estimated that the mass of the Coma cluster was several hundred
times larger then that estimated from the luminous matter [47, 48]. His 1933 paper
stated, “If this would be confirmed we would get the surprising result that dark matter
is present in much greater amount than luminous matter.” [47], which is the first use
of the phrase “dark matter”. Smith performed a similar computation on the Virgo
cluster [49] and reached similar conclusions. Although the numerical accuracy of these
early results are no longer correct, their general conclusions still hold.

Only ~10 % of the universe’s baryons are in stars/galaxies, leaving the rest dispersed
as dust between these bodies (Sec. 1.3.3). In a galaxy cluster, this intracluster medium
(ICM) falls into the cluster’s deep potential well, compresses, heats up, and emits x
rays [50]. Observing these x rays gives an indication of the mass and distribution of the
ICM. Using Chandra data of 13 nearby galaxy clusters, Vikhlinin et al. found that the
ICM composed only ~5-10% of the total cluster mass [51], implying the majority of
the mass is non-baryonic. Cluster dynamics can also be used to measure cosmological
parameters, giving values of ) and the equation of state of dark energy [52].

Gravitational lensing is also used to determine the mass of galaxy clusters. Lensing
is a prediction of general relativity whereby massive bodies bend rays of light. How

the light is bent depends upon the profile of the lensing mass, and thus a measured
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deflection pattern from background sources can be used to infer a foreground mass
distribution [53].

A spectacular example of the convergence of the x-ray and lensing techniques is that
of cluster 1E 0657-558, commonly called the “Bullet Cluster” [54]. This cluster is in
fact a merger of two subclusters, where the centers of the clusters passed through each
other ~100 Myr ago. During such a merger, the galaxies themselves are expected to
act as point particles and pass each other by, while the ICMs should collide and become
stalled between the centers of the two clusters. Observations of x rays from the Chandra
telescope show exactly this [55]. This is compared with the gravity map derived from
gravitational lensing, which finds the centers of gravity coinciding with the luminous
matter. The conclusion is that the center of baryonic matter (the ICM) and the centers
of gravity (dark matter) do not coincide. This can be interpreted by the presence of
collisionless® dark matter, centered on the luminous clusters, which also passed through
itself while the baryonic matter was stripped in the collision. These measurements
are artistically represented in Fig. 1.2, where an optical image from the Hubble Space
Telescope and Magellan telescopes is overlaid with color maps representing the Chandra
x-ray measurement and lensing map. A similar configuration is seen in cluster MACS
J0025.41222 [57] while cluster Abel 520 appears to show the x-ray and lensing maps
overlapping in the center of the collision, neither of which correspond to the optical

structure [58]. Resolving the observations in Abel 520 is an open area of investigation.

1.3.3 Big-Bang Nucleosynthesis

In the hot and dense early universe, all particles were in thermal equilibrium with the
radiation background, i.e. the creation and annihilation rates of processes were equal.
At t ~ 1-3 min after the Big Bang, the universe cooled enough such that free protons
and neutrons could enter bound states and form light nuclei. This processes, known
as Big-Bang Nucleosynthesis (BBN), created the majority of the light elements in the
universe.

The full process was governed by a set of differential equations [60], which depend

upon several parameters: the number of relativistic degrees of freedom at the current

8 Limits can be set on the self-interacting properties of dark matter from such a situation [56].
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Figure 1.2: Composite image of the Bullet Cluster (1E 0657-558). The red and
blue shading represent the center of mass according to x ray and weak lensing re-
spectively. The shading do not overlap, implying that the hot ICM, which emits
x rays, does not correspond to the bulk of the matter in the cluster. Photo
credit: X-ray: NASA/CXC/CfA/M.Markevitch et al.; Optical: NASA/STScI; Mag-
ellan/U.Arizona/D.Clowe et al.; Lensing Map: NASA/STScl; ESO WFI; Magel-
lan/U.Arizona/D.Clowe et al. [59)].
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temperature, nuclear physics to dictate how the elements formed, and the baryon-to-
photon ratio n = ng/n., where ng and n., are the baryon and photon number densities.
In brief, how much and at what temperature an element formed was governed by how
the binding energy of the nuclei related to the energy distribution of the background
radiation. If  was higher, the high-energy tail of the distribution would have delayed
the formation of elements. BBN calculations predict the primordial abundance of 2D,
3H, 3He. *He, 7Li, and "Be.? The last two were the heaviest nuclei formed in BBN
due to the instability of the next accessible nuclei. Heavier elements were later created
astrophysically in the burning of stars, where systems with higher metalicity (more
higher-Z nuclei, “metals”) are younger as they were created from the matter of previous
stars.

The predictions of BBN depend upon all physics at higher energies, including poten-
tially new dark matter physics [29, 61]. These predictions are compared with astrophys-
ical measurements (see, e.g. [61, 62] for reviews of these measurements) of primordial
elemental abundances in Fig. 1.3 as a function of . The predictions and measurements
of “He and deuterium are in good agreement, while that of “Li, which is most sensitive
to nuclear physics and/or new physics, is not. Solving the “lithium problem” is an
outstanding area of research.

The precise measurement of deuterium, using low-metalicity quasars, gives a mea-
surement of (5.8 <7 < 6.6) x 1071 at the 90 % confidence level [29]. Since the np and
n~ dilute equally with the expansion of the universe, a measurement of n also gives a
measurement of {2g o as

nB _ QB,0Pc,0 (1.20)

n= s
Ty (mB) 10

where (mp) is the average baryon mass (close to that of a proton) and n. ¢ is indepen-
dently measured through the cosmic microwave background radiation (Sec. 1.3.4). The

bounds on the baryonic-matter density parameter are then
0.021 < Qpoh? < 0.024 (1.21)

at 95 % confidence [29]. Using the value of h in Table 1.2 gives 0.027 < Qg < 0.053,

significantly less than the total matter content of the universe Qo ~ 0.3: a majority

9 "Be decays by electron capture to Li.
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Figure 1.3: Comparison of the predictions of BBN and astrophysical observations (yellow

boxes) for primordial abundances of “He (magenta band, Y), is the mass abundance of

“He), 2D (blue band), 3He (red band), and “Li (green band). The vertical bands indicate
the baryon-to-photon ratio n inferred from the deuterium abundance (magenta hatch)
and CMB (cyan hatch). Figure from [29].



CHAPTER 1. THE MISSING MATTER PROBLEM 15

of the matter in the universe, according to BBN, must be non-baryonic.'°

1.3.4 Cosmic Microwave Background Radiation

At z = 1089.90 £ 0.23 (¢t = 372,000 yr) [28] recombination and decoupling occurred.
Recombination was the process by which free protons and electrons became bound into
neutral hydrogen. In doing so, the free electron density n. greatly decreased, as did the
interaction rate for Thomson scattering of radiation with those electrons I'y = n.or. As
this rate fell below the expansion rate of the universe, matter and radiation lost thermal
contact. The mean-free-path of the radiation increased to the s of the universe, and the
decoupled photons have been mostly free-streaming ever since. They have been red-
shifted to the microwave and are known as the Cosmic Microwave Background (CMB)
radiation.

If the universe were completely homogeneous and isotropic, as the cosmological prin-
ciple assumes, then the prediction from the hot Big-Bang model is a perfect blackbody
power spectrum for the CMB. To within very small precision, the CMB is observed
to be this blackbody with a temperature of 2.72548 £+ 0.00057 K [64]. However, the
cosmological principle breaks down on small scales as anisotropies are observed in the
temperature map at the level of 107°. Much information about the content of the uni-
verse can be obtained for studying these anisotropies, a recent map of which is shown
in Fig. 1.4 from the Planck satellite.

The anisotropies are typically decomposed into a spherical harmonic expansion as
T(0,6) =Y amYem(0, ). (1.22)
Im

The angular power spectrum from the decomposition is

¢
1 2
Cp=— E 1.23
4 20+ 1 m_7£|a€m| ) ( )

10" Additionally, the luminous-matter density parameter of the universe is Qpum =~ 0.0016 [63], indi-
cating that most baryonic matter is itself dark; likely diffuse intergalactic medium such as the ICM in
clusters.
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Figure 1.4: Temperature
anisotropy map of the CMB
from a joint analysis of the
Planck satellite, WMAP satel-
lite, and 408 MHz emission as
performed by the Planck collab-
oration. These anisotropies are
on the order of 1075 compared
to the monopole blackbody
spectrum  with  temperature
2.72548 + 0.00057 K. Cosmolog-
ical parameters can be derived
from the power spectrum cor-
responding to the anisotropies.
Image credit: ESA [65]

—300 K 300

and the “band power,” the quantity usually plotted, is DI T = ¢ (¢ +1) Cp/27.*t The
monopole (¢ = 0) portion of this expansion corresponds to the perfect blackbody com-
ponent while the dipole (¢ = 1) corresponds to Doppler shifting of the monopole com-
ponent due to the galaxy moving relative to the CMB. The higher moments, ¢ > 2,
give insight into the physics and status of the universe during decoupling. The power
spectrum measured by the Planck satellite, along with their best-fit curve, is given in
Fig. 1.5.

The first three peaks (30 < ¢ < 1000) are strongly related to the global geometry
and contents of the universe at the time of decoupling. To understand why, consider
the matter-radiation fluid leading up to decoupling. After the universe became matter
dominated (z = 3371 + 32, t = 51,810 yr [28]), primordial over densities in the matter-
radiation fluid became gravitational wells which matter fell into. Non-coupling matter,
that which does not interact with the radiation, fell into the wells and remained there.
Baryons also fell in, but, since they were coupled to radiation, also experienced a pressure
which pushed them out of the wells. The interplay between the gravitational well and
the radiation pressure created acoustic oscillations in the baryon-radiation fluid. These

compressions of the matter density led to variations in the temperature of the eventually

11 The T'T superscript denotes this as the temperature-temperature power map, as opposed to polar-
ization modes also derived from the map.
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Figure 1.5: Band power spec-
trum of the CMB as measured
by the Planck satellite (with 1o
uncertainty) along with a best fit
curve (top) and the residuals of
that curve (bottom). Cosmologi-
cal parameters can be derived by
460 the location and strengths of the
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emitted photons [66].

The band power peaks seen in the CMB correspond to the oscillatory modes in the
fluid which were at the minimum/maximum portions of their oscillation when decou-
pling occurred. The wavenumber which reached its first compression by decoupling,
related to the sound horizon in the fluid, indicates the expansion rate of the universe
before decoupling occurred. This in turn relates to the radiation and matter densi-
ties. Additionally, the angular size of the horizon, as observed today, depends on the
curvature of the universe. Thus, the location of, and the inter-peak distance between
(in ¢), the peaks can be used to measure €2, Qy and Q. The photon density of the
CMB itself gives a measure of Qg and 7 (see Fig. 1.3). Additionally, the presence of
baryons at decoupling decreased the heights of even numbered peaks compared to the
odd numbered peaks: the difference between the height of the second peak compared
to the first and third gives an indicator of Qp.

A great deal more physics can be extracted from the CMB spectrum and must be
included for a robust fit of the measurement [67-69]. The best fit to the 2015 Planck
spectrum shown in Fig. 1.5 yields [28, 70]

Qpoh? = 0.02222 + 0.00023
Owm0h?® = 0.14262 =+ 0.0020
h = 0.6731 £ 0.0096

The baryon content does not account for the full matter content, arguing for the presence
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of non-coupling matter which did not interact with the radiation prior to decoupling.

1.3.5 Large Scale Structure

The large scale structure (LSS) of matter observed today (i.e. the largest galaxy clusters)
is a direct consequence of primordial density perturbations (the same which also gave
rise to the anisotropies in the CMB) and their growth through the evolution of the
universe. A full study of the growth of energy-density perturbations requires a Jeans
analysis of perturbations in a fluid [66, 68]. In such an analysis, the density is written as
p = po (1 + &) and the behavior of § considered by transforming to k space and studying
the perturbation d; of individual £ modes. How any given d; grows depends upon when
the mode becomes sub-horizon,'? whether the perturbation is in baryons or non-coupled
matter (radiation and cosmological constant do not cluster), and which component of

the universe is dominant. The growth of any given mode can be summarized as:

e For modes which were super-horizon at the end of inflation,'® §;, grew as a? during
the radiation dominated epoch. If they were still super-horizon after matter-

radiation equality, they grew as a.

e If a mode was sub-horizon during the radiation dominated epoch, the perturba-
tion’s growth depended on if the fluctuation is in baryons or non-coupled matter.
If non-coupled matter, d; grew logarithmically, while for baryonic matter, it os-

cillated in the baryon-radiation fluid and remained (on average) a constant size.

o After matter-radiation equality, non-coupled matter fluctuations grew as a while

baryons continued to oscillate.

e Post decoupling, baryonic perturbations also grew as a.

Once the cosmological constant become the dominant component of the universe,

the matter perturbations ceased to grow.

2 Sub-horizon is defined as when the length scale of the mode is less than the distance light could
have traveled since the Big Bang, i.e. a casually connected region

13 Inflation is a proposed period of rapid growth shortly after the Big Bang which solves numerous
cosmological problems [71-73].
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Figure 1.6: Evolution of a den-
sity perturbation § for a mode
which enters the horizon after
matter-radiation equality at h =
ajag ~ 107*2.  After enter-
ing the horizon, the non-coupled
matter (dark matter) perturba-
tion dx grows with a, while that
of baryons d,,, and radiation d,. os-
cillate until decoupling at H ~
1073, After decoupling the bary-
L L 1 1 L onic matter quickly falls into the
preexisting wells of dx and ra-
diation dampens out. Figure
from [74].

log, 8]

log,, (a(t)ag)

This can be seen visually in Fig. 1.6 which shows the growth of d; for a mode which
enters the horizon after matter-radiation equality. The non-coupled matter’s growth
begins immediately, while baryons and radiation oscillate until decoupling.

In a baryon-only universe, the density perturbations could only begin growing after
decoupling when a = 9.16 x 10~ and their size was, as seen in the CMB, (’)(10_5).
Evolving these perturbations to z ~ 0.5 (matter-cosmological constant equality) gives
d ~ 0.055, far less than observations of LSS today of § ~ 100 [75]. A baryon only
universe could not create the evolved structures observed today. However, if there was
a form of non-coupled matter, such as neutral dark matter, the wells could begin growing
immediately after matter-radiation equality and be significantly larger at decoupling.
The newly decoupled baryons would then quickly fall into the dark-matter wells and
begin to evolve into the structure observed today as seen in Fig. 1.6.

The growth of structure described above is linear, but the collapse of these per-
turbations into the structure seen today is nonlinear and requires simulations to fully
understand. These so-called “N-body” simulations take non-coupled dark matter par-
ticles with some initial perturbations and evolve the system from early times to the
present. One such simulation, the Millennium simulation, evolved N = 2160° particles
starting at z = 127 in a cube 500 Mpc h~! on a side [76]. The initial conditions assumed

Qp = 0.045 and Q) = 0.25. The results from that simulation are compared to various
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Figure 1.7: Comparison of N-body simu-
lation results and galaxy survey measure-
ments. The red wedges (right and bot-
tom) are chosen from the Millennium sim-
ulation [76] while the blue wedges (left
and top) are from various galaxy sur-
veys: Sloan Digital Sky Survey (top large
wedge) [77], Center for Astrophysics Sur-
vey (top small wedge) [78], 2dF Galaxy
Redshift Survey (left) [79]. The obser-
vations and simulation are nigh indistin-
guishable on similar length scales. Figure
from [80].

galaxy survey results in Fig. 1.7. On comparable length and time scales, the simulation
and observation are indistinguishable.

This discussion has assumed that the non-baryonic matter was non-relativistic dur-
ing the beginning of structure formation. However, one could also envision a relativistic
dark matter candidate, which is termed hot dark matter (HDM). One potential HDM
example is a neutrino with mass of a few tens of eV. Simulations of a neutrino dominated
universe [81] find that the resulting large scale structure disagrees with observations be-
cause the relativistic neutrinos inhibit small-scale perturbation growth [82]. This then
necessitates that structure formation begins with the largest objects and proceeds down-
wards in scale, which disagrees with the most distantly observed galaxies [83]. The effect
of HDM would also be profound on the CMB power spectrum which is not observed [84].
The results of these simulations indicate that in order to reproduce the observed late
universe LSS, the early universe must have been dominated by a CDM component, or
at most a “warm” dark matter (WDM) which has intermediate velocities.

The final measurement from LSS to be discussed here is that of the baryon acoustic
oscillation (BAO) peak. As previously mentioned, before the baryons decoupled from
radiation, they were oscillating. When decoupling occurred, all of the oscillatory modes
were frozen in their cycle and transforming back to position space gives a baryon over

density at a specific distance: the sound crossing horizon. The scale of this over density
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Figure 1.8: Two point correlation function £ as a function of comoving galaxy separation
distance s for three galaxy surveys with N samples and various mean redshifts zZ. A best
fit curve with 68 % uncertainty band is given for each. The BAO feature is observed in
each at s ~ 100 Mpch™1. Figure from [87].

provides a standard ruler to be used in any epoch of the universe, and how it evolved
is indicative of the content of the universe.

This length scale can be observed in the late universe by mapping the locations of
thousands of galaxies and computing the two-point correlation function £ between them.
The two-point correlation function asks the question, “Given the location of arbitrary
object A, what is the probability for arbitrary object B to be at distance C?” If there
were no oscillations, i.e. no baryons, £ is expected to be smooth and featureless. With
oscillations, a peak is expected at a distance corresponding to sound horizon evolved
to the present epoch. Such a feature was first observed in 2005 by SDSS [85] and
2dFGRS [86]. More recent results are shown in Fig. 1.8, fitting the correlation function
to three different galaxy surveys, including the recent Baryon Oscillation Spectroscopic
Survey (BOSS, a dedicated survey of SDSS), with different mean redshifts [87]. The
BAO feature is clear in each sample at a comoving separation distance s ~ 100 Mpc h~1.
The fits to the correlation data are non-trivially related to the energy content of the
universe [88], and are typically done assuming a baryon content and fitting a total mass
content. Assuming a flat universe and the Planck CMB Qp = 0.049, the most recent
results fit Qy = 0.337025 [87]. The BAO feature indicates a matter content greater

than that of just Baryons, necessitating dark matter.
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1.4 A Picture for Dark Matter

The astrophysical and cosmological evidence presented in Sec. 1.3 paints a picture of
a missing component to the universe whose properties must satisfy several constraints.
The most widely accepted solution is a particulate one: dark matter is either a single or
combination of elementary particles. The necessary properties that such particles must

have are summarized here [89].

Stability: The dark matter content of the universe is observed in the present day, and
thus any dark matter theory must provide a stable (on cosmological time scales)

solution which does not decay into standard model particles.

Relic Density: From the latest CMB fits, the density parameter (relic density) of dark
matter is Qcpy = 0.259 +0.003. Any suitable dark matter solution must account

for this contribution to the universe’s energy budget.

Non-relativistic: LSS simulations disfavor hot, relativistic, dark matter in comparison
to the observed universe. This requires that a dark matter solution is cold, or at

most warm, with most solutions investigating a strictly non-relativistic particle.

Neutral: Galaxy and cluster dynamics indicate that dark matter must be electrically
neutral, or else it would interact with photons and be observable to standard

astronomy observational techniques.

Elemental abundances: The light elements are produced in BBN, with mostly good
agreement with observations, and the heavier elements in stars. A dark mat-
ter candidate must not change these well computed and understood results such
that they no longer agree with observations. Disallowed effects include modifying
freeze-out physics in BBN, or providing another method for stars to radiate energy

such that they would die too young.

Self-Interactions: Clusters such as the bullet cluster indicate a near-collisionless dark
matter. Any dark matter candidate must only not interact with the electromag-
netic force, but it must not interact with itself through any known force up to

bounds provided by cluster observations.



Chapter 2

Identifying Dark Matter

The astrophysical evidence for dark matter could generally be stated as, “astronomers
do not observe enough visible matter to account for the measured gravitational effects.”
This presents two approaches to solving the problem: either they do not observe all
of the matter or the current understanding of gravity is lacking on large scales. The
cosmological evidence for dark matter indicates a discrepancy between the baryonic and
total matter content and favors the first solution.

Identifying a non-baryonic particle which meets all criteria for dark matter has
proven a challenge as no known elementary particle satisfies the requirements. This
has lead to an exploration of “beyond-the-standard-model” theories (BSM) of various
types which provide a wide range of dark matter candidates. Most BSM theories are
developed to solve other particle-physics problems and the fact that some happen to also
provide a dark matter candidate increases their attractiveness. Figure 2.1 demonstrates
the breadth of parameter space spanned by a few of these candidates. This figure, along
with most dark matter search plots, compares the dark matter particle’s mass m, to its
cross section for interacting with regular matter. The available parameter space spans
a large ~30 orders of magnitude in each dimension.

The most studied class of potential dark matter candidates are weakly interacting
massive particles (WIMPs). WIMPs have compelling motivation from early universe
thermal freeze-out calculations (Sec. 2.1), can be found in numerous BSM theories
(Sec. 2.2), and can be detected using multiple approaches (Sec. 2.3). Although WIMP

particles are the most studied dark matter candidate, other solutions to the missing

23
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Figure 2.1: Regions of parameter
space generally spanned by select
dark matter candidates. The param-
eter space is defined by the parti-
cle’s mass and generally cross section
for interacting with standard matter.
The neutrino is the only standard
model particle and would be hot dark
matter, while the others are cold. Fig-
ures from [90].

matter problem have also been proposed, with several remaining open areas of study

(Sec. 2.4).

2.1 WIMP Paradigm Motivation: Thermal Production

A compelling motivation for WIMP dark matter is that it can be cosmically produced

through a process known as thermal freeze-out.

In the early universe, the ambient

temperature was high enough that elementary particles were in contact via a thermal

bath and thermal-equilibrium dynamics are appropriate. The number density, energy

density, and pressure of a particle species in thermal equilibrium are given as

91¢(3)

3 L
B (ksT) Relativistic -
"= 2\ >/ 2 2 /T (2.1)
(mc B2 ) e~me /ksT  Non-Relativistic
2w (hc)
2 4 e .
2 — Sg?hc)g, (ksT)" Relativistic 22)
nmc? Non-Relativistic
pc? /3 Relativistic
p= (2.3)

nkgT Non-Relativistic
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where the evaluation in the relativistic (kg7 > mc?) and non-relativistic (kg7 < mc?)
regimes differ, T' is the temperature of the thermal bath, m is the particle mass, and
¢(3) is the Riemann zeta function. For bosons g; = go = ¢ while for fermions ¢g; = 3¢g/4
and gy = 7¢/8, with g as the number of internal degrees of freedom for the given species.

The universe was radiation dominated at this time, and its overall dynamics governed
by all relativistic species in equilibrium. The total energy and entropy densities for these

species are

2
2 =T 4
¢t = ——— (kT 2.4
PR 30 (hc)g (kB ’Y) (2.4)
QWQkBg*S 3
S = k T 5 25
R s (ko) 2:5)

where T, is the equilibrium temperature of the «’s and the entropy density is calculated

from s = (pc2 + p) /T. The summed degrees of freedom are given by
g« =>_92(Ti/T)" (2.6)
i

gxS = 292 (T%/T'Y)g ) (2.7)

where T; is the equilibrium temperature of the i*" species. It can be shown (see, e.g. [66])
that the total entropy S = sV in a comoving volume V is conserved. This implies that
s o T3 o V™! which means that the number of particles of a given species i in a

comoving volume is Y; = n;/s.! Combining Egs. 2.1 and 2.5 gives

45¢(3)
Y = 2nikp gils T <3 (2 8)
45 (mw\1/2 3/2 — )
2rtkp (g) gi]s‘r e > 3,

where x = mc?/kpT.
Two changes can occur to a particle species as the universe cools, they can become
non-relativistic and they can leave equilibrium.? A species can leave equilibrium only if

there are number-changing processes, such as creation and annihilation. The equilibrium

! Tt additionally implies that T o a ™', again showing that the universe was hotter while smaller.
2 The values of g. and g.s decrease when either occurs. For all but the coolest temperatures, it is
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temperature determines whether creation processes are allowed, while annihilation can
occur at any temperature. Species which remain in equilibrium as the universe cools
will become non-relativistic and their particle density will fall as they annihilate.

The universe is also expanding, however, and eventually it becomes improbable
that two particles meet to annihilate. When this occurs, the particle number ceases to
change, an event called “freeze-out”. The dynamics of this process are governed by the
Boltzmann equation

dn

2 _ 2
i —3Hn — (o4v) (n* —ngy) , (2.10)

where (o4v) is the thermally-averaged annihilation cross section times velocity. The
first term on the right hand side is due to dilution from the expansion of the universe,
the n? term accounts for annihilation processes which decrease the density, and the

ngq term accounts creation processes which increase the density. Equation 2.10 can be

(;;)2 - 1] : (2.11)

where I' 4 = neq (04v) is the annihilation interaction rate. Remembering that, for this

rewritten in a suggestive form as

zdy Ta
Yoqdz ~ H

radiation dominated period, T' o t~/2, and thus z  t1/2, the change in particle number
as a function of time becomes small once I'y /H < O(1), i.e. a particle freezes-out when
its interaction rate becomes less than the expansion rate of the universe. The observable

density parameter today, called the relic density g, is

2 2 T 3
Q= £ = meno _ me (ksTo)” o (2.12)

Pe Pe pe  (ksTp)®

Once the particle species freezes out, the values at freeze out, denoted by subscript

f, are the same as those observable today. ng/so = Yo = Yy = ny/sy gives that

appropriate to take g. &~ g.s with rough values of

100 kgT 2 300 MeV
g X gus ~ {10 100 MeV > kT > 1 MeV (2.9)
1 ksT <1 MeV.
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n0/ T = (9+5.0/9+s.5) s /TF and

2 knTl 3 .
0p = M keTo)"guso_ny (2.13)
Pc 9«8, f (k‘BTf)

The exact solution of the Boltzmann equation, which gives ny and zy at freeze-out,
depends upon whether the given species was relativistic or not at freeze-out. Large-scale
structure simulations favor a cold particle m,, for which numerical solutions are needed
for the Boltzmann equation. An estimate can be computed instead using the rough
statement of freeze-out occurring when I'4 ~ H. The freeze-out number density is then
approximated as TJ%

~—d 2.14
" N (o) (2.14)

where the Planck mass is Mp = \/hc/Gn (H? = 8whep/3M3), and p o< T* during this
radiation dominated period. Substituting this expression into Eq. 2.13 yields

Ty
pcMP
~ (3x107* cm®s™1) (o40) 7", (2.16)

Qy ~ (o40) 7" (2.15)

where the second line is an approximation using typical values. For stronger annihilation
cross sections, the relic density is smaller as more of the population annihilates prior to
freeze-out. The freeze-out and relic density generation process is shown in Fig. 2.2 for
a 100 GeV /c?particle.

The thermally averaged cross section can be parameterized on dimensional grounds

with an expansion in v? as [89, 91]

4
gc 2
~ 1 2.17
(o40) 3(( +vi 4., (2.17)

where g, is the gauge coupling for the force responsible for the annihilation. With this

parameterization, the relic density dependence is

m2

Oy ~—x 2.18
) (215)
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Figure 2.2: Demonstration of
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1 ing volume Y and the relic den-
10° :1 o sity (), decrease as a functions of
1 temperature T' and time t. When
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2 29" section which gives a relic density
10443 E equal to that of cold dark matter,
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0k e e ] and 103 from this value. Figure
1 T(GeV) 10° from [91].

A thermally produced dark matter candidate should have mass and coupling such that
Q, = Qcpum = 0.259 £ 0.003 [28]. A remarkable observation is that this equality holds
for WIMPs, which interact through the weak force g. ~ 0.65 and have a typical weak-
scale mass of m, ~ 100 GeV/c?. This is the so-called “WIMP Miracle” which provides

enticing evidence for a WIMP dark matter candidate.

2.2 WIMP Candidates

2.2.1 Supersymmetry

By far the most popular class of theories for beyond-the-standard-model physics over
the past few decades is supersymmetry (SUSY) [92-94]. The development of SUSY
had many motivations, one of which was to solve the hierarchy problem: the radiative
corrections the Higgs mass should cause it to be much larger than is observed, unless
there is extreme fine-tuning. SUSY introduces new physics at the TeV energy level
which cancels these corrections and provides a natural energy scale between that of the
electroweak force (10 GeV) and the Planck scale (10'° GeV), where a quantum theory
of gravity is expected.

SUSY also provides another desirable features in a BSM theory, unification of the
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Figure 2.3: Demonstration of the running of coupling constants in the standard model
(left) and supersymmetry (right) as functions of interaction energy @ in GeV. The
couplings do not unify in the SM. With new SUSY physics at the TeV scale, the running
slopes change and the couplings unify at ~10'% GeV. Figure from [93].

physical forces at high energy. This unification is theoretically enticing and has prece-
dence in the unification of the electromagnetic and weak forces. To demonstrate this,
consider the gauge couplings a; 2 3 for the standard model (SM) U(1), SU(2), and SU(3)
groups respectively. The couplings determine the strength of the electromagnetic, weak
nuclear, and strong nuclear forces and it is experimentally observed that their values
change with interaction energy @ (termed “running of the coupling constants”). «j is
anti-correlated with @ while g3 are correlated. As shown in Fig. 2.3, the SM gives
the unification of as and agz, but a; “misses”. Including effects of the minimal su-
persymmetric standard model (MSSSM)? gives a unification of all three at the “grand
unification theory” (GUT) scale of 1016 GeV.

The base addition SUSY makes to the SM is a spin-statistics symmetry whose op-
erator changes the spin of a particle by 1/2. Such a symmetry allows for fermions to
become bosons and vice versa. Allowing for the spin-2 graviton (gauge boson for grav-
ity) to unify with the spin-1 SM bosons motivates such an operator. Incorporating this
symmetry into SM quantum field theory results in a spectrum of new particles such that

the fermionic/bosonic SM particles have corresponding bosonic/fermionic superpartners

3 As it’s name implies, the MSSM includes only the minimum additions to the SM through several
simplifying assumptions.
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with spins differing by 1/2. As these superpartners have not been experimentally ob-
served, the symmetry must be spontaneously broken at some higher energy level pushing
the superpartner masses to higher values.

Since SUSY provides a spin-changing operator, it also naturally provides mechanisms
to break baryon- and lepton-number conservation. The most important example of this
is the decay of the proton via several channels: p — et7?, 7%, vat, etc. For a SUSY
breaking scale of (9(100 GeV/ 02), the proton lifetime would be <1 s compared to the
measured lower limits of >102" years [29]. This rather large discrepancy can be avoided

by imposing a discrete symmetry called R-parity
R= (_1)3B+L+2s 7 (219)

where B and L are the particle’s baryon and lepton number and s its spin. Superpartners
have R = —1 while SM particles have R = +1. Conservation of R implies that heavier
supersymmetric particles can only have decays which include lighter supersymmetric
particles. A corollary of this is the prediction of a lightest supersymmetric particle
(LSP) which is stable and is a WIMP dark matter candidate [95]. In the constrained
MSSM (CMSSM), the LSP is typically identified as the lightest neutralino X9, a linear
combination of the superpartners of the neutral gauge bosons [96].

SUSY has not been observed in the Large Hadron Collider (LHC) [97], which places
tight bounds on the CMSSM. This has lead to extensions, such as the next-to-minimal
model (NMSSM) [98] and phenomenological MSSM (pMSSM) [99]. Fitting all of the
available null evidence to the CMSSM, gives the best-fit expectation in the m, and p—x

interaction cross section plane as shown in Fig. 2.4: the preferred mass is m, ~ 1 TeV.

2.2.2 Universal Extra Dimensions

The concept that there are more than three spatial dimensions was first proposed by
Kaluza in 1921 [101] as a (classical) attempt to unify general relativity and electro-
magnetism. Klein expanded on this idea in 1926 [102] by proposing that any extra
dimensions are compactified to a small scale, explaining why they are not observed in
normal space-time measurements. Extra dimensional theories are now generally called

Kaluza-Klein theories. Compactification can be understood through the example of an
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ant traveling along a piece of string: from a far-away observer’s perspective, the ant
has only a single flat dimension along which to travel (down the string length), whereas
from the ant’s perspective, there is an additional compactified dimension (around the
string). The ideas of Kaluza and Klein had several issues at the time and the concept of
extra dimensions was mostly neglected during the middle of the 20" century. In more
recent times, Kaluza-Klein theories have been proposed to be able to solve many of the
same outstanding problems as SUSY, including gauge coupling unification [103] and the
hierarchy problem [104].

The theory of Universal Extra Dimensions (UED) [105] is particularly interesting for
dark matter physics. UED elevates all SM fields to the compactified extra dimension(s)
and their momenta in the extra dimension appears to observers in the standard four-
dimensions as additional mass, i.e. heavier particles. Due to the compactification, the
extra-dimensional momentum of any given particle field is quantized yielding tree-level

masses for additional particles of

o 1
where R is the length scale of the compactification, n is the quantum number of extra-
dimensional momentum, and mg is the SM mass of the particle. Radiative corrections
break the degeneracies between SM particles with the same mass . In order for the

zeroth-excitation particles to match the SM particles, compactification must be done
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on an orbifold, which leads to a discrete symmetry called KK-parity

P=(-1)". (2.21)

This parity implies that a single extra-dimensional particle cannot decay to only SM
particles: the lightest Kaluza-Klein particle (LKP) is stable and a viable dark matter
candidate [106]. In the minimal extension of UED, the LKP is the n = 1 excitation of
the BY gauge boson. The non-detection of extra-dimensions at the LHC [107] implies
that R <2 x 107! m, which in turn gives LKP masses of myxp > 1 TeV.

2.2.3 Dark Sector Models

Many theories have been proposed to explain dark matter as a component of some
dark sector (also called a hidden sector) which does not interact via the SM gauge
fields. These theories have been particularly successful in hypothesizing lower-mass dark
matter in contrast to the heavier WIMPs predicted by SUSY and UED. One approach is
to postulate a new force of nature mediated by of a dark U (1) gauge field [108-110]. This
dark “photon”, the charge of which is only carried by dark matter, can kinematically
mix with the SM photon allowing for some interaction with SM particles. The model
of Ref. [108] gives a spin-independent proton-interaction cross section of order 10749 for
a 10 GeV/c* WIMP.

There are also generic models which consider Eq. 2.18 and look for combinations
of m and g. which are not of the typical weak scale but still satisfy the relic density
requirement. These models have been termed WIMPless dark matter [111, 112]. A char-
acteristic model of WIMPless dark matter is gauge-mediated supersymmetry breaking,
which breaks SUSY into the MSSM plus a hidden sector with some connection be-
tween. The LSP is now found in the hidden sector and relieves the MSSM from tight
experimental constraints [111].

Asymmetric dark matter (ADM) is a collection of models, all of which propose an
asymmetry between the dark matter and its antiparticle which is physically related to
the measured baryon/anti-baryon asymmetry [113-116]. The models originated out of

the observation that Qcpy ~ 5€Qp. This relation is a coincidence in standard WIMP
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theories, whereas ADM proposed that it is a signature of the related asymmetries (usu-
ally attributed to B— L asymmetry). Such a mechanism naturally gives that the number

densities of dark matter and baryons are related as npy ~ ng which in turn implies
Qcom ~ (mpm/myp) Q8. (2.22)

Taking the proton mass as mg, this yields mcpwm ~ 5-15 GeV/c? [117]. As Refs. [114]
and [117] demonstrate, there are many such models which fit under this umbrella,
including versions of SUSY and dark forces. It is possible, though not always required,
that the relic density is generated through thermal freeze-out. The interaction of ADM
with SM particles is not guaranteed, but it could proceed through the same mechanisms
which annihilate the dark matter, or generate the original asymmetry, if those processes
interact with the SM. Depending on how the interaction proceeds, the spin-independent
proton-interaction cross section ranges from 10~4-107%% cm? [115, 117].

The methodology of a dark sector is taken to an extreme in mirror dark matter
scenarios [118]. The dark sector is here a “mirror” of the SM, in that the SM group
G =5SU(3),®5U(2);,®U(1)y is mirrored into the dark sector such that the full group is
Gsn®@Gpar- The SM and DM can interact via gravity and either a mixing of the photon
and mirror-photon or between the Higgs and mirror-Higgs. The mirror sector cannot be
completely identical to the SM, since the difference in Qg; and Qpps, amongst other
differences, must be explained [118]. In this scenario, dark matter is composed primarily
of mirror baryons, H and He, generated in a mirror BBN-type process.* Having similar

masses as the SM counterparts, the mass of dark matter is (’)(15 GeV/ 02).

2.2.4 Other WIMP Models

Little Higgs models postulate an extended electroweak symmetry breaking at the TeV
energy scale to alleviate the hierarchy problem. This breaking gives a lighter mass
Higgs along with several new particles [119-122]. Some little Higgs theories contain a
conserved “T-Parity” (T for TeV scale), such the heavy particles from the extended

symmetry breaking are odd and the lighter SM particles are even. Similarly to R— and

4 LSS formation would imply that the temperature of the mirror CMB is less than the SM CMB,
such that mirror decoupling occurs earlier to allow for the mirror density perturbations to begin growing
before the SM perturbations.



CHAPTER 2. IDENTIFYING DARK MATTER 34
K K-parity, this provides a stable particle, the lightest T-odd particle (LTP), as a dark
matter candidate with a mass O(TeV/c?) [123].

SuperWIMP theories postulate that the current dark matter relic density is made up
of super-weakly interacting massive particles (super WIMPs) [124, 125]. In this models,
WIMPs are thermally produced through freeze-out with the appropriate relic density,
but then later decay to superWIMPs which have much smaller interaction strengths.
Assuming one superWIMP per WIMP decay, the density of superWIMPs Qgwivp is
related to that of the WIMPs Qwivp via

MSWIMP ()

WIMP; (2.23)
MWIMP

Qswimp =

where the superWIMP density is a fraction of the WIMP density and determined by
the ratio of their masses. SuperWIMPs can be found in many frameworks, including
the Gravitino of SUSY [126, 127], UED excitations of the graviton [128], and generic
scaler /vector fields added to the SM [129]. In general the interaction strength of super-
WIMPs make their likely detection to be through effects on cosmic evolution, though
some specific couplings were found in [129] which enhance the strength, allowing for

other means of detection.

2.3 Detecting WIMPs

The true nature of the dark matter WIMPs cannot be identified until they, or a clear
signature of them, are detected in a dedicated search. There are three complementary
methods of detecting WIMPs, each arising from the cartoon Feynman diagram given in
Fig. 2.5. These methods are generalized by considering two initial particles i1, and
two final particles fi1, fo such that i1 i3 — f1 fo. Any of these particles can be either a
standard model particle ¥ or a WIMP y. The direction of time in the diagram indicates

which detection method is under consideration.

Collider Production ¥ — xx: Two SM particles collide at high energy, recreating
the environment of the early universe, and WIMPs are created from the decay of
strongly-produced particles. The dark matter is inferred from a reconstruction of

decay particles and missing energy.
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¢ <] Tadiess ] X Figure 2.5: Cartoon Feynman dia-

gram involving two standard model
particles ¢ and two WIMPs x with
some new physical interaction at
the center. If time flows from
left to right, the method is collider
production, from right to left, the
method is indirect detection, from
bottom to top, the method is direct
X detection.
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Indirect Detection xx — ¥v: Two WIMPs, which can be own antiparticles, or a
WIMP and anti-WIMP, annihilate and create SM particles. The SM annihilation
products, which could be neutrinos, charged particles, or «y’s, are then detected in

satellites and the parent dark matter inferred.

Direct Detection x1 — x¥: A WIMP scatters off normal matter. The reaction
of the SM particle is directly observed, and recoil kinematics used to infer the
scattering WIMP.

The first two methods are described in the remainder of this section while direct detec-

tion, being more central to this thesis, is the subject of the next chapter.

2.3.1 Collider Production

Searches for dark matter in colliders are performed by searching for missing transverse
energy Er. Since the initial momentum of the collision is entirely along the direction
of the beam, all momentum in the final products transverse to the beam must sum to
zero. If >~ Ep # 0 for the detected products, this indicates that products were created
which escaped the detector. Such an escaped particle could be dark matter. If the mass
of the WIMP-SM mediator is larger than the typical collision energy scale, a “contact”
interaction can be assumed and searches for missing Er take place in an effective field
theory framework [130]. In this framework, limits are placed for particular coupling
types (scalar, vector, etc.). If the WIMP-SM mediator is lighter, it can be produced
in the LHC and an s-wave interaction must be assumed. WIMP-search limits from

colliders are highly model dependent.
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Figure 2.6: Limits on the spin-independent WIMP-nucleon scattering cross section,
assuming a contact interaction, as a function of WIMP mass from the CMS (a) and
ATLAS (b) experiments for various couplings. Figures from [131, 132].

The two general purpose detectors at the LHC, CMS and ATLAS, have both con-
ducted searches for dark matter with monojets [131, 132]. Using the first LHC run,
with a center-of-mass energy of 8 TeV, they set limits on the spin-independent WIMP-
nucleon cross section, assuming a contact interaction, as a function of WIMP mass as
seen in Fig. 2.6. The limits are compared to direct detection limits and it is seen that,
depending on the operator, the collider sensitivity is comparable to the direct detec-
tion experiments. Colliders do not have low-energy thresholds and can typically reach
lower WIMP masses then direct detection experiments. The amount of energy available
for the collision limits the sensitivity at higher WIMP masses. CMS and ATLAS plan
to continue looking for signatures of dark matter in future runs of the LHC at higher

energy [97].

2.3.2 Indirect Detection

Indirect detection searches look for signatures of dark matter annihilation/decay in the
universe using astrophysical techniques. The inherent difficulty with indirect searches is
claiming with certainty that a signal is not caused by some other astrophysical source.

Cataloging every type of possible source, and understanding the different radiation
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given off by each, is a continual task which makes it difficult to claim a WIMP signal
with strong confidence. A dark matter signal could arise in several different detection
channels, since the exact annihilation or decay process is unknown. Searches in three

such channels, v rays, neutrinos, and anti-matter, are discussed below.

v Rays

A ~-ray signal from dark matter could arise from WIMPs annihilating or decaying to
SM particles.® There could be direct channels to all 4’s, such as xx — 7y or a mixed
signal xx — vX, where x is a WIMP or anti-WIMP and X is some heavy SM particle.
Even without direct channels, a v signal could be seen, either through the subsequent
decay of heavier SM particles or the creation of cosmic rays which produce ~ rays.
Regardless of the channel, an excess of v’s compared to standard astrophysical sources
would be created and could be detected by ~ ray observatories such as the Fermi Large
Area Telescope (Fermi-LAT, or Fermi for short) [133].

The expected y-ray flux from dark matter of mass m, as a function of energy d®/dE
is [134]

d® 1 (o4v) AN , 5 ,
¥ = o — dQ) di(r,0 2.94
dE  4r 2m§<c2 dE x AQ /los Px (T7 )v ( )
—_——
Particle Physics Astrophysics

where dN/dF is the expected v flux from the annihilation, AQ is the solid angle of
the sky observed, and p, is the density of dark matter which is integrated over the
line-of-sight (los). Typically, areas of the sky with a high expected WIMP density are
studied such as dwarf spheroidals, galaxy clusters, the Galactic Center (GC), and the
diffuse isotropic 7 ray background (IGRB). Limits on the velocity-averaged annihilation
cross section (g4v) as a function of WIMP mass, from Fermi, looking at these sources
for a specific annihilation channel are shown in Fig. 2.7. For lower WIMP masses, the
limits are approaching to the annihilation cross section expected from the observed relic
density.

There have been several claims of dark matter signals coming from the ~ ray data.

® Whether the WIMPs are their own antiparticle (Majorana) or have a separate anti-particle (Dirac)
depends on the theory. As an interesting example, due to the matter-antimatter asymmetry assumed
in asymmetric dark matter models, a Dirac WIMP would not give an annihilation signal due to a lack
of remaining antiparticles.
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However, as stated above, the astrophysical backgrounds are difficult to exhaustively
model which makes these claims, by themselves, tenuous at best. ~ ray excesses in
the IRBG near the GC, which is very difficult to model, have been interpreted as dark
matter ranging from 7-10 GeV/c? [135], 36-51 GeV/c? [136], or 10-50 GeV/c? [137].
Early Fermi data also showed evidence of a peak near ~130 GeV/c? [138, 139], however,
later scrutiny reduced the significance of the peak [140, 141].

Neutrinos

Another avenue of indirectly observing dark matter is through neutrinos. In particular,
as the Sun travels through the galaxy’s WIMP halo, it can sweep up dark matter by
gravitationally binding WIMPs to itself. Over the course of the Sun’s lifetime, enough
WIMPs may have been bound such that the probability for annihilation is high. Most
SM products of the annihilation, such as v’s, would be trapped in the sun, however
neutrinos would escape. The spectrum of neutrinos dN/dE from WIMP annihilation

to some final state X X is [142]

AN 1 (BHO=8) 1 A AN\
WL e 229
dFE 2 E/~(148) ")/B E dFE XX

where neutrino oscillations has been ignored, v = my/mx, f = 1—~72, and

(AN/dE)% is the neutrino spectrum created by the X X pair at rest. Neutrino tele-

scopes, such as IceCube [143] and Super-Kamiokande [144] have looked for a neutrino
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excess following this spectrum. There is minimal astrophysical uncertainty /modeling
in these results, however they are strongly model dependent on the assumed initially-
produced SM particle pair. As can be seen in Fig. 2.8, these limits are comparable with
direct detection results for at low masses if the interaction is spin-independent and the

model correct.

Antimatter

Finally, indirect detection could also proceed through antimatter. Antimatter could
be produced by annihilating WIMPs which create heavier secondaries that decay to
antimatter. There would then be an excess of antimatter compared to other astro-
physical sources. Such an excess has been observed in positrons by the HEAT [145],
PAMELA [146], and AMS-02 [147] experiments which can be attributed to heavy
WIMPs (m, > 1 TeV/c?) [148]. However, the dark matter interpretation is strained
when trying to reconcile the AMS-02 excess, Fermi observations of dwarf galaxies [149],
and luminosities of galaxy clusters [150]. Some examples of these constraints are shown
in Fig. 2.9 where the best-fit AMS-02 points are compared to limits derived from Fermi
observations. In most decay channels, the Fermi limits rule-out the AMS-02 points.
As with ~-rays, non-WIMP explanations for the excess have also been studied, notably

using pulsars, which can also reproduce the excess [151, 152].
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2.4 Other Solutions

Numerous solutions to the missing matter problem have been proposed outside of the
WIMP paradigm. Some of these solutions are justified by Occam’s razor: find a solution
using known particles before postulating new ones. Others do postulate a new particle,

but in a manner different than standard WIMPs.

2.4.1 Modified Newtonian Dynamics

Just as discrepancies in the Newtonian treatment of Mercury’s orbit became an avenue
by which Newton’s law of universal gravitation was superseded by Einstein’s general
theory of relativity, perhaps the discrepancies in gravity which are attributed to the
presence of a dark matter are simply an indication that general relativity must be
superseded by yet another formalism of gravity. The most studied alternative gravita-
tional theory is generally termed MOND, for MOdified Newtonian Dynamics. MOND
was first proposed by Milgrom in 1983 [153] where he postulated that at small enough
accelerations (or large enough distances from a massive body) the acceleration a due to

a Newtonian potential ® is modified as

g<M>a = V9, (2.26)

ao
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where ag is the acceleration scale at which MOND becomes important and fi(z) is a

monotonic function such that
gl >1)~1 alr < 1) ~ x. (2.27)

Using this expression to compute the orbital velocity at large radius from a massive
body gives a constant v = (GNM ao)l/ 4, which would explain the flat rotation curves
observed in galaxies [154].

The MOND paradigm is able to explain the discrepancies at the galactic level,
however the true proving ground for the paradigm is that of cluster dynamics and grav-
itational lensing. To enter this realm, the empirical formalism above requires a physical
model which is the non-relativistic limit of a fully-covariant theory. The most popular
relativistic formalism of MOND is called the Tensor-Vector-Scalar theory (TeVeS) [155],
which non-relativistically reduces to aquadratic Lagrangian theory (AQUAL) [156]. Fits
to the Bullet Cluster using TeVeS [157-159] conclude that an invisible matter contribu-
tion is still required, suggesting that a 2 eV/c? neutrino would suffice. However, since a
particulate solution has difficulty explaining the Abel 520 cluster, where there is no sep-
aration between the lensing and x-ray emissions, which is easily explainable in MOND,
cluster dynamics cannot definitely prove or disprove either solution. The question of

MOND remains open, although there are still unanswered objections [53].

2.4.2 MACHOs

Massive compact halo objects (MACHOs) are standard astrophysical objects which emit
very little, if any, radiation, making them difficult to observe using standard telescopes.
These could be black holes, neutron stars, brown dwarfs, or Jupiter type planets which
are remnants of earlier generations of stars. MACHOs can be detected by microlensing
as these objects pass in front of known background stars [160, 161]. The primary
difficulty with a MACHO explanation of dark matter is the tight constraints on the
baryonic content of the universe by BBN, CMB, and LSS studies. Thus, if measurements
of MACHOs show that they do compose dark matter, it would require drastic shifts in
cosmological theory.

Efforts to measure the MACHO content of the Milky Way were undertaken by the
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MACHO Collaboration [162] and the EROS-2 Survey [163] by considering lensing of
the Large Magellanic Cloud. The nearby galaxy M31 ha also been studied by the Wen-
delstein Calar Alto Pixellensing Project [164]. Additionally, the Kepler mission [165]
has been used to look for primordial black holes [166]. These surveys give MACHO
mass fractions of the Galactic halos as being <8-30 % of the total. Although the results
from individual surveys can differ by appreciable amounts, the general conclusion is the

same: MACHOSs cannot account for the majority of the necessary dark matter.

2.4.3 Light Neutrinos

The SM contains a single family of non-baryonic particles which are WIMPs in the
technical sense and could be dark matter: neutrinos. Although originally conceived of
as massless, oscillation experiments give definitive proof that neutrinos do have finite,
if small, masses [29]. However, there are two constraints, both from a result of how
neutrinos froze-out, which make them less viable as the primary component of dark
matter.

The cosmic neutrino background decoupled when 7 + v — £ + £ became improbable
at kgT' ~ 3 MeV (¢t ~ 1 s). The neutrinos were relativistic at this time and thus formed
a hot relic. The first constraint is that large-scale structure disfavors hot dark matter
(Sec. 1.3.5).

The relic density for the relativistic neutrinos is found by combining Egs. 2.1 and

2.13 to give
N 2
2 (gi/2)mc
O, oh? = 2o 91/ 2 mic” 2.28
- 94 eV (2.28)
where N is the number of neutrino species and g; = 4,2 for Dirac and Majorana

neutrinos. Constraints from the CMB give the sum of neutrino masses as <0.194 eV /c?
and the number of neutrino species as consistent with the 3 SM generations [28]. This
then gives

9 0.0021 Dirac
Q00" < (2.29)
0.0042 Majorana.
The second constraint is that the neutrino relic density is an order of magnitude too

small to account for all of the non-baryonic matter in the universe.
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2.4.4 Sterile Neutrinos

The simplest neutrino addition to the SM is a right-handed neutrino which does not
interact through the weak force. Such “sterile” neutrinos have right-handed chirality,
complimenting the left-handed SM neutrinos [167]. These neutrinos could mix with the
SM neutrinos and participate in Higgs or new physical interactions.

Both Majorana and Dirac masses are allowed in the Lagrangian for sterile neutrinos,
which allows for an unequal distribution of masses between the left- and right-handed
neutrinos (the “see-saw” mechanism). The observable masses are found by considering
the mass matrix M resulting from the mixing of SM and sterile neutrinos. For simplicity,

a single neutrino of each type gives the matrix

0
M= " (2.30)

mp MR

where mp and mpg are the Dirac and Majorana masses of the sterile neutrino and
mp > mp. The observable masses for the sterile My and SM Mg neutrinos correspond
to the eigenvalues of M. These eigenvalues are disproportional, in that the larger is
Mg =~ mp and the lighter Mgy ~ mp/ mpg.% This simultaneously explains the light
masses of the SM neutrinos and the necessary heavier mass of the sterile neutrino.
The neutrino minimal standard model (vMSM) takes the sterile neutrino mass in the
keV/c?-GeV/c? range, making it (or, if there are more than one sterile neutrino, the
lightest one) a viable dark matter candidate [168-170].7

The sterile neutrino N can decay through a dominant channel as N — vvv and
through a subdominant channel as N — vv. The latter decay channel indicates that
dark matter wouldn’t be entirely dark and should be detectable using standard astro-
nomical methods. Recent observations from the Fermi Large Area Telescope searching
for this flux give the lifetime of the N as >10' yr for 20 < M, < 50 keV [172]. Al-
though N is not strictly stable, it would be so on the scale of the age of the universe.

Other astrophysical observation methods are possible, which restrict N as dark matter

5 The second eigenvector technically has a negative sign, but that is naturally accounted for in the
Lagragian to give a positive mass.

" In this mass range, the sterile neutrino is a warm dark matter candidate, and bounds on its mass
can be found via large-scale structure arguments [171].
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to masses 1 < My < 50 keV /c? [170].

2.4.5 Axions

The Lagrangian which describes quantum chromodymamics (QCD), the theory of strong
interactions between quarks and gluons, includes a term which permits QCD to violate
charge-parity (CP) symmetry. The proportionality constant  for this CP-violating
term is naively expected to be of order of unity. One consequence of this violation is to
endow the neutron with an electric dipole moment; experimental searches for this dipole
yield a bound of # < 10710 [173]. This small bound, and questions of its naturalness, is
termed the strong CP problem.

A solution to the strong CP problem was proposed by Peccei and Quinn [174, 175]
who introduced a global abelian symmetry called PQ symmetry. They assume that
PQ symmetry is spontaneously broken and thus produces a pseudo-Nambu-Goldsone
boson, called the axion A® [176, 177]. The potential for the axion naturally cancels out
the unwanted CP-violating term in the Lagrangian, solving the strong CP problem.

The mass of the axion m4 is given by [178]

1012 GeV

TR (2.31)

ma ~ 6 peV

where f4 is called the axion decay constant. Axions can couple to two 7’s with a
Lagrangian term of

[,A77 = GAWWE -Boa, (2.32)

where G 4,4 is the coupling coefficient, E and B are electric and magnetic fields and ¢4
is the axion field. For the Peccei-Quinn axion, G 4, o m 4, however a class of particles
called axion-like particles (ALPs), where the coupling strength is not dependent on the
mass, are also considered. The coupling above provides an additional method by which
stars can radiate energy. Considerations of stellar lifetimes leads to a first-order limit
on the mass of ma < 1072 eV/c? [179]. As also indicated in Fig. 2.1, the mass of the
axion is significantly smaller than standard WIMPs.

Cosmologically produced axions are a dark matter candidate. Axions due to thermal

8 Both A and a are used to denote the axion in the literature.
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freeze-out are relativistic and incur the restriction of HDM [29]. However, there are
several ways by which cold axions can also be produced [180]. The energy density of
cold axions varies depending upon how they were produced and whether PQ symmetry

breaking occurs before or after inflation, but the value is typically

Qah? ~ __Ja 7/6. (2.33)
1012 GeV

Combining with Eq. 2.31, the axion could account for the cold dark matter density if
ma ~ O(10 peV/c?).

Bounds on axions and ALPs come from numerous experimental sources and mostly
focusing on the A~ coupling (bounds can also be placed on the Aee coupling [181]).
A selection of these limits are shown in Fig. 2.10 in the m4 versus G4y, plane. A
common experimental method is to use the Ay~ interaction by converting either solar
(helioscopes) or cosmic (haloscopes) axions to photons in strong fields [182]. Although
small portions of the cosmologically interesting parts of the plane have begun to be

probed, the vast majority of this space is still unexplored.



Chapter 3

Direct Detection of Dark Matter

The premise for a direct detection experiment is that the galaxy is embedded in a WIMP
halo, and therefore the Earth is traveling through the dark matter. Direct detection
experiments are particle physics detectors which attempt to detect individual WIMPs
that scatter off the detector’s target, assuming that gravity is not their sole interaction.
More specifically, because the WIMPs interact through the weak force, detectable inter-
actions will be with the nuclei in the detector’s target. Such an interaction is called a
nuclear recoil (NR), as opposed to an electron recoil (ER), defined as interactions with
the atomic electrons in the target.

The rate for these interactions is small (Secs. 3.1-3.3), requiring extensive measures
to reduce backgrounds (Sec. 3.4), and a variety of experiments participate in the field
(Sec. 3.6).

3.1 Direct Detection Rate

The number of observed events IV with recoil energy F, in some energy range F1 — Fo

is [183]

E2 AN E2 dR
N = —_dE = E)dE,, 1
v, dE /E1 dEré’( ) (3.1)

where dR/dF is the differential recoil rate per detector mass and exposure time and
E(Ey) is the effective exposure of the experiment (how large is the detector, how long is

the run, and how efficient is it at correctly identifying NRs). Determining the differential

46
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rate starts with the differential number density of WIMPs in the neighborhood of the

detector [184, 185]
f(v,vp)

? d?’v, (3.2)

dn = nyg

where the mean WIMP number density is ng = po/m,, with pg as the local mass density
of WIMPs of mass m,, v is the velocity of the WIMPs, and vg is the Earth’s velocity
relative to the dark matter halo. f(v,vg) is the velocity distribution function of the

halo, with respect to the Earth, with normalization k£ such that

ng = / dn, (3.3)
0

with v = |v| and wves. as the local escape velocity of the galaxy. The differential event

rate per mass on a target with Np nuclei per unit mass is

f(’U, UE)

dR = Nyvdo dn = Nyng do ™ S o, (3.4)

where do is the differential WIMP-nucleus interaction cross section.
WIMPs have non-relativistic velocities (’)(10*30). Thus, a WIMP with velocity v

and energy FE = %va, will impart a recoil energy E, to the nucleus of mass my of

_ v (
mr

E, 1 —cosf), (3.5)

where 6 is the recoiling angle in the center of mass frame and pur = m,myz/ (my + mr)
is the reduced mass of the WIMP-nucleus system.! There is thus a range of WIMP
energies, and therefore WIMP velocities, which can create a specific F; value. The
minimum being

Vmin = ”;zﬁj (3.6)
while the maximum wvp,.x is related to the Galactic escape velocity vesc and the Earth’s

motion in the halo. Note also that for a specific WIMP velocity, Eq. 3.5 gives the

! The average recoil energy is (Ei) = piv®/mr = By (26/(1+€)?) with & = mg/m,. For a
100 GeV/c*> WIMP with v = 10™3¢ scattering on a Germanium nuclei (mz ~ 67 GeV/c?), the recoil
is (Er) = 24 keV. For the same WIMP scattering with an electron (mr = 511 keV/c?), the recoil is
(Er) = 0.5 eV, below modern detector technology reach. This is the justification for only searching for
NRs from WIMPs.
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maximum possible recoil as E"** = 2/1%1)2 /mp. The differential rate, with respect to
recoil energy, dR/ dE; must therefore account for all WIMP velocities vmin < v < Unax

which can impart E; to the nucleus as well as the changing value of the cross section

with E, i )
dR max do vf(v,vE) 3
=noN —_— . .
dg, 0T /v aB k4P (8:7)

3.2 WIMP-nucleon Cross Sections

For a given WIMP theory, the specific value of the interaction cross section can be
computed from first principles. However, since the true nature of dark matter is as
yet unknown, a more general approach is taken. The WIMP-nuclei interaction is typ-
ically categorized as either being spin-independent (SI) or spin-dependent (SD) [186],
although a more general effective field theory approach is actively being investigated
by many groups [187-190]. This section considers the two canonical interactions and

demonstrates how they relate to the total rate.

3.2.1 Spin-Independent Interaction
The SI interaction typically arises from scalar couplings between WIMPs and quarks in
the Lagrangian.? In the non-relativistic limit, the general scalar term is [191, 192]

L D abxxqq, (3.8)

S
q

The cross section is usually considered in terms of the momentum transferred in the

where «? is a coupling constant and x and ¢ are the WIMP and quark fields respectively.
scatter ¢? = |q|2 = 2mpFE;. In the zero-momentum (¢ — 0) limit, the above interaction
term gives the differential cross section [95]

dost N fp/n

= 3.9
dg? 40 mv?’ (3.9)

2 Vector interactions are also possible, such as for a Dirac fermion. See, e.g. [95, 191-193] for details.



CHAPTER 3. DIRECT DETECTION OF DARK MATTER 49
where v is the relative velocity of the WIMP to a nucleon, and the proton/neutron
couplings are

Fosn ag om) 2 m) ag
— = Z mi Tq +ﬁfTG Z mia (310)

m
P/ gmuds g=cbit 4

p/n
while f%pén) =1-> g=ud.s f%{/ n) gives the gluon contribution. In the ¢ — 0 limit, the

where fq(?q/ ") give the contributions of the light mass quarks to the nucleon mass m

interaction is coherent between nuclei in a nucleus (A, Z) giving the total nuclear cross

section as a sum over all of the nuclei

dogy

| =ralhZeA-2) g (3.11)
q—

As the energy of the recoil increases, ¢ > 0, the WIMP begins to probe the internal
structure of the nucleus and the interaction loses coherence. This loss is parameterized

by a nuclear form factor Fsi(q), where Fgi(¢ = 0) =1 and

dogp 1 9

A = o o2 (A= 2) Fa]" Fi(a). (3.12)
A standard cross section USI is defined as the total cross section in the zero momentum
limit [95]

2 1)2
oS / W dogy dg?
’ 0 dq2 q—0
4 2
= Lz + (A= 2) 1, (3.13)

where 4,LL2Tv2 is the momentum transfer at £, = E"®*. Combining Egs. 3.12 and 3.13
3

gives
Fr WUO Fgi(q) (3.14)
dost mr
= SLE2(q). (3.15)

dE, — QM%,UZUO S

When the wavelength of the scatter h/q is comparable to the radius, the effective

3 Note that the fraction given in the second expression is equivalent to 1/E™®.
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cross section begins to decrease, i.e. Fg; < 1. Although there are several analytical and
theoretical models for the form factor [194], the one most commonly used in the direct

detection community is that of Helm [195]%

Fai(q) = 31;{”)6—;(%)2 (3.16)
_ gsin(ar) - rn 05 (qrn) 39, (3.17)
(qrn)

where j; is the spherical Bessel function of the first order, s is a measure of the nuclear
skin thickness, and 7, is a measure of the nuclear radius. There are several methods of

parameterizing these values, with Ref. [184] preferring

r2 =+ §7r2a2 — 5s? (3.18)
¢~ 1.23AY% —0.60 fm (3.19)
s~0.9 fm (3.20)
a ~ 0.52 fm. (3.21)

The squares of the Helm form factors for various target nuclei are shown in Fig. 3.1.

Further assumptions and normalizations are typically used in the direct detection

4 This distribution is similar, but not identical to, the Fourier transform of a Woods-Saxon pa-
rameterized nuclear density distribution, and, as such, some authors label it the Woods-Saxon form
factor [95, 196].
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field. Most models use an isospin-conserving WIMP interaction, which treats protons

and neutrons the same (f, = f,). Equation 3.13 then yields
st AE o0
= —LA%f° 3.22
9 T fp ( )

Targets with higher atomic mass receive an A% enhancement of the cross-section. For Xe,
Ge, and Si this is A% ~ 16900, 5000 and 800 respectively. Additionally, since different
experiments have different detector targets, results are computed on the WIMP-proton
cross section 051 = O'SI(A = 1), as opposed to that of the WIMP-nucleus given above.
Since f, is the same for both expressions, a rearrangement gives

2
oSl = (“TA> oS!, (3.23)
Hp

where pi, is the reduced mass of the WIMP-proton system. Since a WIMP model enters

through f,, quoting limits on O’SI is model independent and detector target agnostic.

3.2.2 Spin-Dependent Interaction

The SD interaction does not have the coherence advantage of the SI case. Nucleons
with opposite spin interfere destructively meaning that the interaction is dominated by
unpaired nucleons. The number and species of unpaired nucleons varies even between
isotopes of the same material. Additionally, this interference occurs even in the zero-
momentum transfer limit, meaning that the separation into a point-like interaction and
form factor, as was done in the SI case, is not strictly possible. This also implies that
different detector compositions have widely different sensitivities depending on whether
or not they have have an unpaired proton or neutron.

The SD contribution to the cross section is typically assumed to come from the axial
current coupling to quarks. For fermionic WIMPs, such as the lightest supersymmetric

particle, the Lagrangian component is

£ = ag (x7"15x) (@1759) - (3.24)

For non-fermionic WIMPs, such as the spin-1 lightest Kaluza-Klein particle and lightest
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T-odd particle, the interaction is slightly different [191, 193]. The differential cross
section [196-199] for the full nucleus is

dosp 8G2,

dgZ ~ (27 +1)22 51(0); (3:25)

where Gr is the Fermi coupling constant, J is the total nuclear spin, and the spin-

structure function for the target nucleus is

St(q) = agSoo(q) + aiS11(q) + aoa1Se1(q). (3.26)

The isoscalar (Spp), isovector (Si1), and interference (Spi) functions are determined
either by experiment or nuclear modeling. The isoscalar and isovector couplings ag =

Qap + an and a1 = ap — an are related to the proton/neutron COllplillgS ap/an defined as
- E 4 (p/n)

a = AP/ y 3.27

p/n \/QGF a ( )

where A,(Zp /™) are related to the matrix elements of the axial-vector current in the nu-
cleon as (p,n| gy, v5q |p,n) = 235Lp/n)A(gp/n) with st/n) as the nucleon spin [95]. Results
are often presented in the proton- or neutron-only basis defined as a; = ag = 1 (proton
only) and a; = —ap = 1 (neutron only). The spin-structure functions for the proton-
and neutron-only bases for several isotopes are shown in Fig. 3.2 using the recent com-
putations of [198] compared to the older calculations of [200-202]. All of the isotopes
shown have an odd neutron, resulting in larger neutron-only structure functions.

Equation 3.25 can be massaged into a form similar to Eq. 3.14 by normalizing the
spin-structure function to unity at ¢ = 0 as [95, 184]

dosp 8G%,

i = @yt eor(OFsp(a). (3.28)
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Figure 3.2: Spin-structure functions for the proton-only (a) and neutron-only (b) spin-
dependent interactions as a function of nuclear recoil energy for nucleon-odd isotopes
found in Ge (red solid curves), Si (orange dotted curves), and Xe (green dashed-dot
curves). For Ge and Si, the only nucleon-odd isotopes are *Ge and 2°Si while Xe has
two isotopes, 1??Xe and '3'Xe, with similar abundances and structure functions, only
one of which is shown here. The newer, two-body, computations [198] are given by
darker curves while older [200-202] computations are lighter curves.

where F3 = S(g)/S(0). The zero-momentum structure function is [198]

St(0) = (2J +417)T§J +1) |(ao + a}) (Sp) + (ao — a}) (Sn>‘2 (3.29)
~ @I ;)J(J D 1608, + an (S, (3.30)

where <Sp /n> are the spin expectation values of the proton/neutron groups within the
nucleus. The isovector coupling a} = a1 (1 + da1(0)) includes two-body currents in the
da; term. Two-body currents represent a WIMP interacting with two nuclei through
chiral effective field theory as computed using the nuclear model of [198]. Including
two-body currents is a recent development, and the second line above gives the more
widely used expression in older literature with only single-body currents. The difference
between including, or not including, two-body currents is shown in Fig. 3.2 where the
even nucleon group (protons for each of the elements shown) receives a boost by a factor
of ~10 towards low recoil energies. When two-body currents are included, the new

contribution makes it such that the odd-nucleon type determines the structure function
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for both proton and neutron dependent scattering [198]. Note also that, even without
two-body currents, computations of the spin-expectation values give <Sn /p> 2 0 in odd-
proton/-neutron nuclei due to polarization effects, although (S,) > (S,,) for proton-odd
nuclei and vice versa for neutron-odd nuclei.

gD

A standard cross section o5 " is again defined by integrating the cross section in the

zero momentum limit [95, 203]

32

o0 = 557 CrrrSt(0) (3.31)
8(J+1 ;

- (mJ)G%“QT | (a0 + a) (Sp) + (a0 — 1) (Sn)|”- (3.32)

The differential cross section is written in terms of o5 as

dUSD 1 SD 2
= 5505 R, 3.33
doso _ _mr_ sopz (g (3.34)

dE,  2u20? SD

Similarly to the SI case, results on the standard cross section are normalized to

that of a free nucleon, either a proton O'SD

differences in spin states between the nuclei, the scaling from nucleus to nucleon is not

or neutron o5P. Unfortunately, due to the

as clean. The cross section of the nucleus in terms of that of a proton/neutron is

2 2 Sp(0)

SD Hr T SD

(Y <up/n> 5,/m(0) /" (3.35)
_1J+1 ( o )2 (a0 + a}) (Sp) + (ap — a}) (S)* sp

= O s
3 J Hp/n a;/n v/

(3.36)

where in the free proton/neutron scattering <5’

n) = 1/2=J, (Sn,) = 0, and day(0) =

0 (i.e. there cannot be two-body scattering in the free nucleon case). This expression
is significantly more complicated than the corresponding SI case (Eq. 3.23) and, unless
two-body currents are neglected, it cannot be simplified to remove all dependence on

the model parameters ag/a; — ap/an.
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3.2.3 Cross Sections and Rate

The results of the previous two sections are combined with Eq. 3.7 to separate the nuclear
and particle physics inputs from the astrophysical input. The complete differential

WIMP-nucleus cross section is a sum of the SI and SD components

do  dogr | dosp

dE; dE; dE; (3.37)
do mr
dE, ~ 22? (06" Féi(q) + 05" F3p(a)] (3.38)

where Egs. 3.15 and 3.34 were used in the second line and the values for the standard
cross sections and form factors are found in the above sections. Placing this into Eq. 3.7

along with substituting ng = po/m, gives®

mex 1 f (v, vp)

dR Nrmrp ST 172 SD 12 3
dEr = 2mxu% . |:O'0 FSI(ET) + 0g FSD(‘EY)] * PO /Umin A " d°v. (339)
S—— Particle and Nuclear ~~
Detector Astro
3.3 Standard Halo Model
The astrophysical contribution to the direct detection rate is
Umax
I= /’0/ J.v8) g3, (3.40)
k Umin v

where the specific value of Z depends upon the dark matter halo velocity distribution,
the local mean density, and specific velocities describing the galaxy and the Earth’s
motion through it. The first piece requires assumptions and model building while the
latter two pieces come from astrophysical measurements.

The Standard Halo Model (SHM) accepted for use in the direct detection community
assumes the dark matter halo is an isothermal, isotropic, and non-rotating sphere.® For

a collection of particles in this situation, the phase space distribution function f(x,v)

5 The portion labeled astrophysics does have some detector dependence in vmin as from Eq. 3.6.

6 A rotating halo would flatten, similarly to the luminous disk, which is counter to the scale height
of HI gas in the Milky Way (see Sec. 1.3.1). Note that rotating, or counter-rotating, models have been
considered in [185].
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is that which solves the collisionless Boltzmann equation

af _op  of ovor _

where ® is the Newtonian potential. For a self-gravitating isothermal sphere, the solu-

tion is found via Maxwell-Boltzmann statistics as
f(x,v) = Cexp (—E/kpT), (3.42)

where C' is a normalization constant and the energy is given by E = %mxv2 +my P (x).
The velocity distribution function is required for computed Z and is found by integrating

over the spatial coordinates

f0) = [ Hwv)de
= Cexp (—mXUQ/QkBT) /exp (—m,®(x)) d®z

= C" exp (—myv?/2kpT)
= C'exp (—v?/2072), (3.43)

where the spatial integral over the potential is absorbed, along with other proportionality
constants, into C’ (for Eq. 3.41, the distribution at the Earth’s location, where the
potential is a constant, is needed and justifies this combination) and o2 = kgT'/m,.
This is a Maxwellian velocity distribution with radial velocity dispersion o,.” The
temperature of the dark matter halo cannot be measured, however o, can otherwise be
related to measurable astrophysical quantities.
Poisson’s equation for this system is
1d ( o d®

Integrating Eq. 3.41 over velocities instead of positions gives the density as p

" The definition of o, in the literature is inconsistent. The one-dimensional dispersion is used here
while others use the three-dimensional dispersion. The two are related as 62 — o2 /3 transforming from
the one- to three-dimensional case.
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exp (—@/02) allowing for 3.44 to be rewritten as

" 2

— = ) 4
dr dr ne (349)

Solving Eq. 3.45 yields the density

2

p(r) = Wi\ﬂ“?’ (3.46)

which has the desired »—2 behavior to give flat rotation curves. The circular velocity v,
is related to the dispersion by v, = v/20,. This solution, called the singular isothermal
sphere, has infinite density at the origin and a change of coordinates is required to avoid
the singularity (see [204] for a full derivation). In the new coordinates, v.(r) is non-
constant, but is such that v.(r — 00) = vy = V20, where v is called the characteristic
velocity. The dispersion o, is thus related to the measurable vy.

In using Eq. 3.43 in Eq. 3.40, the velocity distribution must be boosted from the
halo frame to the lab (Earth) frame. This boosting is done by

v = v+ v =v+ 0O+ vo + vg, (3.47)

where @ is local standard of rest (LSR). This corresponds to the Galactic circular
rotation at the Earth’s radius Rg. vg is the sun’s peculiar velocity with respect to
neighboring stars and vg is the Earth’s orbital velocity around the sun. The galactic
rotation curve is fairly flat between 4-18 Kpc [185]. With the Earth at Ry ~ 8.5 Kpc,
the SHM assumes the rotation curve of the galaxy has already reached its asymptotic
value at Ry giving vg = 0.8 The motion of the Earth around the Sun changes the
kinetic energy of the impinging WIMPs over the course of a year. The orbital velocity
is small compared to vy + v¢, and is typically assumed to be averaged out over a year.”
The value given for vg is the component of the Solar peculiar velocity in the direction of
the galactic rotation, which is, for simplicity, the only component ordinarily used giving
the yearly averaged vg = vg+ v along the galactic rotation. The numerical values used

in the SHM, and their associated uncertainties, are studied in Sec. 12.6.

8 By this argument, the most probable velocity of the WIMPs is identical to the LSR in the SHM.
9 Some searches use this known motion to their advantage, in which case it is accounted for.
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Absorbing all integration constants together as 1/k, the value of k is found via

Eq. 3.3. The normalization integral gives then

27 Vesc +1
k= / d(;S/ / exp (— v+ gl /v%) d(cos 0)v* dv
0 0 -1

= (m})™” {erf(Z) - \;zeﬂ (3.48)
= ko [erf(z) - \/27?zez2] , (3.49)

where 2 = Vege/v0.

Lastly, the integral over velocities in Eq. 3.40 is evaluated. The pure Maxwellian
velocity distribution extends to infinite velocities, but in a physical picture the dis-
tribution will be cut off at some maximum velocity. In the frame of the halo, this
maximum velocity is the Galactic escape velocity, however, in the lab frame, care must
be taken due to the movement of the Earth [185, 205, 206]. For particular choices of
Umin (i.e. WIMP mass, detector material), using vmax = Vesc can lead to negative rates
which are nonphysical. The proper approach is to consider that the maximum velocity
is bounded as

‘U + UE’ < Vesc, (350)

which gives the relation

Umax (cos 0) = \/v2 —v2 (1 —cos?6) — vp cos b, (3.51)

esc

where 6 is the scattering angle in the galactic rest frame. The integral is then

21 41  ,Umax(cos ) 249 0 2
T = % d¢/ / v exp (—U +2vup ;OS + UE) dvd(cosf). (3.52)
0 -1 Umin UO

There are three distinct cases for the relationship between vy, and vpax(cos @) which
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lead to different results (the details of the integrations can be found in [205])

erf(z +y) —erf(z —y) — %ye‘z2 O<z<z-—y

ko po
k 2yvo erf(z)_erf(x—y)—%(y—kz—x)e‘z? z—y<z<y+z (3.53)

0 y+z <z,

where © = vpin/v0, y = vEg/vo, 2 is defined above, and the last case artificially sets the
rate to zero to avoid unphysically negative results.'"

These final astrophysical results are combined with the differential rate given in
Eq. 3.39 to obtain the final elastic scattering WIMP rate. A selection of such rates are
given in Figs. 3.3 and 3.4 for the SI and SD interactions respectively. Both figures give
the rates for the same target with various WIMP masses and for the same WIMP mass
with different targets. The spectra are featureless exponentials with a cut-off which

depends on m, and mr and a normalization which depends on cross section.

3.4 Background Considerations

The differential rate spectra shown in Figs. 3.3 and 3.4 indicate that WIMPs in
the 1-100 GeV/c? mass range create recoils in the (’)(10_17102 keV) range. In a
germanium target, the total scattering rate above a 2 keV threshold for both a
(my =50 GeV/c?, 05" =107* cm?) and a (my =5 GeV/c?, 057 =107 cm?) WIMP
is R~ 0.05 [kg day]_l. WIMP scatterings are rare and occur at rates well below typical
background radiation rates. Direct detection experiments must therefore operate in a
low background environments, by choosing appropriate operating location and shielding,

and/or have methods by which to distinguish between WIMP and background events.

10 The above procedure sharply truncates the pure Maxwellian distribution and is equivalent to
multiplying Eq. 3.43 by the Heaviside step function ©(vesc — v). This is also likely unphysical and
other, still ad hoc, approaches have been proposed which smoothly bring the distribution to zero at
U = Vesc. Two such modifications are f(v) = feam(v) - e [207] and f(v) = fsum(v) — e [208],
where fsum(v) is the pure Maxwellian as given by Eq. 3.43. Note that the value of & must be computed
afresh for each case, using Eq. 3.3 with the given distribution function.
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Figure 3.3: Differential WIMP elastic scattering rate for a spin-independent WIMP-
proton cross section O‘SI = 1x10"* e¢m~2 and different WIMP masses on a germanium
target (a) and different targets for a 10 GeV/c? mass WIMP (b). For (a), the WIMP
masses considered are 2 (solid), 5 (dotted), 10 (dashed-dot), and 50 (dashed) GeV/c?.
For (b), the material targets are germanium (red solid), silicon (orange dotted), and
xenon (green dashed-dot).
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Figure 3.4: Differential WIMP elastic scattering rate for a spin-dependent (proton-
only coupling) WIMP-proton cross section O’SD =1x 10733 cm~2 and different WIMP
masses on a germanium target (a) and different targets for a 10 GeV/c?> mass WIMP
(b). For (a), the WIMP masses considered are 2 (solid), 5 (dotted), 10 (dashed-dot),
and 50 (dashed) GeV/c?. For (b), the material targets are germanium (red solid), silicon
(orange dotted), and xenon (green dashed-dot).
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3.4.1 Background Sources

There are three categories which backgrounds can fall under: (1) prompt secondary
particles and long-lived isotopes created by cosmic rays, (2) products from the decays
of long-lived isotopes in and around the experimental apparatus, and (3) detector-

dependent backgrounds. The first two can be generally discussed for any experiment.

Cosmogenics

Cosmic rays are high energy particles, mostly protons, which impinge on the atmosphere
and create multi-particle showers which reach the surface. A major component consists
of high-energy muons which can traverse large amounts of material, such as rock in the
Earth’s crust, before interacting and creating lower-energy secondary particles. Sec-
ondary neutrons are particularly dangerous since neutrons scatter from the nucleus of
a detector, creating NRs which mimic WIMPs.

In order to avoid these cosmogenic backgrounds, direct detection experiments are
commonly located in underground laboratories. The muons themselves typically de-
posit O(1 MeV) of energy in the detector, well above the typical WIMP range, and
are eliminated by imposing an appropriate energy range for a WIMP search. The sec-
ondary neutrons, however, are energetic enough to penetrate shielding and produce
recoils appropriate for a WIMP search, thus producing a significant background. This
background can be reduced by going to a deeper underground laboratory or by installing
an active veto system. The primary muon and secondary neutron fluxes as a function
of overburden depth are given in Fig. 3.5 with several laboratories marked [209]. The
muon flux data points are measurements, while the neutron flux data points are derived
from a simulation. The depth is measured is kilometer-water-equivalent (km.w.e.) to
normalize differences in densities and shape of overburden rock at the varying global
locations.

In addition to the direct background from cosmic rays and muon-induced neutrons,
cosmic rays can also create radioactive isotopes in the detector material. These in-
ternal isotopes cannot be shielded and efforts must be made to reduce their presence.
This is achieved by limiting the amount of time the detector material is exposed to

cosmic rays prior to running the experiment (fabricating and/or storing underground)
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Figure 3.5: Cosmic muon and neutron fluxes for various underground laboratories at
different overburden depths. Muon flux data points are measurements while neutron
flux data points are computations based on simulation and the measured muon fluxes.
Depth is measured in km-water-equivalent. Models are fit to each data set. Data and
fits from [209].

or by removing the cosmogenic isotopes via distillation or absorption (for noble liquid

detectors).

Radiogenics

Ambient radiation from long-lived radioactive isotopes is ubiquitously present at low
levels in the environment. These isotopes were created either in the formation of the
Earth (halflives >10? yr) or from high-energy cosmic rays interacting with the material.
The subsequent radioactive decays create v’s and f's, which create ER scatters and
neutrons which create NR scatters. Electromagnetically-interacting particles are well
shielded by high electron-density materials, such as lead and copper, while neutrons
are well shielded by hydrogenous materials, such as polyethylene or water. However,
the trace amounts of radiation present in the shielding can turn the shielding itself
into a source of backgrounds. Understanding the effect from this background requires

modeling the contamination and simulating the expected background.
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3.4.2 Background Discrimination Approaches

Although comprehensive measures are taken to either avoid or reduce backgrounds in
detectors no experiment can completely avoid them. There are several approaches to

discriminate background events from WIMP events, as outlined below.

Annual Modulation

The motion of the Earth around the Sun causes a modulation in the kinetic energy
of the impinging WIMPs. Some detectors make specific use of this motion and the
associated modulated rate above threshold. Accounting for this motion, the Earth’s

velocity relative to the halo, in units of km/s, is approximately

2r(t—1
VE = Vg + Ve + Vg COS 7Y COS <7T(TO)> , (3.54)

where tg &~ 150 days, T' = 1 year, and v = 60° is the angle of inclination between the
Earth’s solar motion and the Sun’s galactic motion. This modulation gives a corre-

sponding variation to the differential recoil rate as [191]

(BN 1o (0)], .
dR

where <d—Er> is the average rate and A(E;) is the modulation amplitude. The portion

of the distribution above a given experimental threshold then also modulates: the to-

tal number of counts above threshold modulates and the magnitude of the modulation
depends upon the threshold. This is demonstrated in Fig. 3.6, where for higher thresh-
olds the modulation peaks in June (when the relative velocity between the Earth and
halo is maximized) and troughs in December. For lower thresholds, the modulation
sign reverses. Since the differences in rate are small, and the effect is largest at lower
energies, experiments with long continual exposures and low thresholds are best suited
for this type of search. Regardless of their overall background levels, these experiments

statistically look for variations on top of their background with a period of a year.
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Directional Dependence

Similar to the annual modulation approach, the directional dependence approach utilizes
the fact that the Earth-borne detector has a predictable motion relative to the Galactic
WIMP “wind”. The angular differential rate for WIMP scattering is [191, 210]

dR ((UO + U@) Cos7y — Umin)Q

dE; d(cos~) P

> ) (3.56)
where 7 is the direction between the recoiling WIMP and the mean direction of the
Sun’s motion relative to the halo. Background events are expected to be isotropic while
the WIMP recoils are peaked in the direction of the motion of the Earth relative to the
WIMP. The Earth’s rotation about its own axis will also cause a varying signature to the
angular distribution, with a shift in mean recoil angle every 12 sidereal hours. If a non-
isotropically distributed signal is detected, and it matches the Galactic expectation, it
would only take O(10-100) events to statistically claim a detection above some isotropic
background [211]. This relative ease in claiming a signal is offset by technical challenges

in measuring the angle of recoil.

Event-by-Event Discrimination

In the keV energy range, WIMPs scatter as NRs while most backgrounds scatter as
ERs. Due to the larger mass and charge of a nucleus, it will traverse a much shorter
distance in its recoil than an electron given the same recoil energy: an NR has a denser

energy deposition than an ER, which can in turn lead to differences in detector response
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between the two [212]. Common detector energy-collection techniques include phonons,
ionization, and scintillation, which differ in the amount of nuclear recoil energy required
to create a quanta: a few meV per phonon, ~10 eV per charge carrier, and ~100 eV
per scintillation photon [203]. These different responses, and the ratios between them,
allow for the discrimination of each individual event as either ER or NR. Another
type of detector, the so-called “threshold detector”, simply eliminates ER response
altogether. Event-by-event discrimination allows an experiment to remove almost all
ER backgrounds. NR backgrounds cannot be removed using such a technique, making
neutrons a particularly dangerous background.

Direct detection experiments in the field can be categorized based upon what col-
lection techniques are used to read out energy as given in Fig. 3.7. Event-by-event
discrimination typically requires two read-out techniques, though some targets, notably
argon, can do so with only one. Other single-read-out experiments use the statistical

discrimination approaches given above.



CHAPTER 3. DIRECT DETECTION OF DARK MATTER 66
3.5 Sensitivity

How sensitive an experiment is to a WIMP signal depends on how large the background
is and whether that background can be removed. To understand the general sensitivity
to backgrounds, consider a hypothetical experiment with background rate B and signal
rate S over some exposure MT. N events which pass all discrimination cuts are observed
by the experiment. The observed events are some combination of signal events, which
pass the discrimination with efficiency «, and background events, which are not rejected
with some inefficiency 8. The measured rate, N/MT is then statistically compared to
the expected signal rate aSexp to set a limit. The 90 % upper limit on the number of
signal events Ngg = aSgo M T is found by computing the inverse cumulative distribution
function (CDF) F~1(C; N) at the C' = 0.9 level. Limits on the rate are then translated
to limits on the interaction cross-section by Eq. 3.39, where a high limit on the rate
implies a higher limit on the cross section. The probability density function (PDF)
integrated over in the CDF is Poissonian, due to the low statistics of the events, with

PDF of f(n;v) = “e~?. The upper limit on the signal events is then

Noo = F71(0.9; N) = {n: /077 fv; N)dv = 0.90} : (3.57)

At large enough statistics, a Poisson distribution can be approximated as Gaussian

distribution with 4 = v = ¢2. The Gaussian distribution has PDF of f(z;u,0) =

Tk exp [~ ).
Three sensitivity regimes are identified based upon the background level:
1. Background Free: If there are zero observed events, which is possible for small
enough exposures for a given shielding, then Ngy = FgoliSS(O.Q; 0) = 2.3 and the
90 % limit on the signal Sgp = 2.3/ (aMT). In this regime, the sensitivity increases
as the inverse of the exposure and will continue until the experiment begins to

observe background events.

2. Background Limited: When the experimental exposure is large enough such
that events are observed, the sensitivity dependency changes. If the backgrounds
cannot be discriminated against and are not well understood, then all observed

events must be treated as signal. In this case, N is sufficiently large to use the
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Gaussian approximation for the underlying distribution. The 90 % point of a
Gaussian CDF is at p 4+ 1.280 which then gives Ngg = N + 1.28y/N and a limit

on the signal of

N+128YN BB 128 [pBB

Sopy —
9% aMT a a MT’

(3.58)

where the second equality is in the limit where B > S such that N ~ gBMT.
In the presence of this background, the sensitivity increases with the inverse of
VMT and asymptotically approaching a fixed value dependent on the overall
background rate. Once that plateau is reached, further exposure does not yield

better sensitivity.

3. Background Subtracted: If the sources of backgrounds are understood well
enough, they can be modeled and subtracted from the observed spectrum. Such
modeling predicts the number of expected background events passing all discrim-
ination cuts Npieq, the rate of which can be subtracted from the background

e

limited sensitivity S given by Eq. 3.58

G glLim) _ Nokga _ 1.28 /BB
90 7 290 aMT ~ o VMT’

(3.59)

where the second equality is again taken in the B > S limit such that N = Nyygq.
In this regime, better sensitivity can be reached, without a plateau, but it will
increase only as the inverse of vV MT.

For event-by-event discriminating detectors, there is statistical variance associated

with the discriminating cut. In the high background limit, this variance is [214]

(8Sstat)” = (ff_‘ﬁfﬁ > ]\fT =Q z\f:r’ (3.60)

where @ is the background rejection quality factor. This variance weakens the sen-
sitivity, but can be reduced by improving @, i.e. making a cleaner discrimination, or
with larger exposure. The systematic variance on « and 8 also weaken the sensitivity,
and their size ultimately determines the sensitivity reach of a discrimination experi-
ment [212].
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The generic shape of sensitivity curves in the WIMP mass vs. cross section plane
(whether it is an SI or SD interaction is irrelevant) can be understood by simple ap-
proximations to the differential rate Eq. 3.39. Assuming that vesc = 00 and vg = 0, the

velocity and normalization integrals become simple and the rate can be written as

Erm
fg x ZLZEZO el ﬁiﬂ (ZT>20 (3.61)
The sensitivity on o, is found by inverting this equation to solve for ¢, and using the
90 % upper limit on the differential rate dR/dEx|{;;, as the rate in the expression.

If my > my, pr ~ mp and p, ~ m, and the upper limit on the WIMP-nucleon
cross section oy, is

2 Ey
mxmpvo dR eQmTU% .

ouL ~ (3.62)

Nrmr dE; |y
For higher mass WIMPs with a given detector, the limit on the cross section increases
as oyr, X my. This can also be understood as a consequence of the fact that pg = m,ng
is measured and constant. Thus, increasing m, implies that the number density must
decrease and the probability for an interaction similarly decreases. Additionally, a higher
mr leads to a lower limit, i.e. heavier detectors are better for heavy mass WIMPs.

In the opposite limit, where m, < mrp, ur ~ pu, ~ m, and the sensitivity is

3 E
myvo  dR S

62mxv0

ouL ~ (3.63)

Nrmp dE; |y,

Experimentally, recoil energies cannot be arbitrarily small and have some lower thresh-
old F, = Ey. For a given threshold and detector, the limit goes as oyp
mf’(exp (Eth / mi) and sharply increases at low WIMP masses. The limit can be lowered
by decreasing the detector threshold or decreasing the nuclear target mass, i.e. lighter
mass detectors with lower thresholds are better for light mass WIMPs. The same de-

tector is then not ideal for searching for both lighter and heavier WIMP masses.

3.6 Status of the Field

At the 2013 “SNOWMASS on the Mississippi” meeting, the American dark matter

community came together and took stock of the current and future directions of the
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Figure 3.8: Status and vision of the direct detection field as summarized at the SNOW-
MASS on the Mississippi meeting. 90 % upper limit results (solid curves) and sensitiv-
ity projections (non-solid curves) on the spin-independent WIMP-nucleon cross section.
Closed contours are the 90 % confidence regions from experimental excess from the la-
beled result. The region at low cross section is the region where coherent neutrino
scattering from solar neutrinos become a background. Rough, theoretically-predicted,
parameter spaces are given by non-bordered regions and specific supersymmetry pre-
dictions are given by the markers. Figure from [215].

direct detection field [215]. The summary of this discussion can be seen in Fig. 3.8
showing exclusion limits and projections at the time compared to rough parameter space
predicted by various theoretical models. Although somewhat outdated, the status and
vision of the field is still correctly described by the very comprehensive plot.

For heavier mass WIMPs, >10 GeV/c?, there has been no experimental evidence
which is attributable to WIMPs. This mass range is dominated by large liquid noble
detectors. Notably, the LUX [216, 217], XENON [218], PandaX [219], and ZEPLIN [220]
experiments use liquid xenon, while DarkSide [221, 222] uses liquid argon. The liquid
noble detectors can scale to large detector masses, and therefore exposures. Background
modeling has kept them from becoming background limited, allowing for the deep limits

into the regions of the historically preferred WIMP theories, like supersymmetry and
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universal extra dimensions. Cryogenic crystals, such as CDMS [223, 224] (Ge and Si
targets) and EDELWEISS [225] (Ge targets) have historically been competitive at higher
WIMP masses, but they have more difficulties scaling to large masses and have become
sub-dominant in this region. Similarly, superheated bubble detectors COUPP [226],
PICASSO [227], PICO [228-230], and SIMPLE [231] (CF3l, C4Fy9, C3Fg, and CoCIF;
targets) are less competitive at higher WIMP masses due to lower target mass and
exposure (note, however, that the fluorine in these detectors gives excellent sensitivity
to WIMP-proton spin-dependent interactions).

The story is somewhat different a lower WIMP masses, <10 GeV/c?. Four experi-
ments have observed an excess of events above background which, when interpreted as
a WIMP signal, give the four different contoured regions seen in Fig. 3.8. These ex-
cesses were observed by the event-by-event discriminating experiments of CRESST [232]
(CaWOy targets) and CDMS [233] (Si target analysis) and by the annual modulation
searches of COGENT [234] (Ge target) and DAMA/LIBRA [235, 236] (Nal(T1) targets).

Of these results, the most significant, and most perplexing to the rest of the field, is
that of DAMA/LIBRA. The most recent results of the DAMA/LIBRA experiment are
shown in Fig. 3.9, where a clear modulation cycle is observed in the data with a phase
consistent with the expected Galactic halo signal. Combining the DAMA /LIBRA signal
with that of its predecessor, DAMA /NAI, gives a total exposure of 1.33 tonyr over 14
yearly cycles and yields a rejection of the non-oscillatory background model at the 9.2¢
level. In the standard interpretation of a WIMP, the DAMA /LIBRA contours, along
with those of the other excesses, are in tension with the limits of other experiments, such
as LUX or CDMS-Ge. This has spawned great interest in the low-mass dark matter
regime in attempts to verify/refute the excess signals [237—240], find an alternative
explanation of the observed modulation signals [241], or propose an alternative model
for dark matter which resolves the tension. Several of the models discussed in Sec. 2.2.3
were developed based on these results and alternatives in the dark matter halo have
also been considered to resolve the tension (see ,e.g. [183]).

In response to these excesses and low-mass dark-matter theories, new dedicated
low-mass WIMP searches have been undertaken. Many traditionally high-mass-
search experiments have adjusted analysis techniques in order to reach lower thresh-

olds and the sensitivity to low-mass WIMPs that allows. This includes searches
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Figure 3.9: Annual modulation results from 7 years of data from the DAMA/LIBRA
experiment. The residual modulation is well fit by a sinusoidal modulation as expected
from the dark matter halo, ruling out a modulation free signal at the 9.2¢ level. Figure
from [242].

by CDMS/SuperCDMS [243-246], EDELWEISS [247, 248], XENON [249-251], and
XMass [252, 253]. Other experiments with sensitivity in this region include the su-
perheated bubble detectors described above, CDEX/TEXONO (Ge ionization detec-
tors) [254-256], DAMIC (silicon CCDs) [257], and more recent runs of CRESST [258,
259]. Additionally, an alternative operating mode of a SuperCDMS detector, called
CDMSlite [260], drastically lowers the SuperCDMS threshold and gives access to lower
mass WIMPs.

The dark matter direct detection field can be summarized as: possible hints of a
signal at lower masses, which are in tension with other exclusion limits, with no evidence
of signal at higher masses, which tightly constrains traditional WIMP theories. This
motivates the continued push in the field for both mass regimes, and the different and

complementary detector technologies required for each region.



Chapter 4

Z1P Detector Technology

The dark matter direct detection experiment named the Cryogenic Dark Matter Search
(CDMS) took data at the Soudan Underground Laboratory (SUL, or Soudan for short)
for the last 15 years. It comprised two generations of the experiment: CDMS II and
SuperCDMS Soudan. The heart of CDMS is a technology called the Z-sensitive Ioniza-
tion and Phonon (ZIP) detectors. Between the two generations, the basic ZIP technology
was the same even though the exact type of detector improved.

A ZIP is a semi-conducting device where a scattering particle will create electron-
hole (e/h) pairs in addition to lattice phonons (heat). A potential bias is applied across
the detector and the energy used to create the e/h pairs inferred through an ionization
signal. The phonons are absorbed as they scatter off the surfaces of the detector and
their energy inferred through a phonon signal. Electron and nuclear recoil (ER and NR)
discrimination is possible as the relative amount of energy recorded in each of these two
channels is different by recoil type.

In last few years, SuperCDMS also developed alternative operating mode for a ZIP,
called the CDMS low ionization threshold experiment (CDMSlite), which operated at
much higher biases and exchanged the ER and NR discrimination for lower energy
thresholds. This thesis focuses on data taken with the CDMSlite mode using a Super-
CDMSdetector, however the historical CDMS II data are used for background studies,

necessitating a description of all detector types.

72
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(a) 0ZIP (b) iZIP

Figure 4.1: Photographs of an oZIP (a) used in CDMS II and an iZIP (b) used in
SuperCDMS Soudan. Detectors are shown in their respective copper housings.

4.1 Physical Characteristics and Array Descriptions

The CDMS II experiment used original-ZIPs (0ZIPs) while the SuperCDMS Soudan ex-
periment used interleaved-ZIPs (iZIPs);! photos of these are seen in Fig. 4.1. Both styles
of ZIPs were roughly cylindrical in shape with a diameter of 76 mm, heights of 10 mm
(0ZIP) and 25 mm (iZIP), and composed of ultra-pure crystals of germanium (impurity
levels ~10'% cm™3) or silicon (impurity levels ~10'6 ¢cm™3). The germanium/silicon
0ZIPs had masses of ~250/100 g while the germanium iZIPs had masses of ~600 g.
The actual masses and impurity levels varied by individual crystal. The applied biases
were —3 V (Ge 0ZIP), —4 V (Si oZIP), £2 V (Ge iZIP), ~70 V (Ge CDMSlite). For the
iZIP, the different biases were applied on the top/bottom faces giving a total V,, = —4 V.

Read-out electrodes and sensors for measuring the ionization and phonon signals
were photolithographically patterned onto the top and bottom surfaces of the crystals.
For oZIPs, one side contained two charge electrodes arranged as a central circular elec-
trode and an outer annulus which were read out separately. These were referred to as
the inner and outer charge channels. The opposite 0ZIP face contained phonon sensors
arranged in a grid with each quadrant of the grid read out separately and labeled as

A-D. The size and orientation of all of the channels can be seen in the Fig. 4.2(a).

! Note that until the creation of non-oZIPs, the oZIPs were simply called ZIPs and appear in the
literature as such.
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inner electrode
outer electrode

(a) oZip Channels (b) iZIP Channels

Figure 4.2: Type and location of ionization and phonon read-out channels for the oZIP
(a) and iZIP (b). The oZIP had inner and outer charge electrodes (top) on one face and
four phonon channels (A-D), split in quadrants on the opposing face (bottom). The
iZIP had two ionization and four phonon channels on each face (one face shown) with
the read-out sensors interleaved. One phonon (A) and ionization (O) channel covered
an outer ring, while three phonon channels (B-D) and one ionization channel (I) covered
the inner area, with the phonon channels split into three wedges. The opposing face
was rotated by 60 degrees. Subfigure (a) from [224] and (b) from B. Shank, with
modifications.

The “interleaved” name of the iZIPs was derived from the change in charge and phonon
sensors arrangement compared to 0ZIPs: there were charge and phonon sensors on both
the top and bottom faces with sensors for the two alternating. The charge electrodes
were read out as one inner and one outer channel. The phonon sensors were read out as
four channels, however the shape and positions of each were different compared to an
0ZIP: channel A was an outer ring and channels B-D were three inner wedges. A single
iZIP face with the channels highlighted is shown in Fig. 4.2(b). The top and bottom
faces had the channels rotated by 60 degrees to give finer position information.

At its largest payload, CDMS II deployed an array of 30 oZIP detectors, arranged
into five towers of six detectors each. The layout of these towers is given in Fig. 4.3(a),

where the yellow detectors are Si and the brown detectors are Ge. There were 11 Si
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(a) CDMS II Array (b) SuperCDMS Array

Figure 4.3: Layout of the detector arrays of CDMS II (a) and SuperCDMS Soudan (b).
CDMS II used 11 Si (yellow) and 19 Ge (brown) oZIPs while SuperCDMS Soudan used
15 Ge iZIPs. In both cases, the detectors were arranged into five towers with detectors
in the same tower rotated with respect to one another. Left figure from [224].

detectors, for a total Si payload of ~1.1 kg and 19 Ge detectors, for a total Ge payload
of ~2.75 kg. The two detector types were analyzed separately during CDMS II analyses.
SuperCDMS Soudan also deployed five towers, but each tower contained only three of
the thicker Ge iZIPs detectors. The layout is given in Fig. 4.3(b). The 15 total detectors
had a payload of ~9 kg. Individual detectors were labeled based upon their tower and
position within the stack position, numbered from the top. For example, T1Z4 for

CDMS II and iT3Z1 for SuperCDMS Soudan.

4.2 The Ionization Measurement

In general, when a particle scatters in a ZIP detector, a portion of its deposited energy
goes towards the promotion of valence electrons from their bound states into the conduc-
tion band. This requires the deposited energy to be much greater than the band gap of
the crystal (Egap = 0.74/1.17 eV for Ge/Si [261]). The initially-freed electrons can have
sufficient momentum to liberate other electrons, which would create a cascade ending
in many low momentum electrons near the deposition site (so-called “charge cloud”).
Even though the band gap is O(eV), a greater amount of energy is required to liberate

a single electron/hole pair. For an electron recoil, it requires €, = 3.0/3.8 eV to liberate
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one electron-hole pair in Ge/Si [262, 263]. This means that ~25-30 % of the deposited
energy is expended in driving electrons across the band gap, while the rest is shed as
optical phonons due to momentum conservation during the pair creation process [264].
It is easier for recoiling nuclei to transfer energy to phonons, meaning that exr < €,
and fewer charge carriers are generated for an NR, an effect called “quenching”.

A potential difference V} is applied across the crystal to drift the free electrons and
holes to the opposite polarity faces. The dynamics of electron and hole propagation
differ due to holes having an isotropic effective mass while electrons have an anisotropic
effective mass, which is expressed as a tensor [265]. Hence, hole propagation mostly fol-
lows the field lines while electron propagation occurs obliquely to the field lines, implying
that the electrodes which are sensitive to holes will give more accurate information with
regards to the initial scatter location. This effect is more pronounced in Ge compared
to Si due to the differences in the natures of the crystals.

Image charges are created in the ionization electrodes in response to the drifting
charge carries. The amount of image charge created is derived via Ramo theory [266],

which gives the image charge ) due to a drifting charge ¢ as

Q = qpo(z), (4.1)

where pg(x) is the weighting potential at position . The weighting potential effectively
gives the induced charge as the created charge weighted by the distance the charge
travels through the crystal. If the field is uniform and an electron and hole each drift to
opposite side electrodes, they each create an image charge and Qot = ¢. This process
is colloquially referred to as “collecting electrons/holes”, even though it is the induced
image charge which is actually read-out.

If a scatter occurs close to an electrode on a surface, the initial charge cloud can
reach the surface of the detector and be collected immediately by whichever electrode
is present since self-shielding within the cloud masks the true potential of the electrode.
Due to this, events close to the surface (in the so-called “dead layer”) cannot be properly
characterized by the read-out information and analysis. A thin layer of amorphous
silicon is placed between the electrode and the crystal, which is found to reduce this

back-diffusion of charge [267]. Electrons incident on the surface (e.g. 8 decays) have a
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high probability to scatter in the dead layer and are problematic.

Impurities in a crystal can be left with net charge when the detector is cooled to
the low temperatures used by CDMS. As charge carries drift across the detector, they
can be attracted to the impurities instead of the electrodes (see [268] for a detailed
discussion). This reduces the amount of signal collected by the electrodes and causes
the energy of the scatter to be incorrectly estimated. Light emitting diodes (LEDs)
are mounted on the detector housings and the detectors ares periodically exposed to
the LED light (“flashing” or “baking” in CDMS jargon), whose photons create excess
electron/hole pairs which neutralize the net charge of the impurity sites.

The ionization signal is read out through a JFET (Junction gate Field-Effect Tran-
sistor) charge amplifier circuit as shown in Fig. 4.4, where the detector is denoted as
having capacitance Cy. The induced charge in the circuit is quickly collected into the
feedback capacitor C; (the parasitic capacitance of the circuit), which causes a voltage
spike in the output V,,. The capacitor then drains through the feedback resistor 2y with
a time constant 7 = R;Cy. A large biasing resistor R is placed between the biasing
source and the detector to prevent the induced current of the signal from shorting. The
feedback loop is protected from the biasing source via a coupling capacitor C.. Cj is
any stray capacitance. During the quick rising edge, R, and Ry in the circuit can be
ignored, which gives V, = Q/Cy. The shape of this rising edge depends on the propa-
gation of charges in the detector, which occurs on the timescale of O(ns). Compared to
the digitization rate, the rising edge is recorded as near-instantaneous. Since the decay
constant is set by the circuit (7 &~ 40 us), the only variable is the amplitude of the peak,
which is directly proportional to the induced charge collected.

For both oZIPs and iZIPs, the signal was digitized at a rate of 1.25 MHz (0.8us
per sample). 2048 samples were stored for each event, with the rising edge of the trace
centered, for total trace lengths of ~1.6 ms. An example event’s ionization pulses from
a single side are shown in in Fig. 4.5. This recoil had ~511 keV of energy in an iZIP
and occurred mostly in the inner channel.

The amplitude of the charge pulse is a measure of the image charge, and, by proxy,
the number of electron/hole pairs N, created in the recoil. This is used to compute

a quantity termed the “ionization energy” FEq, which is defined as the recoil energy



CHAPTER 4. ZIP DETECTOR TECHNOLOGY 78

ES
AAvAY
2
%m
2

_OV'O

Cqg —— —_— G

Figure 4.4: Simplified read-out circuit for a single ionization channel. The detector is
given by Cy ~ 50 pF, which is biased by V} through a biasing resistors R, = 40 M.
The channel is coupled through a coupling capacitor C. = 300 pF to the feedback loop
consisting of the amplifier, feedback resistor Ry = 40 M(2, feedback capacitor C; ~ 1 pF,
and any stray capacitance Cs ~ 75 pF. The final output voltage is then V.
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Figure 4.5: Inner and outer ionization traces from side 1 of iT2Z1 for an example event
of ~511 keV recoil energy. The inner channel’s trace is shifted upwards by 5 mV for
clarity.
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inferred from N, by assuming the event is an ER with 100 % charge collection efficiency
EQ = Ne/h€~/~ (42)

From the definition, the true initial recoil energy E, = Eq for completely collected ERs.
For NRs, the quenching effect is accounted for via a recoil-energy-dependent quantity
called the “ionization yield” (or simply “yield” for short) Y (E,) = Eq/E;. For an
ER with complete charge collection efficiency, Y (E,) = 1, while for NRs, or ERs with
incomplete charge collection efficiency, Y (E;) < 1. Using the definition of the yield
in Eq. 4.2 and rearranging gives an expression which quantifies quenching via NRs

producing fewer electron/hole pairs
Ny = Y (Ey)E: /€. (4.3)

The measured yield is used to discriminate between NRs and ERs.

4.3 The Phonon Measurement
In a crystal, the thermal average number of phonons (lattice vibrations) for a given
angular frequency mode w is given by the Bose-Einstein distribution as

1
{n) = exp(hw/kgT) — 1"

(4.4)

The temperature of the crystal T determines the properties of this distribution, with
the peak being at hw = 2.8kgT. At the cryogenic operating temperatures of CDMS,
~b0 mK, the peak is at iw = 12.1 peV: only phonons which are extremely out of
equilibrium (athermal), such as those generated by a scattering particle, are detectable.?
When a particle scatters off an electron or nucleus in the crystal, 270 % of the deposited

energy is transmitted as phonons.

2 This is a motivation for operating at cryogenic temperatures.



CHAPTER 4. ZIP DETECTOR TECHNOLOGY 80

4.3.1 Primary and Relaxation Phonons

The “primary” phonons generated by the initial scatter are termed primary phonons and
are created near the Debeye energy: O(10 THz) for Ge and Si [261]. The subsequent in-
teraction of these phonons is termed quasi-diffusion and is determined by two processes.
Anharmonic decay occurs when a single phonon of frequency v splits into two phonons
of lesser frequency (and energy). The decay rate goes as p o (1 THz/ 1/)5 with the
proportionality constant O(us) [269]. Phonons also undergo elastic isotope scattering,
which is a result of the lattice being inhomogeneous due to the mix of isotopes present
in an element’s natural abundance. The scattering rate goes 7 o (1 THz/v)* [270],
with the proportionality constant being dependent on the dominant isotope mass and
fraction, with a value of 0.41 us for Si as an example [269]. Due to these processes,
primary phonons have quick decay rates and correspondingly short mean-free-paths.
Quasi-diffusion endures for a few us until the mean-free-path becomes of the order of
the size of the detector, v < 1 THz. At these energies the phonons become “ballistic”
and scatter between the crystal surfaces. It is primarily during this ballistic scattering
that the detector’s sensors, located on the flat surfaces, collect the phonons.

Another source of phonons is due to the fact that the ionization sensors collect
image charges and not the liberated charge carriers themselves. Once the carriers have
drifted across the detector and reach the surface, energy conservation requires that
the energy expended in driving these charges across the band band Eg,p, return to the
crystal. This occurs when the charges downscatter near the surface and relax back to
the Fermi level. Any remaining kinetic energy of the carriers Fx g is also transferred
to the lattice. The energy is released as high-energy “relaxation” phonons (compared
to the O(meV) primary phonons). As they are near the surface, they quickly interact
with the surface-based sensors.

The energy in the primary Ep and relaxation Er phonons is

Ep = By — Nojy o (4.5)
Er= Ne/hEgap + ExE. (46)
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Their sum is the initial recoil energy in addition to the total carrier kinetic energy
Ep+ Er=F,+ FExg. (47)

4.3.2 Neganov-Trofimov-Luke Phonons

Neganov-Trofimov-Luke (NTL) phonons [271, 272] are created by drifting the electric
charges across the crystal. Once liberated, the charge carriers are quickly accelerated
by the applied field and jump between lattice sites. However, due to conservation of
momentum, some amount of energy is transfered to the lattice in this process. The
charge carriers reach a terminal velocity and additional work from the electric field is
transfered to the lattice, i.e. phonons. These NTL phonons are the crucial factor for
CDMSIlite and are discussed in detail.

To help understand this phonon generation, a single charge carrier lattice interaction
is explored in Fig. 4.6. Momentum conservation for this interaction requires that k—k’ =
q, where k is the wave vector of the incoming charge carrier, k’ is the wave vector of the
outgoing charge carrier, and q is the wave vector of the generated phonon. The initial

velocity v of the charge carrier is related to k by
v = hk/mc, (4.8)

where h is the reduced Planck constant, and m,. is the effective carrier mass. Its velocity
after the interaction v’ is similarly related to k’. The initial energy of the charge carrier

is ( )2
hk
€= 5 (4.9)

and the energy after the interaction is similarly related by k’. Conservation of energy

requires , ,2
h(k%n_ck) = w, (4.10)

where k = |k|, ¥ = |k’|, and w is the angular frequency of the phonon. The dispersion

relationship for the phonon is w = ¢sq, where ¢ is the speed of sound in the crystal.

Using this relationship with the conservation of energy and momentum equations, the
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Figure 4.6: Minimalistic diagram showing a
charge carrier scattering off a lattice point
in the lab frame where the lattice point vq
is initially at rest. The charge carrier enters
with wave vector k and exits with wave vec-
tor k’ at an angle 0 to k. An NTL phonon
is created with wavevector g at an angle ¢
to k.

magnitude of ¢ = |q| is found as [273, 274]
q=2(kcos¢p —csm./h). (4.11)

Comparing Egs. 4.8 and 4.11 shows that the minimum velocity of the charge carrier
required to a create an NTL phonon is the speed of sound, making NTL phonons an
analogy of Cerenkov radiation. The analogy continues in requiring ¢ < /2, meaning the
phonons are created in the forward-going hemisphere in relation to the charge carrier.

The charge carriers are accelerated due to the electric field such that

h% =eFE, (4.12)
where e is the elementary charge and E is the applied electric field. However, due to
interactions which create phonons, the charge carrier cannot be accelerated to arbitrarily
large velocities. For a germanium crystal at ~40 mK with a 1-100 V /cm strength electric
field, the terminal velocity is 10—100 km/s [265] which is around the speed of sound [274].
When the charge carrier reaches this point, there is a competition between the injection
of energy due to the electric field and the loss of energy due to the emission of phonons.
For a typical field of O (10) V/cm drifting a carrier over O (1) cm, the work done is
O (10) eV. This is compared to the kinetic energy of the charge carrier at a limiting
velocity of ~100 km/s of € ~ 30 meV.? Thus, the majority of the energy imparted by

3 This entire argument, adapted from [275], glosses over much semiconductor physics, but the con-
clusions are still valid. In fact, holes and electrons behave differently, partially due to the electron’s
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the electric field is shed as phonons, and in particular as NTL phonons as this process
dominates for carrier energies <30 meV [264].

The energy shed as NTL phonons from a single charge carrier ¢ traversing some

distance d, in the detector is
E,=eld; — ExE.q, (4.13)

where E = |E| and Exp,q is the kinetic energy of the carrier as some amount of the
work done is used in the initial acceleration of the carrier. The total NTL-phonon energy

from all carriers is then

ExtL=Y» E,;=q)Y FEd,— Exp, (4.14)
q q
where Fxp is the total kinetic energy in the carriers, which is returned to the crystal
during the relaxation of the carriers. In the bulk of the detector, the electric field
is constant giving E = V,/dy, where dy is the thickness of the detector. This allows
Eq. 4.14 to be written as

d
Entr =eVp Y df — Exp. (4.15)
q

The remaining summation is the number of carriers weighted by their drift distances,
which, recalling Ramo theory (Sec. 4.2), is equal to the image charges detected by the

ionization electrodes N, giving

ENTL = e%Ne/h - EKE (416)

effective mass being an anisotropic tensor, which changes how electrons propagate through the crystal.
Although Eq. 4.12 gives that the rate of change in momentum aligns with the applied field, treating the
derivative of Eq. 4.8 carefully with a tensor mass finds that the rate of change of velocity does not align
with the electric field. This requires a transformation into momentum space for proper accounting, see
[264, 265, 273, 274] for details.
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4.3.3 Total Phonon Energy Scales

The total phonon energy detected in the system Fj is a sum of all three phonon sources:

primary, relaxation, and NTL

Ey = Ep + Er + EnTL (4.17)
=F, — Ne/hEgap + Ne/hEgap + Erp + eVbNe/h — Fxg (4.18)
— Ey + eVyNopn, (4.19)

Using Eq. 4.2 gives
B = B+ 2R, (4.20)
€y
which demonstrates how the total phonon signal, ionization signal, and initial recoil
energy are all related and is valid regardless of recoil type. Using instead Eq. 4.3 with

the ionization yield gives

Ei = E: (1+Y(E)g(Vs)) (4.21)
= E.A(Vp), (4.22)

where two short-hand variables are introduced with g(V;) = eV, /¢, as the NTL-gain and
A(Vy) = (1 4+ Y (Ey)g(Vy)) as the total amplification. This last expression demonstrates
the primary advantage of operating at larger bias potentials, such as with CDMSlite:
amplification of the recoil-energy signal through the phonon channel.

Equation 4.21 defines three different energy scales with corresponding units based

upon the known or assumed recoil type.

Total Phonon Energy: No recoil type is assumed. The measured E} is reported with

units of keVy.

Electron Equivalent Energy: An ER is assumed. The yield is assumed to be unity
and the electron-equivalent recoil energy E; e = Et/ (1 + g(V})) is reported with

units of keVee.

Nuclear-Recoil Equivalent Energy: An NR is assumed. The nuclear-recoil equiva-

lent recoil energy E; n = Ei/ (1 + Y (Ernr)g(V3)) is reported with units of keVy,.
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4.3.4 Phonon Detection

The phonon sensors consist of Quasiparticle-trap-assisted Electrothermal-feedback
Transition-edge-sensors (QETSs) which are affixed to a flat surface of the detector.
The QETs consist of aluminum fins, photolithically mounted to the germanium, which
are connected to strips of tungsten. The detector is cooled such that the aluminum
(T, = 1.2 K) and tungsten (7, ~ 80 mK) are superconducting, with the tungsten be-
ing held at its conduction/superconducting transition by electrothermal feedback. This
results in a very sensitive phonon sensor.

Quasiparticle trapping was first proposed by Booth in [276] and a cartoon schematic
of its implementation in a CDMS QET is shown in Fig. 4.7. If a phonon in the detector
hits a bare Ge/Si surface, it will be reflected back into the detector. If, instead, it hits
the surface where an aluminum fin is positioned, it will enter the fin: ballistic phonons
will continue to reflect from the surfaces until entering a fin. If the energy of the
phonon is greater than the superconducting gap energy of aluminum 2A; = 340 peV
(or alternatively v 2 82 GHz, below the ~1 Tz ballistic threshold frequency), the phonon
will break up a copper pair and create quasiparticles. This process can also create lower
energy phonons, which, if they are energetic enough, will break up more cooper pairs.
If, instead, they have E < 2A,], they cannot create more quasiparticles and return to
the detector: their energy is lost to the sensor.

The edge of the Al fin overlaps with the W strip in what is called the “bi-layer”.
As the T, of W is less than that of Al so too is the gap energy required to break up
cooper pairs with 2Aw ~ 20 peV. Due to the proximity to W in the bi-layer, the gap
in this region is 2Aw < 2Ag; < 2AA1. Quasiparticles created by the phonon interaction
diffuse through the Al, with a time scale of 1-2 us, until they reach the bi-layer. During
the diffusion, they can shed phonons which either create more quasiparticles or are lost
depending on their energy. Once the quasiparticles enter the bi-layer, if they interact
and lose energy, they will be trapped and cannot reenter the Al only portion of the fin.
This energy loss is through either electron-electron scattering or shedding of a phonon,
which is guaranteed to have E < 2A,; and is lost energy. The trapped quasiparticles
then diffuse into the W with minimal probability for energy loss in the process. Once
in the W, the quasiparticles continue to scatter and lose energy, however since the W

only layer has an even smaller gap energy, the particles are trapped in the W. In the W,
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Figure 4.7: Cartoon demonstrating the
Al ) physics behind quasiparticle trapping in a
QET. Phonons entering the superconduct-
ing aluminum fins with £ > 2A,; (dark
purple) can break up cooper pairs (blue
circles joined by yellow oval) to create
quasiparticles (dark orange). It is possible
here and later for phonons to be created
with F < 2A4) (light purple) which is lost
energy. Quasiparticles diffuse from areas
of higher energy to lower energy, as repre-
sented by the top graph (2Ax) = 340 peV,
2Aw ~ 20 peV). Gradients of orange in-
dicate the relative energy of the quasipar-
ticles (dark is more energetic).

electron-electron scattering is about one hundred times more probable than electron-
phonon scattering, and thus there is minimal energy lost once they reach this point.
The phonon energy signal is converted to an electronic signal in the tungsten portion
of the QET. The tungsten is voltage biased at 0 V (it is used as the ground for the electric
field) and, due to Joule heating, is held at its transition edge between superconducting
and normal conducting. This system is called a transition-edge-sensor (TES). The
electronic signal resulting from the crystal’s phonons acts as an external power source
on the TES and, as such, increases the temperature of the tungsten. Since the tungsten
is at the transition between conductivities, this increase in temperature pushes the TES
to have normal resistance. The Joule-heating power provided by the power supply is
Py = Vb2 /R, and thus an increase in resistance leads to a decrease in Joule power. This

change in power at the operating point of the TES, given by R = Ry ~ 100-200 mS?2, is

T 8R>
Doa= (== ) (4.23)
RO (R aT RO

where o characterizes how sensitive the TES is to shifts in temperature and can be >103.

apP;
aT

Py

T

Ro

An increase in temperature due to an event’s signal leads to a decrease in Joule heating,
which in turn causes the TES to cool back to its operating point. This interchange is
known as electrothermal feedback (ETF) [270, 277]. The cooling of the TES follows
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Figure 4.8: Simplified read-out circuit for a single phonon channel. The TES Rtgg ~
100-200 mf2 is voltage biased from V; and Ry, =~ 25 m) and receives current I,. When
an event occurs, Rrgs increases which changes the current through L; = 250 nH which
is felt by the squid array and the similarly coupled Lg, = 0.1L;. The array is biased
by Vsq with Iyq. The current through Lg, is read-out through the feedback resistor
Rg, = 1 k) as output voltage V, with amplification from the amplifier.

an exponential with some time constant Tgrp ~ 50/100 us for 0ZIPs/iZIPs [270, 275].
Since the ballistic phonons scatter multiple times before their energy is reduced below
2A 1, the measured decay time is several times longer than this.

Since the bias voltage is held constant, the decrease in Pj is accompanied by a
decrease in biasing current. This change in current is indirectly read out by the phonon
electronics chain which is given in Fig. 4.8. The TES is voltage biased with a shunt
resistor R, and draws current I,. When the resistance of the TES increases, the current
changes via the above mechanism and so too changes the current through the SQUID-
array-coupled input inductor L;. SQUIDs, for superconducting quantum interference
devices, are very sensitive magnetometers and the array detects the change in magnetic
flux from L;. The change in bias of the SQUIDs causes a current in the feedback
inductor Lg,. The feedback resistor Ry, lets the change in current be amplified and read
out through the output voltage V,, which is digitized.

The geometry of the QET placement differed between 0ZIPs and iZIPs. In the 0ZIPs,
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(a) Charge and QET interleaved channels (b) Photo of a single QET. Light green corresponds
to aluminum fins and the tungsten is highlighted in
red.

100 um

(¢) Schematic of a QET chain. Blue is aluminum, red is tungsten, and green is amorphous silicon.

Figure 4.9: Various depictions of the QET geometry used with iZIPs.

there were with 4144 QETSs per detector covering approximately 82 % of the detector
face with aluminum [267, 278]. For the iZIPs, a chain of QETs were interleaved with
charge sensors as shown in Fig. 4.9(a). An individual QET is photographed in Fig. 4.9(b)
while a schematic of two connected QETSs is given in Fig. 4.9(c). In this design, the
eight aluminum fins made on ovular shape with the tungsten in the middle of the oval.
The QETs were connected by more aluminum and tungsten in series along the thread.
There were 1820 QETs per face covering a reduced ~5 % on the face [277].

An example event’s phonon pulses are shown in Fig. 4.10. The scatter occurred

in an iZIP detector, which were digitized at a rate of 0.625 MHz (1.6 us per sample).
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iT271 Side 1 Phonon Traces
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Figure 4.10: Phonon output traces from the four channels on side 1 of iT2Z1 for an
example event with ~511 keV recoil energy. The four channels are vertically shifted by
4 nA for clarity.

The trace lengths were shorter in CDMS II, due to increased TES coverage, and the
digitization rate was the same as for the ionization traces. With 4096 digitized bins,
the total trace lengths were 3.28/6.55 ms for CDMS II/SuperCDMS.

Unlike the charge traces, the phonon traces can show considerable position depen-
dence. This is a direct result of the different types of phonons created by an event.
The diffusive phonons created by the initial recoil are absorbed by whichever channel
is closest in proximity and this occurs on a short timescale before the phonons become
ballistic. If the scatter is deep enough in the detector to become ballistic before hitting
a surface, the closest channel is the first to be hit by the resulting ballistic phonons. The
ballistic phonons scatter between surfaces until they are absorbed or are not energetic
enough to be so. Due to the small surface area coverage of Al (particularly in an iZIP),
it can take up to 100 scatters for all ballistic phonons to reach one of those states: this
is a longer process and all channels participate equally in the energy absorption. An
event caused by a particle scatter has a trace with two distinctive characteristics: a
sharp peak which gives localization information and a slow decay which gives energy

information.
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4.4 lonization Yield Discrimination

The ionization yield defined in Sec. 4.2 allows the ZIP technology to discriminate be-
tween ERs and NRs. The yield is the ratio between the charge energy Eq and true recoil
energy F; and, through a combination of the ionization and phonon measurements, can

be determined for any given event. Rearranging Eq. 4.20 for E, gives the yield as

(4.24)

An example yield versus recoil energy plot is given in Fig. 4.11 from an oZIP detector
and calibration data. Photons and other ERs populate a band straddling Y (F;) = 1
while nuclear recoils (from neutrons in this data) populate a band at Y (E;) ~ 0.3. The
bands are defined by fitting the populations of known recoil type from calibration data.
A typical charge threshold is also shown, which has a 1/F; behavior from Eq. 4.24.
There are two other notable features in this plot. First, the ER and NR bands flare out
at lower recoil energies due to increased noise in the measurements. Below ~10 keV
the separation between the bands decreases rapidly and at ~5 keV they overlap at the
30 level. This implies that, for low recoil energies, the discrimination power of Y (Ey)
decreases. Traditional CDMS searches have set a threshold of E. = 10 keV to avoid

this region, which sacrifices sensitivity to low-mass WIMPs.
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Figure 4.12: Electric field (red lines) and equipotential lines (blue lines) near an in-
strumented surface of an iZIP detector. The phonon sensors were held at 0 V (green)
while the charge sensors were held at —2 V (yellow). The opposite face had a similar
configuration, but with the charge sensors held at +2 V. Scatters in the bulk of the
detector see a uniform field and electron/hole pairs drift to different sides. Scatters
near a surface see the more complex surface field, and both charge carriers drift to the
same surface. Figure from [279)].

The second notable feature is that there are events between the NR and ER bands.
These are ER events with reduced Eq due to scattering in the dead layer. Incoming
0B particles are the most likely cause of these so-called “surface events”. In CDMS II,
surface events were the primary background and were removed using the fact that
scatters closer to the surface have sharper phonon-pulse rising edges than scatters in
the bulk of the detector. Such a differentiation based on phonon pulse shape is called a
“timing cut”.

It was to better reject surface events that the SuperCDMS collaboration developed
the iZIP technology. The electric field close to an instrumented surface of an iZIP
detector is shown in Fig. 4.12. Phonon sensors were biased at 0 V while charge sensors
were biased at —2 V. The opposing face had similar instrumentation but with the
charge sensors biased to +2 V. This formed a total bias of 4 V in the bulk of the crystal.
Electron/hole pairs created in the bulk drifted to, and were collected on, opposite faces
of the detector. Near the instrumented surfaces, a more complex potential existed.

Electron/hole pairs created at the surface drifted to the same face and were collected
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Figure 4.13: Data from ~900 live hours for detector iT3Z1, which had a 2!°Pb source on
side 1. (a) Ionization signal on both sides of the detector showing the charge symmetry
cuts (dash lines). Blue events pass the symmetry cut while red events do not. The
source on side 1 is clearly visible including a 46.7 keV ~ line. (b) Recoil energy versus
ionization yield with coloring the same as before. The green lines define the NR band,
within which there are no blue events. Two low yield outliers (circled) are present,
but not in the NR band itself. (c) Yield versus charge partition ([S1-S2]/total), now
including green neutron events from calibration data used to defined the NR band. NR
signal-like events show a symmetric signal as evidenced by partition values of ~0. Figure
from [279].

there. Approximately equal charge energy was collected on both sides of the detector
for bulk events while only one side of the detector had signal for surface events. A
discrimination cut, called a charge symmetry cut, was made by requiring signals on
both sides of the detector.

In order to test the performance of iZIP detectors, two surface sources were installed
during SuperCDMS running. These sources were silicon wafers implanted with 222Rn,
which quickly decayed to 2'Pb. They were mounted on the top of iT3Z1 and the
bottom of iT3Z3. The 2'°Pb decay chain creates low-energy v’s, 4’s and recoiling nuclei
(see Sec. 6.1.2), and, since the wafers were only on a single side of the detector, these all
created surface events. These data are shown in Fig. 4.13, where no surface events were
found to be within the NR band region, and an upper limit on the surface-event leakage
fraction (percentage of surface events passing the symmetry cut and being within the
NR band) set at 1.7 x 1075.
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4.4.1 Yield at High Bias

The ionization-yield discrimination power diminishes as the bias potential is increased
due to the inherent noise of the read-out signals. The uncertainty on the estimated
yield can be found from the uncertainties o; and og on the measured E; and Eq. Using

standard uncertainty propagation, this uncertainty oy is

o _ (YN o AV,
v =\ar ) 7 T \dEq) 79

P B 5
(Ex — Eqg(Vp))*| " | (Ey — Eqg(Vy))?
2 2 2 2
= (i) (o) () ()] o

The first term is the yield itself while the second term is Ey/E;, i.e. the total amplifica-
tion A(V;). The final expression is then

(&) + (%)

which shows the percent uncertainty on the yield linearly increasing with bias. The

1/2

= A(Vh) , (4.26)

Y

read-out noise does not increase with bias, meaning oy/F; — 0 at high bias and the
primary contributor the yield uncertainty is the amplification of the charge noise. A
broader yield band means a higher probability of ER events leaking into the NR band,
which weakens the overall discrimination power.

The broadening effect is demonstrated with simulated data in Fig. 4.14. 50 keV
NR events are simulated assuming Y = 0.3 and adding typical Gaussian noise to the
phonon (o; = 0.15 keV) and charge (og = 0.4 keV) signals. 10° events are simulated
at every 0.5 V from 0-100 V with the median and central 68 % confidence band of the
yield distribution at each bias shown. Although the median gives the expected Y = 0.3,
the width of the distribution increases by ~10x over the bias range. Simulating ERs
with Y = 1 shows similar broadening.

The broadening is an issue for all ZIP operations and is why the standard operating

biases are so low. For CDMSIlite-mode, not only are the biases higher but the target
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recoil energies lower. This combination presents a second problem. Taking the limit
that Ey/g(V,) — 0, and correspondingly Fq/g(V4) — 0, and writing the expression for

yield including the read out uncertainties gives

B EQ + 0Q
(Ex + Eqg(Vy)) £ 00 — Eqg(V) F og
Eo + + ~1
Y Q=% 7Q (4.27)

EtorFoq9(Ve)  xorFoge(Ve)  9(Vb)

The measurement of the yield departs from the expected value and asymptotes to zero
as the bias is increased. Stated differently, in this limit, the primary-phonon component
to Ey is so small that By — Eqg(V3): the two previously independent read-out mea-
surements become degenerate, and the detector looses its discrimination ability.* The
primary disadvantage of CDMSIlite-mode detectors is their inability to distinguish NRs
and ERs.

4 Differences in hardware also make the charge signal less useful in CDMSlite. This technical issue
further complicates measuring the yield.



Chapter 5

CDMS at Soudan

At the Soudan Underground Laboratory (SUL), the CDMS II experiment took science
data from 2003-2008 and SuperCDMS Soudan took science data from 2012-2015 us-
ing the same infrastructure and electronics as the earlier experiment. Additionally,
CDMSIlite data was taken during parts of 2013-2015. This chapter describes these
Soudan experiments, with more emphasis on SuperCDMS: their physical description,
how they took data, how the data were processed, and a selection of their most recent

WIMP-search results.

5.1 Experimental Infrastructure and Shielding

5.1.1 The Soudan Mine

The Soudan mine opened in 1882 as an open-pit iron ore mine with operations moving
underground in the early 20*" century. Located in northern Minnesota, the environ-
ment is beautiful in the summer, frigid in the winter, and a constant 60° year round
underground. The mine ceased operations in 1962 and shortly thereafter ownership was
transferred to the Minnesota Department of Natural Resources who converted the mine
into a state park, which is its status to the present day.

Scientific endeavors at Soudan began with the Soudan 1 proton decay experiment
located on the 23" level of the mine (590 m below ground) in the early 1980’s. Its

success motivated a larger experiment, Soudan 2, which operated in a newly excavated

95
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Figure 5.1: Computer rendering of the Soudan Underground Laboratory. White indi-
cates open space while black indicates rock. The Soudan 2 and MINOS caverns are
the large rectangular blocks on the right and left respectively. They are connected to
each other and the historical tunnels by small access tunnels. The historical drift is the
rough-edged tunnel which leads off to the right. The angled vertical tunnel is the shaft
to the surface. The CDMS experiments were housed in the Soudan 2 cavern.

cavern on the lowest 27" level (713 m below ground) and ran from the late 1980’s to
the early 2000’s. The laboratory was then expanded to a second new cavern to house
the Main Injector Neutrino Oscillation Experiment (MINOS) and the Soudan 2 cavern
was re-purposed to house CDMS and other experiments. CDMS started its first science
run at Soudan in 2003 as part of the CDMS II experiment and concluded its final run
in 2015 as part of the SuperCDMS Soudan experiment. A rendering of the SUL is given
Fig. 5.1, indicating the Soudan 2 and MINOS caverns and their relation to the shaft to

the surface and the original mining tunnels (the “drift”).

5.1.2 Experimental Facility

The CDMS experimental site in Soudan is diagrammed in Fig. 5.2 and described in
detail in [280]. The experiment proper was situated in a radio-frequency shielded room,
simply known as the RF room. In addition to being shielded from electromagnetic
signals, the RF room was a clean enclosure, measured to be a class-10,000 clean room
during working hours and as a class-1,000 clean room when unoccupied. There was also
an attached room (called the ante-room), which was not RF shielded but was still clean

and used for detector preparations. Inside the RF room, the detectors sat in a copper
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Figure 5.2: Schematic of the CDMS experimental installation at Soudan. The RF room,
cryo-pad, and ante-room were on the ground level while the air handling equipment,
electronics room, and office were on a second level termed the mezzanine. The entire
installation abutted the former Soudan 2 enclosure. Figure from [203].

cryostat, known as the icebox, which was surrounded by concentric layers of shielding
and attached to a dilution refrigerator. A rack of front-end electronics boards was also
located in the RF room. The RF room was penetrated for both cryogenic systems
control and electronics cables. The fridge control led to a mechanical area known as the
cryo-pad, which contained the dewars of cryogens, pumps, and necessary controls, most
of which had been automated over the years. The electronics cabling led to a room on a
second level mezzanine called the electronics room. The electronics room housed more
of the detector control electronics as well as the data acquisition (DAQ) computers. On
the other side of the RF room, opposite the electronics room, on the mezzanine was an
area where HVAC systems maintain the atmosphere and temperature in the RF room.
A controller’s office was also located on the mezzanine for those physically on site to
use.

A cross section of the icebox, fridge, and their connections is shown in Fig. 5.3.
The cryostat consisted of six axially concentric cans which were held at 300 K, 77 K,
4 K, 600 mK, 50 mK, and 10 mK (base temperature) respectively. Each stage was
connected via a copper tube to the corresponding temperature stage of the dilution
refrigerator to transfer heat from the cryostat. The nested tubes of the cold stem (C

stem) penetrated the shielding. The refrigerator was a Kelvinox 400-S 3He-*He dilution
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refrigerator, rated at 400 pW at 100 mK cooling power. It achieved a base temperature
of < 10 mK with no additional payload. A gap above the inner three cans provided
room for the 4 K stage detector electronics. Read-out cabling from these detector
electronics ran through a second set of nested tubes in the electronics stem (E stem) to
the front-end electronics outside the shield. A secondary cooling system was installed
during the CDMS II experiment, mounted to the E stem opposite the fridge, to reduce
the live time loss from liquid helium transfers to the refrigerator. This cooling system
was a Giffords-McMahon cryocooler which provided 1.5 W of cooling power at 4 K. The
cryocooler was driven by the expansion and contraction of helium gas by a mechanical

piston.

5.1.3 Shielding

The shielding for CDMS was designed to reject external backgrounds from cosmic rays
and cavern rock radioactivity, as well as internal radioactive decays from the experimen-
tal apparatus itself. The Soudan mine overburden itself provided shielding from cosmic
rays. The 713 m of stable greenstone rock reduced the muon flux in the laboratory by
a factor of 5 x 10%. Although this shielding greatly reduced muons, secondary particles
produced by the remaining flux were still unacceptably large. An active muon veto
layer surrounded the experiment to further reject cosmogenic backgrounds. The veto
consisted of forty, 5 cm thick, panels of Bicron BC-408 (H,,C,,) plastic connected to
photomultiplier tubes. The panels were arranged in an overlapping pattern to eliminate
any direct line-of-sight to the detectors. Coincidence with any of the veto panels was
used to reject events in the analysis at high efficiency (Sec. 11.4.2). The veto panels are
represented by the blue rectangles connected to white photomultiplier tubes surrounding
the rest of the shielding in Fig. 5.4.

Inside the veto panels were alternating layers of neutron and gamma shielding.
The hydrogenous outer layer moderated neutrons. It was made from 40 cm thick
polyethylene (H,C,; chains). Electromagnetically interacting particles, primarily +’s,
were shielded by two sequential layers of lead. Together, these layers provided 22.5 ¢cm
of shielding with the inner 4.5 cm composed of ancient lead. The isotope 2'9Pb is found
in trace amounts in natural lead, has a half life of 22.3 yr, and its decay products can

create substantial bremsstrahlung. The ancient lead was recovered from a ballast from
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Figure 5.3: Schematic of the CDMS cryogenic system. The dilution refrigerator (left)
and interior temperature stages were connected to the icebox through the C stem. The
six icebox cans were held at 300 K, 77 K, 4 K, 600 mK, 50 mK, and 10 mK (base
temperature) respectively. The detector payload was suspended in the center can (not
shown). Detector electronics fed from above the payload at the 4 K stage through the
E stem (right). Figure from [281].
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CDMS Shielding and Veto

(a) Top View

CDMS Shielding and Muon Veto

Dilution Refrigerator——>|

Active "

Veto

299cm

252¢cm
Polyethylene

152cm

(b) Side View

Figure 5.4: Cross-section diagrams of the CDMS shielding as seen from above (a) and
the side (b). The outermost layer was the muon veto scintillating panels (light blue)
connected to photomultiplier tubes (white and black). The subsequent layers consisted
of (from the outermost to the innermost): 40 cm of polyethylene (green), 18 cm of lead
(dark grey), 4.5 cm of ancient lead (light grey), and 10 cm of polyethylene (green). The
cryostat (light tan) provided, on average, ~1.9 cm of copper shielding. Also shown are
the E-stem and C-stem penetrations (brown) and the relative size and location of the
dilution refrigerator (dark blue). Figures courtesy A. Villano and J. Sanders.
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a sunken Roman ship in the Mediterranean and was depleted of 219Pb. It was located
inside the regular lead, to act as shielding for the bremsstrahlung from the regular lead.
An inner layer of polyethylene was located between the lead shield and the cryostat
to provide 10 cm of shielding against neutrons created in the outer polyethylene and
lead shields. A 0.381 mm thick mu-metal (81 % Ni, 19 % Fe) shield was located inside
the inner polyethylene to block any magnetic fields which could interfere with detector
electronics operations. The air layer between the mu-metal shield and the outermost
cryostat can was purged with “old air” to reduce the content of the radioactive 2??Rn
naturally found in the atmosphere. The old air was stored in cylinders for at least
two weeks to allow the 222Rn, half life 3.82 d, and its immediate daughters to decay.
The icebox cans were each 0.125 in thick, providing an additional ~1.9 cm of v and

shielding.

5.2 Data Divisions

A period of data taking during which the cryogenics were continuously stable was called
a “run”. Interruptions in the cryogenics, such as a need to warm the experiment, would
end a run. Analysis data sets were typically defined as being over a set of runs. Of
importance for this thesis are the last set of data runs during CDMS II, runs 125-
128, and the three data runs of SuperCDMS, runs 133-135. The CDMS II runs are
collectively known as c¢58 (combined 125-128) and were taken from 2006-2008. Run
133 was the first science run of SuperCDMS and ran from early-2012 to mid-2013. The
run ended when a '33Ba source became trapped inside the shield, requiring a warm-
up and partial deconstruction of the shield to retrieve the source. Run 134 started in
mid-2013 and ended in mid-2014 to perform standard maintenance on the cryocooler.
Run 135 was the last run of SuperCDMS Soudan, and ran from late-2014 to mid-2015
for decommissioning. Three CDMSlite runs, labeled runs 1-3, occurred during run 133
(Run 1), runs 134-135 (Run 2), and run 135 (Run 3).

The basic unit of stored data was a data series (or series, for short). The length of a
series was determined by how long the detectors could maintain sufficient neutralization
for the full collection of the charge signal. Neutralization was “lost” when impurity traps

attracted enough charge carriers to significantly reduce the ionization signal [267]. For
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SuperCDMS, neutralization became compromised after ~3 hours while in CDMS 1T it
could take up to ~12 hours. Series lengths in SuperCDMS, as used in Part III, were 3
hours long, after which an LED flash and a 10 minute cool down period were required.
Due to the high rate during calibration data (below), a three-hour long calibration series
was broken in six blocks of 25 minutes of data taking each followed by an LED flash
and 5 minute cool down.

There were three primary data types taken by both CDMS II and SuperCDMS, two

of which utilized radioactive sources:

1. Low-Background/WIMP-Search: These were the primary data used for de-
termining science results, i.e. used to look for dark matter recoils. No intentional
sources were deployed and only ambient background and signal events were ex-
pected. The majority of the data were taken in this mode to maximize WIMP-

search exposure.

2. 133Ba Calibration: For these data, two '33Ba sources were placed in source
tubes which extended along the E and C stems and ended at the edge of the
cryostat. This located the sources inside the polyethylene and lead shields. The
133Ba, decayed to '33Cs via v and conversion electron channels. The four most
prominent peaks from the decay were at 356.0, 302.8, 383.8, and 276.4 keV [282].
These lines were generally used for energy scale calibration and defining the ER
band in the yield versus recoil energy plane. The B’s created by the decay were
also used to study surface events. On average, five 13>Ba data series were taken

over the course of a week for SuperCDMS.

3. 252Cf Calibration: For these data, a single 2°2Cf source was inserted alterna-
tively between the two source tubes. The source primarily decayed by a emission,
which subsequently generated s, but it also underwent spontaneous fission with
~ 3% probability. The fission process produced 3-4 neutrons per decay with en-
ergies of up to 10 MeV, and a most probable energy at ~1 MeV [283]. These
neutron data were used for the NR calibration to define the NR band in the yield
versus recoil energy plane. 2°2Cf data were taken only occasionally, a few times
during a calendar year, with a handful of series taken each time, to avoid neutron

activation of the crystals.
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Figure 5.5: Schematic drawing of an iZIP detector with charge and phonon read-out
channels labeled and the wire connections for a single DIB indicated. A single DIB
connected to channels on both sides of the detector. Wire connections of DIB-1 are
indicated with side 1 connections in black and side 2 connections in brown. Channel
labeling uses P/Q for phonon/charge channels and S1/2 for the different sides. Figure
from [275].

5.3 Electronics

The read-out electronics were originally designed for the CDMS II oZIPs and full de-
scriptions can be found in Refs. [278, 284]. The same system was used for SuperCDMS
and CDMSlite, although some modifications were required for the later detector types.
The base of the system was a chain of electronics boards that started with an inter-
face board connected to the ZIP, which connected to a circuit board at the 4K stage
of the cryocooler, before connecting to a room temperature biasing and amplification
board in the RF room, and ending with a trigger-control board in the electronics room.
The trigger-control boards for all detectors were then connected to the data acquisition
system (DAQ) for user control.

The detector interface boards (DIBs) were able to read out all the channels of an
0ZIP: four phonon channels and two charge channels. The iZIPs had twice as many of
each type of channel and two DIBs were required per iZIP. Each DIB was connected to
channels on both sides of the detector (determined by proximity to the connectors) as
shown in Fig. 5.5.

The front-end boards (FEBs) contained the amplifiers and biasing sources needed
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for the charge and phonon read-out circuits. However, they could only apply biases
up to 10 V which were too low for CDMSlite operations. Additionally, for CDMSlite
operations, all channels on a single side were grounded while all channels on the opposing
side were connected to a high-voltage power supply (HVPS). The CDMSIlite adapter
board, as diagrammed in Fig. 5.6, took as input the connections from the two DIBs
attached to a detector, disentangled the channel lines associated with the two sides, and
connected one side to the HVPS and the other to a single FEB and hence the DAQ for
read-out. The HVPS was controlled by a separate LabVIEW program. See Appendix A
of Ref. [275] for circuit diagram details of the adapter board. Note that in this biasing

configuration, only half of the detector’s phonon channels were read out.

5.4 Triggering

The detector triggering was controlled based upon five user-controlled settings: charge
low/high (Qlo/Qhi), phonon low/high (Plo/Phi), and phonon ultra low (Pwhisper).
Each trigger-control board, which had access to four phonon and two charge channels,
performed an analog sum of the individual charge/phonon traces and compared the
total traces to the user-set values for each trigger setting. The user also defined a
trigger condition to determine when to record the current data. Exceeding the Plo
value in the phonon traces was almost exclusively used as the trigger condition. If this
condition was met, a “detector trigger” occurred and the current detector traces saved.
A detector’s efficiency at triggering on low energy events determined the lowest possible
energy threshold used for that detector in analysis. For a given event, more than one
detector could surpass their trigger settings. The first detector to do so issued what
was called the “global trigger”. The recorded traces in all detectors were aligned such
that the global-trigger time was always in the same bin. If a detector trigger was issued
during low-background running, the entire ZIP array was read out. During calibration
running, only the tower which contained the initiating trigger was read out to conserve
data-storage space.

For SuperCDMS, there were two trigger-control boards per detector and hence two
Plo values. These could be adjusted individually depending on whether all channels

were functioning properly. The trigger condition for any detector was by default set
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Figure 5.6: Cartoon schematic of the CDMSlite iZIP adapter board. The two DIBs
connected to a single detector were connected to the board. The board disentangled the
side 1 (S1) and side 2 (S2) channels from the incoming DIB connections. Channels on
S1 were grouped together and connected to a single FEB, which in turn connected to
the usual DAQ. Channels on S2 were grouped together and connected to a high-voltage
power-supply which was control separately with a LabVIEW interface. Figure adapted
from [275].
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as a logical OR of the two Plo values. However, during the course of running, several
detector channels became problematic requiring utilization of a logical AND between
the Plo values. The overall rate of detector triggers was also used as a measure of
experimental health. During Run 133, a low-background series had an overall trigger
rate of O(1 Hz) while, towards the end of Run 134, the rate was more than 10 times
this, indicating a new background trigger source.

A second type of trigger, a random trigger, was initiated by a signal from the DAQ
and recorded the current channel traces, regardless of their content. Assuming there
was no particle event occurring, the recorded traces were used as a good indicator of the
mostly electronic noise in the detectors. Random triggers, also known as “randoms”,

were taken in three different modes for SuperCDMS:

e Beginning-/End-of-Run Randoms: At the start and end of each series, 500
random triggers were taken in succession. In analysis, these randoms give an

indication of the noise health before and after a series.

e In-Run Randoms: After every detector trigger during a data series, a uniform
random number from 0-1 was drawn by the DAQ. If that number was <0.1, a
random trigger was issued. In-run randoms thus occurred approximately every
tenth event, but not strictly so. In analysis, in-run randoms give an indication of

the noise health throughout the data series.

5.5 Data Processing and Calibration

The raw data saved by the experiments primarily consisted of the traces from the various
charge and phonon channels along with other information of the experimental condition
at the time of the event. In analysis, all of the information about the initial event
scatter, most importantly the recoil energy, is gleaned from these raw traces. Variables
describing these quantities are computed by processing the raw data. These variables are
given two names by CDMS, reduced quantities (RQs) and relational-reduced quantities
(RRQs). RQs are the direct result of running some algorithm on the raw traces, such
as the amplitude of a charge pulse in V, while RRQs come from either calibrating RQs
to physical units, converting V to keV, or from relationships between RQs, such as the

relative energy in any given channel as a measure of the location of the event.
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5.5.1 Energy Reconstruction

The maximum height of a pulse and the integral of a pulse are computationally simple
measures of the energy of the pulse. However, the energy estimates obtained from
these algorithms have too poor resolution for careful analysis, although it is sufficient
to determine the data quality. During data taking, these quick algorithms were used to
obtain a real-time measure of data quality.

More robust energy reconstruction comes from later processing which performed
several optimal-filter fits of signal templates to data traces. In general, the optimal filter
algorithms model a signal trace S(t) as a linear combination of a template A(t — tg),

which can be shifted by some time delay g, and Gaussian noise n(t)
S(t) = aA(t — to) + n(t), (5.1)

where the template is scaled by some amplitude a, whose optimal value is desired. The
“optimal” fit is performed in frequency space to better avoid time-domain correlations
with non-white noise. The need for a Fourier transformation, however, makes the al-
gorithms computationally slower. The frequency-domain goodness-of-fit x? for each fit
depends upon the amplitude of the template and the time delay. Computationally, g is
scanned over and the best-fit amplitude and x? computed at each delay. The delay, and
therefore amplitude, which gives the lowest x? value is taken as the global best-fit. All
three quantities are returned by the algorithms. The x? is used to remove pulses with
poor goodness-of-fit, such as if the signal trace is significantly different from the tem-
plate, i.e. a non-physical event. The amplitude primarily gives energy information and
the delay gives information about the position of the event in the detector. The basic
algorithm fits a single template to a single trace, however more complicated algorithms
can also be used. These algorithms are reviewed in Appendix A.

The various algorithms used by SuperCDMS were:

OF': The basic optimal filter algorithm fits a single template to a single trace. This
was used for the phonon traces from each individual channel, as well as the total
pulse formed after normalizing (see the next section) and summing the channels.
For iZIPs a sum of each side was fit as well as the sum of both sides. A single

template was created by averaging the total pulse of many high-quality events.
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The time-delay scan-window was [—200, +100] / [—50, +10] / [-25,410] pus around
the global trigger time for SuperCDMS Ge/CDMS II Ge/CDMS II Si detectors.

OFX: For the ionization signal, there was ~1 % and ~5 % capacitive crosstalk between
the inner and outer channels in SuperCDMS and CDMS II respectively. This
crosstalk was accounted for by computing four templates and performing a joint
fit between the channels. The four templates were: primary inner, primary outer,
crosstalk in inner due to outer, crosstalk in outer due to inner. The templates
were generated by finding a population of pure inner (outer) events, averaging
their pulses in the inner (outer) channel for the primary template and then in the
outer (inner) channel for the crosstalk template. The time window over which the
time delay was scanned was [—100,410] / [—50, +10] us around the global trigger

time for Ge/Si detectors in either experimental generation.

NSOF: In CDMS II, the position dependence in the phonon traces was removed by an
arduous “position correction” procedure as described in [285]. For SuperCDMS; a
new procedure was instead developed. The non-stationary optimal filter (NSOF)
was the primary method to remove the position dependence of the OF fit. In
the NSOF, the initial peaky/nonpeaky portion of the pulse was treated as non-
stationary noise. These portions were deweighted in the fit which gives greater
governance of the fit to the long-decay tail. The same templates and time-delay
scanning window as the OF fit were used in addition to a noise “template” describ-
ing the peaky portion of the traces. The '33Ba 356 keV line is shown in Fig. 5.7 for
the regular OF and NSOF algorithms to demonstrate the improvement in resolu-
tion due to the NSOF. The sole purpose of the NSOF was energy reconstruction
and it was only run on the total phonon trace. For pulses with sufficiently small
amplitude, i.e. just above or in the noise, the OF and NSOF gave near-identical
results. To preserve processing time, a cut in energy was placed below which the

NSOF was not run and the OF value used instead.

2T-Fit: A second approach to remove the phonon position dependence was developed
by the CDMS group at Queen’s University and the analysis in this thesis is the
first to benefit from its use. This method fit a single trace to two templates, where

the two templates attempted to model the fast initial portion and slow ballistic tail
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Figure 5.7: Uncalibrated phonon-pulse-amplitude distribution for the same data pro-
cessed with the standard OF (grey filled) and NSOF (purple line). The data is 33Ba-
calibration data and the peak at ~12 pA is the 356 keV peak. The resolution improves
using the NSOF fitting algorithm.

separately. The results gave both energy and position information of the event.

See Sec. 10.1.2 for further details on the 2T fitting.

OF0/NSOFO: In the analysis, the reconstructed energies found from random triggers
are used as an estimate of the noise resolution of the detectors. A naive expectation
for the distribution of randoms is for it to be centered at 0 keV with some Gaussian
spread. However, since the OF and NSOF algorithms were set to find either the
minimum y? or maximum amplitude in a time window, the fits always picked
a noise fluctuation within the scanned timing window and were biased towards
non-zero amplitudes. To estimate the true resolution, OF and NSOF fits were
performed with the time delays forced to be zero. This zero-delay fit was used only
to estimate the baseline resolution due to electronics noise. The OF0 algorithm
was run on both charge and phonon traces and the NSOFO run on the phonon

traces.

5.5.2 Calibration

The outputs of any of the OF-fitting algorithms were the amplitude(s) of the template(s)

in arbitrary ADC units which was converted to the physically read out units of volts
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(ionization) and amperes (phonon) given the specific read-out circuits. These outputs
were stored as RQs. A calibration was used to covert from units of circuits to units of
recoil energy, keV specifically. The calibration of the different signals was done using
the higher statistics '3*Ba calibration data, which gave electron recoils peaks that were
easy to identify and have known recoil energy. The calibration proceeded sequentially,
with each step usually depending on the previous one, in the following order: inner

charge, outer charge, relative phonon, total phonon.

1. Inner Charge: The inner charge channel covered most of the surface area of
a detector’s face and this was large enough to fully collect + events from the
calibration source. The most prominent peaks (356, 303, and 384 keV) were
usually identifiable in the spectrum. Gaussian fits were performed to give the
peak position and width in units of volts and compared to the known keV energy
values. A line was fit to the three points with the slope of that line indicating the

proper calibration.

2. Outer Charge: The outer charge channel covered too small of a surface area of
the detector face for the method used with the inner channel. Its calibration was
based on shared events with the previously calibrated inner channel. Peak events
which were fully collected between the two charge channels populate a negatively
sloped diagonal band in the inner- versus outer-charge plane. Since the inner
channel was already calibrated, a fit to this band should cross the inner channel
axis at the calibrated energy. The outer channel calibration was set such that
the fit crossed the outer channel axis at the appropriate energy. The prominent

356 keV peak was used for this process.

3. Relative Phonon: The first step in calibrating the phonon energy scale was to
look at the calibration between all of the phonon channels. The raw output could
differ between the channels due to physical differences in the TESs, such critical
temperatures or saturation points. Since the ballistic phonon tail for an event
illuminated all channels equally in the detector, the tails of the individual traces
were used for relative calibration. The energy absorbed by the channels in the
ballistic tails should be the same, and thus the power (integral of the tail) should

also be the same. Relative calibration constants were derived with respect to a
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single channel on the detector (typically channel D on side 2 for SuperCDMS!)
by scaling the power of the other channels’ tails to the power of that tail.

4. Absolute Phonon: The total phonon energy was constructed using the OF fit
information of the channels in two ways: applying the OF to the individual channel
traces and then summing the resulting OF values, or adding the raw traces, after
applying relative calibrations, and running the OF or NSOF on the total trace.
The latter method gave better resolution and was typically the energy quantity
used. The absolute energy-scale calibration was performed in the same manner for
both methods. The !33Ba peaks used were primarily v decays, and as such should
have had an ionization yield of unity. Using the v assumption, the total phonon
energy would be E = Eq (14 ¢eV,/ey). In CDMS II, the basis for calibrating
the true energy scale was to calculate E; for the peak events using the calibrated
charge quantities and then enforce that E) = Ex, where F} is the measured phonon
quantity. Calibrating in this way also roughly centered the ER yield band at the
expected Y(E,) = 1. In SuperCDMS, this procedure was found to be deficient
in that the total phonon calibration depended on the temperature of the towers.
This also caused the ionization yield to have temperature dependence. The total
calibration was instead performed by considering the ratio of E;/F; as a function
of temperature. A quadratic fit was performed and the calibration constants found

by making the ratio flat and have a mean value of unity based upon that fit.

5.6 Recent Results

The CDMS II and SuperCDMS Soudan experiments were very successful over their
years at Soudan. The data produced there led to many results and a selection of the
most recent are briefly reviewed. In addition to providing background leading up to the
analysis presented in Part ITI, the background estimates described in Part II were used

in these analyses.

! Studies have been done to look at the variation in calibration due to picking a different base channel
with results showing ~15 % variation in the relative constants. The total phonon pulse constructed next,
however, changes very little with the different relative calibrations [286].
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5.6.1 CDMS II c58R

The last WIMP-search data set from the CDMS II experiment consisted of runs 125-128
(cb8). The initial Ge results from these runs were published in [223], where two bulk-
recoil candidate events were found within the NR band. It was later discovered that
a time-saving shortcut taken in the data processing resulted in a non-optimal charge
energy being used for one of those events. Using the corrected energy caused one of
the events to leave the signal region. However, it was unknown whether fixing the data
processing would bring other, previously rejected, events into the signal region. To
correctly answer this question, the ¢58 dataset was reprocessed with a fixed algorithm

and a reanalysis undertaken. This reanalysis effort was collectively termed c58R.

c58R Si

The data from the Si detectors were never analyzed in the original ¢58 processing, but
their analysis with ¢c58R was published in [233] and was (still is) a rather important re-
sult. The c58R Si result analyzed 8 0ZIP detectors with a total exposure of 140.2 kg day
over an energy range of 7-100 keV. Three candidate events were observed with an ex-
pected background of 0.4115:30 (stat)fgjgi (sys) for surface events, <0.13 for neutrons,
and <0.08 for 2°Pb daughters. A profile likelihood fit was performed to the three data
points which showed that there was a 5.4 % probability that they were background fluc-
tuations. The preferred region in the spin-independent cross section-WIMP mass plane
from this fit is given in Fig. 5.8. The highest likelihood point was at m, = 8.6 GeV /c?
and USI = 1.9 x 107* c¢m?. This result is often referenced as the CDMS II Si result,
but this is a slight misnomer as the Si analysis from the earlier CDMS II combined

runs 123-124 (c34) results were published at a similar time in [203, 287]; ¢34 had no

candidate events.

c58R Ge

The initial goal of the reprocessing was for the Ge detectors and the resulting reanalysis
was published in [224]. The Ge reanalysis began before the final c¢58R Si result was
known, and it therefore focused exclusively on high-mass WIMPs in the recoil energy

range of 10-100 keV. For that analysis, 14 oZIPs were used for a total exposure of
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612 kg days. In addition to re-doing the initial analysis, an attempt was made to consider
the systematics associated with different timing cuts used to remove surface events.
Three different timing cuts were developed: a classic CDMS cut in the same vein as the
original ¢58 analysis, a neutral-network-derived cut, and a five-dimensional y2-based
discrimination. The results of these three analyses, compared to the initial ¢58 result,
are given in Fig. 5.9(a). The classic cut found two candidate events, the neural network
cut found one, and the x2-based cut found none and was the primary result in the
paper.

The scope of the result was extended after the publication of the c¢58R Si result as
the lower mass region became of greater interest. In order to better probe the Si result,
the recoil-energy thresholds on the detectors were lowered to as low as ~4.5 keV and
new results computed in the ~5-15 keV region. This was called the mid-threshold (MT)
analysis. 6 candidates were observed with the Classic timing cut, 16 with the neural
network cut, and zero with the y?-based cut. The classic timing had the best exposure
and sensitivity in this range, as can be seen in the limit curves of Fig. 5.9(b), and was

chosen as the primary result.
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Figure 5.9: 90 % upper limits on the spin-indpendent WIMP-nucleon cross section from
the three ch8R Ge timing analyses compared to the initial 2010 c58 Ge result. Also
shown are the 68 % and 90 % contours and the best fit point from the c58R Si result.
The 10-100 keV analysis is shown on the left while the ~5-15 keV extended analyses
are shown on the right. Figures from [224].

5.6.2 SuperCDMS LT

The iZIP analysis strategy for SuperCDMS Soudan was to split the search into two
separate analyses: low-threshold (LT) and high-threshold (HT') searches. The LT anal-
ysis’s goal was to lower the energy thresholds as low as possible to improve sensitivity
to low-mass WIMPs. Leakage of background events into the signal region was expected
and, as such, the LT analysis was not expected to be background free. Due to this,
the LT analysis was conducted first. Conversely, The HT analysis, which set a higher
threshold and was expected to be background free, would require the largest possible
exposure. Work is still ongoing to analyze the complete SuperCDMS Soudan iZIP data
set for the HT search. Additionally, a novel operating mode and analysis type was pio-
neered which allowed access to the lowest WIMP masses yet: the CDMS low ionization
threshold experiment. Given its importance in Part III, the previous result from this
method is discussed in Chapter 9.

The SuperCDMS LT (SCDMS LT) analysis, published in [245], used data taken
during Run 133 with the seven iZIP detectors with the lowest thresholds, 2-10 keV
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Figure 5.10: 90% upper limit on
the spin-independent WIMP-nucleon
cross section from the SCDMS LT
analysis compared to other results at
the time of publication. The limit
(black with grey uncertainty band)
is less restrictive than the sensitiv-
ity (green bands) due to three higher
energy events in a single detector.
The result greatly improves on the
CDMS II low-threshold analysis (dot-
ted dark red). Figure from [260].

for nuclear recoils, for a total exposure of 577 kgdays. The resulting spin-independent

limit is shown in Fig. 5.10. In this background-limited search, the expected background

sources were: bulk +’s from Compton scatters and activation peaks in the detectors

and the decay products of 2'Pb on the detectors and housings. Using these modeled

backgrounds, a boosted decision tree (BDT) was trained to rank, in several variables, a

given event based upon how “background like” or “signal like” that event appears. A

cut was placed in the BDT output score to remove background events (replacing the

CDMS II-style timing cut). After this cut, a background of 11 events were observed

with an expected background of 6.2f(1):é events.
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Chapter 6

Introduction to Radiogenic

Backgrounds

Radiogenic backgrounds in dark matter experiments are non-WIMP events whose ori-
gins are radioactive isotopes present in the experimental environment and apparatus.
Experiments are designed with sufficient shielding to block close-to-all environmental
sources such that the radioactivity of the shielding itself, and other internal materials,
becomes the dominant source of these backgrounds. The radiation from these sources
can be divided into those which cause electrons recoils (ERs) in the detectors, such
as 7’s and f’s, and those which cause nuclear recoils (NRs) in the detectors, such as
neutrons (n’s). Four classes of backgrounds rates are of interest for background studies:
NR and ER scatters which deposit energy in either a single or multiple detectors. These
are abbreviated as NRSS, NRMS, ERSS, and ERMS, where SS and MS indicate single-
or multiple-detector scattering events. For experiments with NR/ER discrimination,
such as CDMS, NRSS events are particularly dangerous as they are indistinguishable
from WIMP scatters in physical data.

The total estimated rate for any of these types of events is computed as

Volume(Geom.)
Det. Mass(Geom.)

Total Rate = Z Rate(Sim.) x Yield(Sim.) x

Sources

x Contam.(Meas.).

(6.1)

The determination of each term in this expression defines the program followed for
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each radiogenic background estimate performed. The sum is performed over all sources,
where a source is a combination of a geometrical object and radioactive decay. For each
source, the rate is determined by simulation as the number of events (of the desired
type) per initially simulated particle. The yield converts the rate from the simulation
units to physical units, i.e. number of events per contamination level, per time, and
per source volume. The yield depends on the material of the source and, for n sources,
requires another simulation. The rate is then weighted by the geometrical factors of
source volume and payload mass and the measured source-contamination level.

For every background estimate, some of the inputs are the same:
e Relevant radioactive decays

e Yield for each decay

e Simulation toolkit.

These universal components are the subject of the remainder of this chapter. The
geometrical factors and contamination levels differ for individual estimates. Chap-
ter 7 describes work done to measure the CDMS Soudan shield’s contamination levels
and estimate the background rates for multiple Soudan WIMP-search analyses. Chap-
ter 8 describes work done to calculate the projected background rates in the forth-
coming SuperCDMS SNOLAB experiment, including on-going material screening to

pre-measure contamination levels of building materials and global simulations.

6.1 Sources of Radiogenic Backgrounds

Radiogenic sources have three production mechanisms: primordial, cosmogenic, and
anthropogenic [288]. The primordial sources are of most interest as they are the only
source of neutrons. The other two production mechanisms provide v’s and £’s which
are observable in CDMS ER data.

6.1.1 Long-Lived Primordial Sources

Isotopes with half-lives of >10? yr are present in the Earth’s crust as a remnant from

its formation. These isotopes are found in all ores mined from the Earth and traces
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of them linger in manufactured material. Even if the ore is purified before creating a
final product, the manufacturing process itself often re-introduces contaminants. The
most important primordial isotopes are the naturally occurring 232Th (99.98 % NA,
T2 = 14.1 Gyr), 23U (99.27% NA, 71,5 = 4.5 Gyr), and K (0.012% NA, 71,5 =
1.3 Gyr), where NA stands for “natural abundance” and 7/, is the half-life.! The
average concentrations of these isotopes in the continental upper crust are 850 Bq/kg
(*9K), 44 Bq/kg (***Th), and 36 Bq/kg (?38U) [288].

The simplest of these isotopes is *°K, which undergoes a 3 decay to *°Ca 89.3 %
of the time and electron-capture to “°Ar 10.7% of the time. The 8 has an endpoint
of 1.32 MeV while the electron-capture is accompanied by a 1.460 MeV 7. Due to the
common abundance of natural ™K in many materials, there are often high levels of 4°K
which can dominate the y-radiation background. Since K is found in many common
foods, and is essential to the human body, “°K provides a sizable amount of natural
radiation to a human. With an activity of ~30 Bq/g for natural K [289], this amounts
to ~5 kBq in a typical person, or, somewhat more amusingly, 15 Bq/banana.

The other two long-lived primordial isotopes, 2**U and 232Th, decay by a-emission
and are the start of long decay chains. These decay chains are given in Fig. 6.1. Each
chain contains daughter isotopes with strong ~ emissions, the strongest of which are
labeled in the figure. The half-lives of all daughter isotopes are significantly shorter
than the progenitors, i.e. secular equilibrium of the chain is often assumed, although
multiple avenues for the migration of isotopes can break the equilibrium [288]. The
highest energy v is at 2.6 MeV coming from 2°°T1, a daughter of 2*2Th. This 2.6 MeV
peak is usually considered the end-point for an environmental v/ spectrum.? The next
strongest peak is at 2.2 MeV from 2'Bi, a daughter of 2*U.

These - and S-producing processes are well studied and can be simulated directly.
The unit of measure from the simulation for the rate in Eq. 6.1 is, as an example, NRSS
per decay. The yields in Eq. 6.1 for these sources only need to account for conversions
to match the units of the input contamination and desired exposure. CDMS Soudan

typically reported exposures of kg day while SuperCDMS SNOLAB uses kgyr, and the

1 2350 is also naturally occurring, with 0.72% NA and 7172 = 0.7 Gyr, but, due to the prevalence of
2380, it is relatively insignificant and is not considered further in this analysis.

2 20871 has several avenues of decay, and the 2.6 MeV + can be coincident with lower-energy products.
If all the products are collected in a single detector, the spectrum can extend beyond 2.6 MeV.
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Figure 6.1: 238U (a) and 23*Th (b) decay chains with daughter nuclei. The horizontal
axis is proton number Z while the vertical axis is atomic mass A. Right arrows (—)
indicate 8 decays and downward-slanted arrows () indicate a emission. The highest
intensity 7’s from the prominent v emitting isotopes are indicated by intensities and

energy in keV. Figures from [290).
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common contamination unit is mBqkg~!. The yield thus includes the density of the
material and a conversion to days/years.

The presence of 2*®U and ?32Th is particularly dangerous for CDMS since they
are also sources of neutrons. There are two n-production mechanisms which occur,
spontaneous fission (SF) and («, n). Briefly reviewing the nuclear physics behind these
reactions is helpful to understand how these sources are used in simulation and in the
calculation of their yields. The chain progenitors can undergo spontaneous fission (SF).
The immediate products of SF are unstable and decay by emitting v’s and n’s. This
is most prevalent for 22U, where the branching fraction of SF is 5.45 x 10~7 [290], but
has also been observed in 232Th with a branching fraction of ~1.2 x 10711 [291]. 230Th
and 234U, daughters of 238U, can also undergo SF at low probability. The energies of
the SF products do not depend upon the surrounding (matrix) material.

The (o, n) reaction occurs when energetic a’s created throughout the decay chains
interact with the matrix material. The energies of the possible a’s per decay chain are
given in Table 6.1. The @Q-values needed to undergo («,n) reactions in CDMS shield
components are given in Table 6.2. The primary («,n) reactions occur within copper
and carbon while no « has the energy to initiate the reaction in lead. Since the energies
of the decay «’s differ between the chains, and the @)-values between materials, the
energy of the resulting n’s varies between chains and materials.

The probabilities for the n-creating reactions are small such that numerous decays
be needed to simulate sufficient n statistics. It is more efficient to simulate individual
n’s, with the appropriate energies, and use the yield to scale to physical units. The
initial-n energy spectra and yields are calculated via simulation with the SOURCES4C
package [294, 295]. SOURCES4C simulates the neutron output of each decay chain,
accounted for all contributing daughters and processes. Example energy spectra of the
resulting n’s for SF and («,n) can be seen in Fig. 6.2. The total yield is taken from
these spectra and is given in Table 6.3, where only a conversion to the desired time unit

is needed for use in Eq. 6.1.

6.1.2 222Rn and %'°Pb

Isotopes of radon are parts of both the 238U and 23?Th decay chains. Since radon is

a noble gas, it can diffuse out of the surrounding material and enter the atmosphere.
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Isotope F, [keV] Intensitity [%] Isotope FE, [keV] Intensitity [%)]
28y 4198.0 79.00 232Th 4012.3 78.20
4151.0 21.00 3947.2 21.70
24y 4774.6 71.38 228Th 5423.2 73.40
4722.4 28.42 5340.4 26.00
20T 4687.0 76.30 224Ra 5685.4 94.92
4620.5 23.40 5448.6 5.06
226Ra 4784.3 93.84 220Rn 6288.1 99.89
4601.0 6.16 216pg 6778.3 99.99
222Rn 5489.5 99.92 212 6050.8 25.13
218pg 6002.4 99.98 6089.9 9.75
2l4pg 8686.8 99.99 212pg 8784.9 100.00
210pg 5304.3 100.00

(a) #**U Decay Chain

(b) 232Th Decay Chain

Table 6.1: Energies and intensities of o particles created during the 238U (a) and 2*?Th
(b) decay chains. Only decays with intensities >5 % are shown. Values from [292].
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Figure 6.2: Neutron energy spectra resulting from spontaneous fission (a) and (a, n) re-
actions (b) from the 233U (blue) and 232Th (green) chains in copper (solid) and polyethy-

lene (dot). Units of the rates are neutrons per second per mBqkg™

1

contamination level

per cm? of matrix material volume. The spontaneous fission spectra do not depend upon
the matrix material while those from («,n) do.
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Isotope NA [%] @Q-value [keV]

03Cu 69.15 —7501.51
65 _

Cu 3085 0823.94 Table 6.2: @Q-values necessary for
204py, 1.40 —13610.29 the (o, n) reaction to proceed with
205pt, Trace —11946.98 the naturally occurring isotopes of
206p1, 9410 _13065.90 copper, lea(.i, hydrogen, a.nd car-
- bon. Negative values require that

Pb 22.10 —12145.24 amount of energy to initiate the

208py, 52.40 —14962.35 reaction. For the energies of a’s
210py, Trace —13721.29 from the primordial decay chains,
) the reaction occurs with either cop-
H 99.98 —23681.00 per isotope or >C. No « is ener-
n 0.02 —4189.60 getic enough for the reaction to oc-
3H Trace —4783.39 cur in lead. All values from [293].
12¢ 98.90 —8502.01
13¢ 1.10 2215.61
¢ Trace —1817.70

Decay Chain Lead Polyethylene Copper

[scm® (mBq kg_l)] !
238U 9.80x 10712 2.10x 1072 1.00 x 10~
232Th 3.44x 1071 129x 10712 2.33x 10712

Table 6.3: Neutron yields for the primordial decay chains from common experimental
materials in units of [s cm? (mBq kgfl)] ~!. neutrons created per time per volume and
contamination level of the source material. The yield for lead is only from SF while those

for Polyethylene and Copper are sums of SF and (a, n) processes. Values computed with
the SOURCES4C package [294, 295].



CHAPTER 6. INTRO TO RADIOGENIC BACKGROUNDS 124
220Rn from the #2Th chain has a half-life of 55.6 s [292] and often does not survive to
escape the material. 222Rn from the 238U chain, however, has a half-life of 3.82 d [292]
and does escape the material in large amounts: the typical contamination level of air in
laboratories/dwellings is 40 Bqm™3 [288]. Airborne 2?2Rn can “plate-out”, attaching
itself to exposed surfaces, and decay. There are thus two effects of the gas: it can break
the secular equilibrium of the 238U chain and it creates a source on the surfaces of ma-
terials. Radon plate-out on the surfaces of CDMS detectors and housings is particularly
problematic.

Although most of the « and 3 emitters of the 233U chain occur after 22?Rn, almost
all of them have short half-lives. These generally short half-lives mean that radon can be
removed from air but isolating the gas for several times the half-life of 22?Rn, a product
called “old-air”. Old-air purges are common to reduce radon: CDMS Soudan installed
an old-air purge in 2003 as described in Sec. 5.1.3.

210Ph is the most worrisome isotope created by radon sources with a half-life of
22 yr. Once 2!9Pb is attached to a surface, it will not significantly decrease over the
life-span of an experiment. 2!°Pb is also found in trace amounts in natural lead. This is
the motivation for the CDMS ancient-lead layer interior to the standard lead. The inner
lead shields the 2!°Pb products from the normal lead while generating significantly fewer
products itself. The decay chain following 2!°Pb is detailed in Fig. 6.3. The « from
210pg cannot create neutrons, which means the most worrisome product is the 3 from
210Bi with an endpoint of 1.161 MeV. This 3 can create substantial bremsstrahlung and
characteristic x rays in the surrounding material. For sources on detector surfaces, all
non-y products from the chain are important. The « and the recoiling nuclei, such as
the final 2°°Pb nuclei, will have reduced yield and appear similar to germanium NRs.
Additionally, the low-energy /3’s appear as surface events. When simulating ?2?Rn and
210PY sources, the decays are directly simulated and the yields are the same as for other

~ and f sources as described above.?

3 To use Eq. 6.1 for surfaces sources, the volume must be replaced by the surface area and the units
of contamination similarly changed.



CHAPTER 6. INTRO TO RADIOGENIC BACKGROUNDS 125

22.3 80%: 3 17.0 keV

conv. e 30.2 keV + Auger e’s
+ 22.0%: x-rays 9.4-15.7 keV
20%: 3 63.5 keV — 13.7%: conv. e 42.5 keV + Auger e
3.5%: conv. e 45.6 keV + Auger e
4.3%: y 46.5 keV

58.1%: {

100%: B8 1161.5 keV 138.4d

100%: a 5.3 MeV
206Pp 103 keV

Figure 6.3: Decay chain for 2!°Pb and its daughters. Figure from [246].

6.1.3 Cosmogenic and Anthropogenic

Non-primordial radiogenic sources are produced in two manners and generally have
half-lives of O(yr).* For all of these sources, the decays can be simulated directly, and
the yields in Eq. 6.1 are the same as other v and [ sources.

The first production method is anthropogenic (man-made). The most important
anthropogenic isotope is 3"Cs, with has a half-life of 30.1 yr. 137Cs is a common fission
product of 23U, which is used in nuclear weapons and reactors. 37Cs is water soluble,
spreads easily, and is found in different materials. It decays via S emission which is
accompanied by a 661 keV v ~95% of the time.

The second production method is cosmogenic. These sources are created when
incident cosmic rays initiate nuclear reactions on naturally present isotopes in the at-
mosphere or Earth. Many different cosmogenic isotopes are possible (see, e.g. [290]),
and only a few which are important to CDMS are discussed here. In particular, the iso-
topes can be present in the silicon and germanium detector crystals and the surrounded
copper.

Silicon detectors can contain H and 32Si which 3 decay with endpoints of 18.6
and 227.2 keV respectively. 3H is a spallation product in the crystal itself while 32Si
is created in the atmosphere, migrates through water sources, and becomes present in
natural silicon at low levels. Germanium detectors can also contain *H in addition
to numerous isotopes which decay by electron capture and give discrete lines below
~10 keV. Several contaminants are possible in copper with the most important being
the semi-long-lived %°Co. It decays with a relatively low-energy (3 which is almost

always followed by two high-energy ~’s with 1173 and 1333 keV of energy. All potential

4 All decay information in this section is taken from [292].
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Material Isotope Half-life Material Isotope Half-life
Germanium 3H 12.32 yr Silicon 3H 12.32 yr
68Ge 270.95 d 3254 153 yr

53Ga, 67.71 min
657n 243.93 d
3As 80.30 d
57Co 271.74 d
%Fe 2.744 yr
Mn  312.20d
49y 330 d

Copper  46Sc 3.891 hr
a8y 15.9735 d
Mn  312.20d
%Co 77.236 d
5Co 271.74 d
%o 70.86 d
59Fe 44.495 d
60Co 1925.28 d

Table 6.4: Potential cosmogenic contamination sources in silicon, germanium, and cop-
per.

cosmogenic contaminants for the three materials are listed, along with their half-lives,
in Table 6.4.

6.2 Geant4 Monte Carlo Simulation

The rate of NRSSs, or any of the other types of events, from an individual source
in Eq. 6.1 is determined using the GEANT4 particle simulation toolkit [296, 297]. In
GEANT4, the user constructs a geometry consisting of the shape, size, location, and
material nature of physical components. Particles are then simulated, where the type,
energy, source, etc. are specified by the user. GEANT4 uses a library of physics pro-
cesses and random-number generation to determine a track for the particle and any
additionally created particles during the process. Any part of the geometry may be
made “sensitive” such that any particle interactions, including energy depositions, oc-
curring in that volume are recorded for off-line analysis.

Some necessary GEANT4 vocabulary is defined:

e Event: An event is the highest level category in GEANT4. An event is created
when the user specifies the creation of an initial particle (called the “primary”)

and all interactions of the primary and any subsequently created particles (called
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“secondaries”) are grouped under the same event. NRSSs etc. are counted per
event, where for v and (3 sources, an event is a single decay, while for n sources,

an event is a single neutron.

e Step: A step is the process used to take a particle from one state to another. What
those states are, and how the change occurs, depends upon the physics processes
loaded into the simulation. The most common step is to transport the particle
some distance between interactions. This involves randomly selecting a direction
to travel (based upon any angular dependencies of the previous interaction), how
far to transport the particle (based upon the mean-free-path in the surrounding
material), and what type of interaction occurs at the end (based upon the physics
of the given particle and the surrounding medium). Particle decays, absorptions,
scattering, etc. all occur in steps, along with the deposition of energy into the

surrounding material.

e Track: Particles move along tracks as they traverse and interact with the detector.

A track is composed of many individual steps.

e Sensitive Volume: When a volume is coded to be sensitive, any particle steps

which occur in the volume are stored and can be recorded to external files.

e Hit: Each record of a particle interaction, such as depositing energy, which occurs
in a sensitive volume is termed a hit. Each hit, or a combination of them, are

then recorded.

e Physics List: A file designating which physics processes, and their correspond-
ing models, are to be considered in a given simulation. Processes can be turned
on/off depending upon the energy range of interest or computing time available.
For low energy processes, as would be of interest for dark matter experiments,
the commonly used list is called “shielding”. This list contains all of the stan-
dard electromagnetic processes and low-energy neutron processes which are not

typically included for high-energy experiments.

The Soudan- and SNOLAB-related background estimates described in the follow-

ing two chapters each use specific GEANT4 geometries that are described as needed.
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For these simulations, the simulation output requires some processing to better match
physical data. The real detectors cannot resolve the timing of individual hits, thus in
the simulation the deposited energy for all hits in a given detector for a single event
are summed into a single recoil energy. The recoil is classified as an ER or NR based
upon the relative amount of energy deposited through electromagnetic Egy and nuclear

Enue. processes. A recoil is declared an ER if
Erv > 0.05ENue. (6.2)

and an NR otherwise. A single scatter is defined as an event in which only one detector

has total recoil energy above 2 keV, and all other events are labeled as multiple scatters.



Chapter 7

CDMS Soudan Background

Estimates

The radiogenic neutron background for the SuperCDMS Soudan LT and CDMS II ¢58R
WIMP-search analyses are estimated using GEANT4 simulations in two steps: a global
gamma simulation to determine shielding contamination values (Sec. 7.1) and several
global neutron simulations to determine the NRSS yield (Sec. 7.2). The two are com-
bined for the final NRSS background numbers.

These simulations use the CDMS Soudan geometry as depicted in Fig. 7.1. The
detector payload shown in the figure is that from CDMS II, which is changed to that of
SuperCDMS Soudan when appropriate. Shield layers are modeled as single monolithic
cans instead of the stacks of smaller pieces which were actually present. The detector

electronics are not included, while simplified copper tower components are included.

7.1 CDMS II: Global Gamma Monte Carlo

Gamma spectroscopy is a technique where the type and strength of radioactive sources
are determined by studying the energy spectrum, in some nearby detector, created by
the v and § decays from the sources [298]. Fully collected +’s appear as peaks in
the energy spectrum on top of a mostly-smooth continuum created by 3 decays and
non-fully collected ~’s. These peaks are direct indicators of what radioisotopes are

present and their relative strength compared to the continuum can indicate the source’s

129



CHAPTER 7. CDMS SOUDAN BACKGROUND ESTIMATES 130

Figure 7.1: Cross-sectional
view of the CDMS II geom-
etry simulated in GEANT4.
The layers of the shielding
are: outer poly (outer gray),
outer lead (bright red), in-
ner lead (dark red), in-
ner poly (inner gray), mu
metal (black), and cryostat
cans (varied blue). Tan
and brown tower compo-
nents are copper. Ge 0ZIPs
are dark red and Si oZIPs
are blue. Simplified copper
stems penetrate the outer
shielding (purple).  Sim-
ulated «’s from the base
can are shown (green lines),
some of which hit the ZIPs
(blue circles).

location with respect to the detector. Gamma spectroscopy is used in two different
ways by CDMS. One approach is to consider the electron-recoil spectrum from low-
background data taken with the Soudan experiments. The analysis of this spectrum
gives an in situ measurement of the Soudan shield’s contamination levels and is useful for
current Soudan analyses (see below). The second approach uses a separate, dedicated,
detector to study the contamination levels of materials under consideration for use in
the SuperCDMS SNOLAB experiment (next chapter).

For this thesis, a global gamma Monte Carlo simulation and fit was performed using
the reprocessed data from CDMS II Run 125. The premise for a global gamma simula-
tion is to simulate the common radioactive decays in different geometric components of
the experimental apparatus (importantly the cryostat, shield, and detector towers) and
then fit a combined spectrum to the measured electron recoil spectrum. The combined
spectrum is a weighted sum of all the individual spectra, where the weights are free
parameters. If there are N decay-geometry combinations (hereafter called “sources”)

simulated, the fit is N-dimensional over the sources’ weights and the best-fit weights
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are a measure of the sources’ physical contamination levels. This study is described in
four steps: selection of physical data, generation of simulated data, execution of the fit,

and examination of the results.

7.1.1 Data Selection

This study was one component of the c58R reanalysis campaign to provide updated and
better fits compared to previous studies with earlier CDMS II data [280]. In addition
to having a larger exposure than the previously used data, some of the shorter-lived
isotopes may have substantially decayed away since the first Soudan runs. This fit
should be more accurate for use with later CDMS II and SuperCDMS Soudan analyses.

The data used is the total charge energy (sum of inner and outer charge channels)
from the reprocessing of Run 125. Only one of the four runs is used because many of the
quality cuts applied to the data are tuned individually for each run and these cuts must
be also be applied to the simulated data: having a single set of cut values is convenient.
Run 125 was the longest individual run, had the highest number of functioning detectors
(14 Ge 0ZIPs), and accounted for ~60 % of the total c58R exposure.

Events are chosen based upon the following criteria: they were in a functioning Ge
detector, not electronic glitches, not coincident with the muon veto or NuMI beam,
not random triggers, of general good pulse-shape quality, in the ER band, above a
charge threshold, and sufficiently within the inner channel (i.e. energy in outer channel
is consistent with noise).! An energy threshold is applied to the spectrum, only events
which deposited >10 keV in the array are kept, which avoids low energy background
sources not simulated for this study. The final data are shown in Fig. 7.2, where the
energy in all detectors is summed for each event (a procedure called “co-adding”) in
order to better reconstruct the high-energy portion of the spectrum. Numerous peaks,
with common ones labeled, are on top of a smooth continuum. The data is also presented
co-added by tower, instead of by array, for towers 1 and 5. Variation is seen between
the towers, in particular with stronger peaks seen in towers 4 and 5 and weaker peaks
seen in towers 1 and 2. This is related to the number of usable detectors in each tower

but also could be an indication of non-isotropic sources.

! Bach of these cuts were developed previously by others for either the c¢58 or c¢58R analyses,
seeRefs. [281, 285, 299-301].



CHAPTER 7. CDMS SOUDAN BACKGROUND ESTIMATES

10(] |

H
S

Rate [keV kg day] '
=

10t

|
|
|
|
I
|
|
|
|
|
I
I
1

3000

| 7

1
1500

Energy [keV]

1
2000

3000

132

Figure 7.2: Run 125 charge-energy electron-recoil spectrum, co-added across all func-
tioning germanium detectors (main) and within tower 1 (lower left) and tower 5 (upper
right). Tower 5 has more prominent lines above the continuum than tower 1, partic-
ularly the 2614 keV line from 2%%T1, potentially indicating position dependence of the
sources. Common decay lines are marked by vertical dash lines with location labels in

keV.
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7.1.2 Gamma Simulation

To match the data spectrum, common radioactive contaminants are simulated from
components of the apparatus which are expected to be contaminated. The decays sim-
ulated include the primary v and 3 emitters from the 2**U and 232Th chains, “°K, and
60Co. The geometrical sources are the inner and outer lead layers, the inner polyethy-
lene, the six copper cryostat cans, and the copper components of the towers and detector
housings. For each of these sources, the decays are simulated uniformly throughout the
volume. Two surface sources are also included: the outside surface of the outermost
cryostat can (OVC can) and the inner surface of the innermost cryostat can (base can).
The number of decays for each source in the simulation are given in Table 7.1. Secular
equilibrium is assumed for the long chains, meaning the number of primaries simulated
match the ratio of decays (1:1 for all except 20°TI1, which has a branching fraction of
35.94%). The low-chain isotopes of the 23U chain have 10x the statistics due to their
low-energy products. The cryostat is assumed to have the same contamination between
all layers, and the ratio of decays matches the ratio of volumes of the cans.

Three steps of processing are performed on the simulated data before it is compared
to the physical data. The first groups similar sources to reduce the number of free
parameters in the fit. Sources are first grouped by decay chain, grouping 2?®Ac, 2!2Pb,
212Bi, and 2971 as a single 232Th for each geometry, and similarly for 214Pb, 21Bi,
210ph, and 219Bi as 23%U.2 A separate chain for 2??Rn is made on the outer surface
using 2'°Pb and 2'9Bi. The second grouping occurs by combining all six cryostat cans
into a single source, which is allowed since the same contamination level is assumed
throughout. After these groupings, the number of sources reduces from 160 to a more
reasonable 43.

The second processing step accounts for the difference in energy resolution between
the simulated and physical data: the simulation has perfect resolution while the physical
detectors do not (nor do they each have the same resolution). Energy-dependent fits of

the resolution were previously performed by D. Moore [302] for 9 of the 14 detectors.

2 The factor of 10 difference in simulated statistics between the upper and lower portions of the 233U
chain is accounted for in this combination.
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Figure 7.3: Coadded energy spectrum of the simulated 23?Th decays in the cryostat
cans after sequential processing. The curves give the spectrum after: combining decay
chain and cryostat cans sources (black), applying resolution (green), and applying cuts
(purple)

His study fit the following model to several measured peak widths

o(E) = /4] + AYE + A3E2, (7.1)

where the A; are the free parameters.®> The fits found by Moore are used for 7 of the
detectors (two of his fits poorly match later data), with appropriate averages of these
fits used for the remaining 7. The impact of adding resolution to the simulation is seen
in the top two curves of a sample source, 232Th from the cryostat, shown in Fig. 7.3.
The third processing step is to apply the same cuts as the physical data to the
simulated data. In particular, a threshold cut on the inner channel and a radial fiducial
volume cut on the outer channel are applied. In order to apply these cuts, some measure
of charge propagation must be considered. This is implemented using the simulated
charge-collection maps shown in Fig. 7.4. These maps were created by S. Hertell [303]

and indicate, for a given radius and height of an interaction, what percentage of the

3 The physical motivation behind such a model is discussed in Sec. 12.2.
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Figure 7.4: Map showing the percent-
age of energy collected by the inner
(top) and outer (middle) charge elec-
trodes for an energy deposition at a
given location in a Ge oZIP detector.
The sum of the two maps is also given
(bottom), showing a high-radius re-
gion with <100 % collection.
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deposited energy is collected by the inner and outer charge channels respectively. The
sum of the two is also given, showing how there is a region with incomplete charge
collection at high radius. Applying these maps to each simulated energy deposition
returns energy quantities for each channel which better match the physical reality. The
inner threshold and outer fiducial volume cuts as defined for the physical data are then
directly applied to the simulated data. The final simulated spectrum for the sample

source, after applying these cuts, is shown by the bottom curve in Fig. 7.3.

7.1.3 Fitting Results

A y*-minimization fit is performed between a weighted sum of the 43 sources and the
physical data. The weighting is done by binning the spectra in 5 keV bins (the size of

bin has little effect on the final fit) and summing the simulation outputs in each bin as
43

MC;Ot = Z MCZ‘]‘U}Z‘, (7.2)
i

where MC;; is the number of counts in the jth bin from the " source and w; is the

weight of that source. The x? quantity is defined between MC;Ot and the physical data
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in each bin x; as )
2 (MC*" — ;)
X = ; P : (7.3)
The x? is minimized with respect to the w; to find the best-fit combination of simulated
sources to the data.

Some specifics of the fit are: (1) In an attempt to accommodate some position de-
pendence, the fit is performed by simultaneously fitting each of the five towers’ coadded
spectra. (2) Bounds are placed on the fitting weights. All weights are bounded to be
positive, as negative weights are unphysical. The contamination levels of the inner poly
and lead layers have been estimated from previous screening measurements and the
u + 1o level of the measurements are used as upper bounds on the weights for those
sources. (3) The effect of the surface sources is tested by performing the fit with and
without the inner and outer surfaces. The only surface source included in both is the
222Rn source, which is generally expected. The fitting results are near-identical between
the two fits, with the surface sources fit to effectively zero in the full fit: y? = 2.1592
with surfaces and x? = 2.1587 without. Since simulating the proper neutron spectra
from surface sources is difficult (see Sec. 7.2), the fit without the surfaces is used as
the official result. (4) The physical spectra contain a peak at ~10 keV, which is not
included in the simulation: the lowest energy bin (10-15 keV) is not included in the x?
sum.

The best-fit results are shown in Fig. 7.5, where the best-fit summed simulated
spectra are compared to the measured data on each tower, i.e. in the planes where the
fit is performed. As a check, the same best-fit weights are applied to the total coadded
spectrum and compared to the data in Fig. 7.6. The contribution to the summed
simulation from each of the sources, grouped by geometrical location, are also shown in
Fig. 7.6. Lastly, the contamination values corresponding to the best-fit weights for each

source are given in Table 7.2.

7.1.4 Discussion

The number of sources fit to zero is unexpected, especially for the copper cans and

towers. Previous fits performed with earlier Soudan data (Run 123 [304]) gave values
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of ~2 mBqkg~! for 238U and 232Th in the cryostat, however that fit did not include
either of lead shields and overall yielded a poorer fit. The values found for the outer
lead shield are also unexpected, both the low values of 232Th/?3%U and the high value of
60Co. There is likely degeneracy between the cryostat cans and the lead shield, which
should ideally have been broken by the comparison of peak height above the continuum
from the source (closer sources have higher peak-to-continuum values). There could
additionally be a source of radiation which is not included in the simulations. These
concerns are summarized by stating that there is a systematic uncertainty on these
results.

Additionally, although the true values of the contaminants are interesting on their
own, these results can be considered as secondary to the final NRSS rates (the con-
tamination is only a single component of Egs. 6.1). The fit is deemed good enough for
this main purpose, as long as a systematic uncertainty is estimated on the final NRSS
values. This systematic is estimated by refitting the spectra with various priors placed
on the fit which impose more physical values on sources. Examples of these priors are:

lower bounds of 1 mqug_1

in all copper sources, removing or placing an upper bound
on %0Co from the outer lead, removing all bounds. In computing the NRSS backgrounds
in the next section, this systematic is found to be O(10 %).

This fit is published alongside the ¢58R Ge analysis in [224], however information
learned since then provides insight on the final result and decisions made. After the de-
commissioning of SuperCDMS Soudan, pieces of the lead shields and the inner poly were
more accurately measured using a high-purity Ge detector (see Sec. 8.1 and Table 8.2,
in particular) giving values of 2*2Th/238U/4°K /%0Co for each of: outer lead — 0.24 +
0.44/1.12 £ 0.44/<1.07/<0.05 mBq kg~!, inner lead — 0.72 4+ 0.48/0.56 4 0.41/1.53 +
0.62/<0.07 mBqkg ™!, inner poly — 1.5140.51/0.5940.39/1.87+1.17/<0.13 mBq kg .
It is evident that the fit could not break the degeneracy between the two lead shields.
The °Co in the lead is also evidently unphysical, with a more probable source being
the cans (which is where the simulation prefers if the lead is disallowed).

A more recent global gamma has been performed by E. Lopez using SuperCDMS
data [149]. In that study a gradient in ER rate is observed within a tower stack, with the
rate decreasing the further up in the stack a detector is. This indicates a non-isotropic

source, such as dust which settled on the bottom on a cryostat can, and his fits prefer
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that source when it is included. Such a source was also probably present in the CDMS I1

data, and could account for the afore-identified systematic in the CDMS II study.

7.2 Radiogenic Background Estimates

The radiogenic NRSS backgrounds expected for the ¢58R (high-threshold (HT) and mid-
threshold (MT) analyses for Ge and Si) and SuperCDMS LT analyses are estimated by
summing Eq. 6.1 for each neutron source and then applying the exposures and efficiencies
for each analysis. Using the contamination values found in the CDMS II global gamma
study, the remaining unknown in Eq. 6.1 is the NRSS yield, which comes from global

neutron simulations.

7.2.1 Global Neutron Simulations

For the global neutron simulations, 233U- and 23?Th-chain neutrons are simulated from
all geometrical locations used in the global gamma simulation, except the surface
sources, as given by Table 7.1. The neutron yields given in Table 6.3 are calculated
using SOURCES4C specifically for bulk contamination. The (a,n) process in partic-
ular depends on where in the material the contamination is and it is unclear exactly
how to simulate a surface source with SOURCES4C. This difficulty is mitigated since
the difference in best-fits in the global gamma simulation between including or omitting
the surface sources is negligible. The only appreciable surface source is the 2?2Rn on
the outer surface which does not generate neutrons. The final NRSS product of the
simulation should be unaffected between using the bulk-only or surface fits and thus the
simpler bulk-only fit is used.

A set of simulations are run using the CDMS II and SuperCDMS detector configu-
rations. The number of n primaries generated and the NRSS yield from each source is
given in Table 7.3. For the counting of NRSS, the specific detectors and energy range
used in each analysis is considered. These ranges are (in keV) — ¢58R Ge HT: 10-100,
cb8R Ge MT: 2-20, ¢58R Si HT: 7-100, ¢58R Si MT: 2-20, r133 LT: 1.5-10.5. The
NRSS yield from each each source is computed by dividing out the contamination of
Eq. 6.1. Two general conclusions from these results are: (1) The HT and MT rates for

the same detector material are comparable, with the MT higher in some cases. This
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Figure 7.7: Total NRSS rate expected in the c68R Ge (a) and Si (b) detectors due to
radiogenic neutron sources. The feature at ~20 keV in the Si spectrum is due to nuclear
resonances.

is due to the rising exponential shape of the recoil spectra and the fact that the MT
reaches lower energies. (2) The Si rates are higher than the Ge ones for the same source
and energy range. This is due to a softer slope of the Si recoil spectrum compared to
the Ge one.

The total rate expected in a given analysis is found by summing the individual source
rates, weighted by their respective contamination levels found in the global gamma
study. The spectra of the total rates in the ¢58R Ge and Si detectors are shown in
Fig. 7.7. The Ge spectrum is a featureless exponential, while the Si spectrum contains a
feature at ~20 keV due to nuclear resonances [305]. The integrated rate over the various
energy ranges is given in Table 7.4. The uncertainties are statistical, due to the number
of NRSS in the simulation, and systematic, based on the systematic associated with
the global gamma study. As explained in Sec. 7.1.4, various bounds are placed on the
global gamma fitting to determine how much the fit changes. Ten total variations are fit
and the total NRSS rate using each of the contamination sets computed. The mean u
and standard deviation o are computed from this set and the percent uncertainty, o/pu
found. The percent uncertainties for each analysis are — c58R Ge HT:12.32 %, c58R
Ge MT: 14.28 %, ¢58R Si HT: 11.84 %, ¢58R Si MT: 13.53 %, r133 Ge LT: 9.5 %.



144

CHAPTER 7. CDMS SOUDAN BACKGROUND ESTIMATES

"soduel
a[qeredwon ur or) uey} IOYSIY oIe soRI IG o) “eI130ads (10091 o1} JO 9dO[S Ul SOOUSIOPIP 9YY) 0 oN(] [RLIIRUL SUIeS JY}
103 d[qereduwod are sojer TN pue [ ‘[eriusuodxo SUISLI o1} 03 9N "[)ge, I0f SULD pue Afod 1ouul oy} oIe dJer 4SS
AU} YIM S90INOS BT, .T:Twﬁ Umﬂbv Kep mﬁ 99RI QYN oI SMOI SISA[RUR O} IO SHIUN PUR SUOIINOU UOIJR[NUIS JO
IoQUINU S} 9I® SMOI SOLIRWILIJ, IOJ S}IU() "CETI PUR YLGO I0J SUOIR[NUIIS UOIINSU [RJO[S oY} JO SINSOY :¢°), 9[qe],

L—HEYL L—HIG8 L—H6GY L—H8G8 L—HLE6L G—HE6GT 9—HB6'L 9— HCVT G—HO0G6 (Ngg IT
L—HLGC L—HGERCG L—HCYV'T L—HO8C L—HVIC G—HIV'T 9—HIST OI—HGY'T OI—HVIL'E Ulgey 9O €ETL

9—HEEC'T 9—HOGT 9—HVI'T 9—HO68T 9—HLCT S—HUSTE G—HUST'T 9—HIE9 G—HIV'T [geg LIN
L=HGTY L—HCLT L—HECE L—HC09 L—HEOT 9—HET'6 9—HFEL 0T—HI0C OT—HGITV Ulgey IS USI

9—HO0GE€ 9—HBIT 9—HI96'C 9—HGE'G 9—HCV'E §—HOLL G—HKGE G—HSRET G—HCOE Ngeg LH
L—HCL6 9—HUSTT L—H66'L 9—HLV'T L—HLEG6 G—HO0C G—HEIT OIT—H6VY OT—HITI6'6 Ulgey IS UBG?

9—HECT 9—HOV'T 9—HOV'T 9—HO6T'T 9—HVCT S—HL9EC G—HGET 9—HG0L G—HO6IT Ngg LIN
L=HIRE L—HLETY L—HGYTV L—HLYE L—HIL'E G—HRO'T 9—HIGR8 O0I—HLCC OI—HO6T'G Ulgey ©°0O W8I

9—HS8C'T 9—HIGT 9—HO6V'T 9—HOC'T 9—HVCT G—HGE'E G—HBO'T 9—HEGG G—HICT Ngeg LH
L=HVIE L—HL9C L—HILE L—H8E'C L—HG0E 9—HI6'L 9—HCOL OT—HLLT OT—HL6'E Ulggy °D U8

¢+d¢  G+HAS  G+HAS  G+HAS  GHHAS L+HGCT L+HS 8+dT 8+1¢ Ngez
¢+d¢  G+AS  G+HASC  G+HASG  GHHAS L+HCCT LTAS +HT 8+HAC Ul SOMeWI]

G iZ e 4 T K| peo peoT
JoMOT, JoMOT, JomO], IoMQT, IomO]T, sue)) Jouuy Jouuy hishiilg) Keooq  A10399R)




CHAPTER 7. CDMS SOUDAN BACKGROUND ESTIMATES 145

1

Analysis Total Integrated Rate [kgday]™

c58R Ge HT  (1.149 4 0.004 (stat) £ 0.142 (sys)) x 1074
c58R Ge MT  (1.402 =+ 0.004 (stat) 4 0.200 (sys)) x 1074
chb8R Si HT  (2.979 4 0.012 (stat) £ 0.353 (sys)) x 1074
c58R Si MT  (1.326 + 0.008 (stat) 4 0.179 (sys)) x 1074
r133 Ge LT (8.869 + 0.032 (stat) 4 0.845 (sys)) x 107>

Table 7.4: Total NRSS rates for the ¢b8R and r133 analyses. Statistical uncertainties
are Poissonian and systematic uncertainties are due to the uncertainty in contamination
values from the global gamma study.

7.2.2 Efficiency Correction

The spectra and results of the previous section give the expected observations if the
detectors and analysis had perfect efficiency at detecting neutrons. This is not the case
and the spectra must be corrected for the non-perfect efficiency as well as the total
exposure of the analyses. The final WIMP-search efficiency and exposure from each of
the analyses were provided by the respective analysis groups. The final exposure needed
for each calculation is given in Table 7.5. The efficiencies are energy dependent and are
convolved with the NRSS spectra. For the c¢58R analyses, the total efficiency of the
entire detector array, weighted by the live time of each detector, was provided: a single
convolution is needed for each analysis. The convolved NRSS spectra for these analyses
are shown in Fig. 7.8(a), where the three different timing cuts used in the c58R Ge
analyses are each shown. For the SuperCDMS LT analysis, the efficiencies were given
on a by-detector basis. A convolution is performed for each detector using the same
total NRSS spectrum (statistics were poor for individual detectors in the simulation).
These convolved spectra are shown in Fig. 7.8(b).

The final results from these studies, the expected background events for the given
analyses, is computed by taking the integrated rates from Fig. 7.8 over the appropri-
ate energy range and multiplying by the analyses’ exposures. These results are given
in Table 7.6. In addition to the integrated rate and background count estimate, the
spectrum-averaged neutron efficiency is given. This is the integrated rate after efficien-

cies compared to the integrated rate before efficiencies (Table 7.4) and is a measure of
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Analysis Exposure [kgday]

chb8R Ge 612.17
c¢H8R Si 140.20
r133 iT171 78.87 Table 7.5: Analysis exposures for
r133 iT271 81.49 the full ch8R Ge and Si analyses
1133 iT2792 70.47 and for each detector in the r133
T lysis.
r133 iT4Z2 85.78 LT analysis
r133 iT473 82.31
r133 iT5Z2 81.15
r133 iT5Z3 77.87
r133 Total 566.93
3 %106 ‘ 6
——Ge Classic
——Ge NN
257 —Ge 5D 2| 5
—Si 2-D 2

=S

Rate [keV kg day]
[\ w

Rate [keV kg day] ™
t

0 20 40 60 80 100

Recoil Energy [keV] Recoil Energy [keV]
(a) cB8R Analyses (b) SuperCDMS Detectors

Figure 7.8: NRSS Rate after convolution with analysis efficiencies. Subfigure (a) has
the three cb8R Ge timing analyses and the c¢58R Si analysis. The timing cuts were:
Ge Classic, Ge Neutral Network (NN), Ge 5-D x?, and Si 2-D x2. Subfigure (b) has
the spectra for individual detectors in the r133 LT analysis. The step-like features in
the r133 curves are due to how the boosted-decision tree cut used in that analysis was
tuned.
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how efficient the analyses are at accepting neutron NRSS. They range from ~15% to
~40 %. These background numbers are the final values published in [224, 233, 245] for

the various analyses.
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Chapter 8

SuperCDMS SNOLAB

Background Projections

The next stage for the CDMS Collaboration is a larger and more sensitive experiment at
SNOLAB in Sudbury, Ontario. The raw materials used in constructing the SuperCDMS
SNOLAB experiment must be carefully selected based on their inherent radioactivity to
reduce the expected background. A comprehensive material-screening program is used
by the collaboration to select the least radioactive materials. The Gopher high-purity
germanium detector, located in Soudan, is a vital component of this program and work
for this thesis included operating and assisting in the development of sample analysis
for the screener. These dedicated contamination-level measurements pair with the in
situ Soudan measurements using global Monte Carlo simulations (Sec. 7.1). The global
simulation efforts were then extended to the background expected for the new experi-
ment at SNOLAB, which will have a new shield. This was the first global background
projection for the SuperCDMS SNOLAB experiment.

149
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Figure 8.1: Cartoon of a Canberra
extended range coaxial Ge detector,
such as Gopher. The Ge crystal has
an n-type contact on the inner bore,
a p-type contact on the outer surface,
and a thin-window contact on the top
surface. It is surrounded by an Al can,
which is thinner (1.6 mm) on the top
window. Image adapted from [306].

n-type
Contact

8.1 Material Screening: Gopher Detector

8.1.1 Physical Description

The University of Minnesota SuperCDMS group operates a high-purity Ge (HPGe) de-
tector located at Soudan called Gopher. The physics behind a HPGe gamma spectrom-
eter is the same as the ionization measurement in ZIP detectors, which gives superior
resolution compared to other screening technologies. The p-type Ge crystal in Gopher
is a cylinder with a radius of 47.5 mm, height of 55 mm, and mass of 2.075 kg. The
detector was fabricated by Canberra Industries Inc. as part of their Extended Range
Coaxial Ge Detectors series [306]. A general cartoon of a detector in this series is given
in Fig. 8.1. The biasing configuration is such that the inner contact is a p-type ion-
implanted boron electrode which is ~0.3 um thick and negatively biased while the outer
contact is an n-type diffused lithium electrode which is ~0.5 mm thick and positively
biased. The bias applied to Gopher is ~3500 V. In the extended range detectors, a
thin-window contact is used on top of the detector to give better sensitivity to low en-
ergies. For Gopher, the detector is housed in a aluminum can, with the top surface (the

“window”) a thin 1.6 mm of aluminum.



CHAPTER 8. SUPERCDMS SNOLAB BACKGROUND PROJECTIONS 151

Figure 8.2: Mid-construction photo-
graph of the Gopher shield. The in-
nermost layer is 5.08 cm OFHC cop-
per (brown), next is 5.00 cm of ULA
lead (dark gray), last is 25.4 cm of
standard lead (light gray). The detec-
tor can and crystal are located in the
copper cavity with a pipe connected
to the cryostat (in back) through the
shielding. The protruding stack of
lead in the front is a door, which can
be lowered to give access to the cavity.
Photograph courtesy of M. Epland.

In order to achieve low-background rates, the Gopher detector is surrounded by
extensive gamma shielding. A mid-construction image of the shielding, showing each
layer of the shield, is given in Fig. 8.2. Immediately around the detector can is the
screening cavity, which is an open rectangular prism that is 29.84 cm deep, 24.84 cm
high, and 24.84 cm across. The can diameter is 10.5 cm and it is located a small distance
from the back of the chamber. The chamber walls are composed of low-background
5.08-cm-thick oxygen-free high thermal conductivity copper (OFHC). The copper box
is surrounded by 5 cm of ultra-low activity lead (ULA), which is depleted of 2!°Pb. This
is then surrounded by at least 25.4 cm of regular lead in any direction.

Gopher was originally constructed with a shield consisting of 0.9523 cm of copper
and 30.48 cm of lead with the new shield built, with manual-labor assistance from the
author, in 2012. The first-shield set-up, construction, characterization, and second-
shield design for Gopher was performed by O. Kameav with an assortment of students.
The addition of the OFHC copper and ULA lead reduced the background level by a
factor of ~10 as shown in Fig. 8.3, which compares the background spectra for the old
and new shields.! The most prominent component to the background is the 3 spectrum
from the ?'°Pb daughter 2!°Bi. Discrete peaks from various contamination sources are

seen on top of smooth continuum. The large peaks below 100 keV are atomic x-ray

! The new shield background was taken with single poly brick in the cavity. This brick is needed to
raise small samples to be closer to the detector and is left in the cavity for each sample regardless as
part of the background.
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Figure 8.3: Gopher background spectra taken with the original (blue) and upgraded
(orange) shielding. The primary component of both spectra is the 21°Bi 3 decay below
~1 MeV, which is reduced by a factor of ~10 with the new shield. Discrete peaks from
other contaminants are seen above the continuum in both. The inset shows the sparsely
populated high-energy region of the spectra.

transitions.

8.1.2 Sample Analysis

The primary data analysis package for Gopher was also written by O. Kameav. Many

additions additions/improvements to this package were added for this thesis:
e Implementation of data preprocessing to remove suspect data from the analysis.
e Identification and removal of additional peaks found near peaks of interest.
e Improvements of the GEANT4 Monte Carlo simulation.
e Development of a Monte Carlo sampling technique to compute upper limits.

To demonstrate the analysis, including these improvements, the Zytel nylon (mass of
477 g) sample analysis is detailed. A photograph of the Zytel nylon sample inside the

screening cavity is shown in Fig. 8.4.
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Figure 8.4: Zytel nylon (Zytel 101 NC010
Nylon 6,6 Polyamide) sample (stack of
white squares) in the Gopher screen-
ing cavity. The white brick in front is
polyethylene, which is left in the cavity
since it was present in the background
spectrum run.

Figure 8.5: Rate of
events near 10 keV for
each hour-long file from
the Zytel nylon sam-
ple screening in Gopher.

due to the cryostat are
removed by a threshold
cut (solid line).

! V 1 Sharp increases in noise

Preprocessing

May

The Ge crystal is cooled by liquid nitrogen via the cryostat shown in Fig. 8.2. The

cryostat introduces noise in the detector whenever a nitrogen transfer occurs. The data

files containing the additional noise are removed from the analysis and identified by an

increase in event rate near ~10 keV. In order to remove the smallest about of live time,

each data file is set to be an hour long. The rate of events near 10 keV is computed for

each file and a cut placed to remove high-rate files. The rate in this energy range for

the Zytel nylon sample is shown in Fig. 8.5 along with the cut used.

The entire Gopher apparatus is continually purged with N, gas, contained by a cage

surrounding the shield. The purge functions to reduce the atmospheric 2?2Rn content

around the experiment. This reduces the amount of 2?2Rn which diffuses through any
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Figure 8.6: Event rate in three common peaks of 2?Rn daughters for two samples in
Gopher. The poly arcs sample was screened prior to the installation of a nitrogen purge
around Gopher while the Zytel nylon (bottom) was screened after. Prior to the purge,
the first several days of the data were rejected due to high 2??Rn rate, while after the
purge only the first few hours need to be removed.

cracks in the shield and the contamination of the atmosphere allowed into the cavity
during sample exchanges. The effect of the purge is shown in Fig. 8.6, which compares
the Zytel nylon data to that of an older sample screened prior to the use of the purge.
The rate of events in three common peaks of ??2Rn daughters is given. In order to
obtain reasonable statistics, data files are combined until the live time is >6 hours. In
the older sample, the rate in these peaks decayed over the course of several days. After
the installation of the purge, the rate was elevated for only the first few hours. The data
files which have an elevated rate in these peaks are removed from the analysis. This is
particularly important as the same peaks used to identify 2??Rn are used in the 233U
contamination measurement.

The spectrum from the Zytel nylon data after these preprocessing steps is given in
Fig. 8.7. In comparison to the background in Fig. 8.3, the spectrum is only slightly

elevated above background; an early indicator of low contamination in the sample.
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Figure 8.7: Gamma spectrum from the Zytel Nylon screening in Gopher. In comparison
to Fig. 8.3, the sample is barely above background rates, common for Gopher screening.
Higher energy peaks can be below background rates due to the sample shielding the
background.

Peak Analysis

The base component of the main analysis is the fitting of several peaks in the spectrum
which have a known decay sources. The intensities of the peaks are directly related
to the radioactivity of the given sources in the cavity. The standard peaks used in
Gopher analyses are listed in Table 8.1. The curve fitting method is demonstrated with
simulated data in Fig. 8.8. The peak, generically labeled «, at 30 keV is on top of a
background which decreases linearly with energy. The sum of a Gaussian and line is fit
to the data. Two parameters are extracted from the fit: oy, the total number of events
in the central 90 % range of the peak (u £ 2.360) and a3, the number of events in the
central 90 % range due to the linear background, which is extracted from the linear fit.
The number of events in the spectrum due to the peak alone is then o, = oy — . The
extracted «; quantities have Poisson variance of a? = «;, while a, is the difference of
two Poisson distributions (Skellam distribution) and has variance of 02 = a; + .

In a full analysis, such a fit is performed on three different spectra for each given peak.
These are the with-sample spectrum (o = s), the sample-free background spectrum
(o = b), and a GEANT4 simulated spectrum (« = M). The data, fits, and «,, values

for the 238 keV peak for the Zytel nylon sample and background spectra are given in
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Index Chain Isotope Energy [keV] Index Chain Isotope Energy [keV]

1 28y 24pp 295 6 2327 2287¢ 911
2 352 7 969
3 214p;4 609 8 212py, 238
4 1120 9 212g; 727
5 1765 10 20877 583
13 - 601 173 1 860
14 1333 12 2614
137
15 - 40K 1460 0 - Cs 661

Table 8.1: Gamma peaks used in standard Gopher analyses along with their parent
isotope and, if applicable, the decay chain to which the parent belongs. The index
corresponds to the final result order.
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Figure 8.8: Simulated data showing a peak at 30 keV on top of a background which
linearly decreases with energy (blue). The sum of a Gaussian and line fit (orange) is
shown along with the area under the central 90 % of the peak (purple). The extrapolated
linear background under the peak is given by the black dashed outline. The quantities
oy and oy are derived from these areas. An addition peak is present in the side-band at
20 keV and the energy range excluded from the fit due to this peak shown by dots.
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Fig. 8.9. Fitting the background spectrum is required to determine how many of the
sy, events are originally from the shield instead of the sample. To calculate the events
from the sample itself, s, and b, are compared, after normalizing by their respective
live times Tgs and Tg. The spectrum with the longer exposure is scaled to that of
the shorter exposure to give the useful acquisition time as T,q = min(7s,Tp). The

normalized peak counts from each spectra are then

Taqt —b Taqt

SnZSnTS n—nTB7

(8.1)

and the total number of peak events from the sample is N = S,, — B,,. The uncertainties

on the live times are negligible and standard uncertainty propagation? gives the variance

of N to be
2 2 St + Sb bt + bb
oN = Taqt < Tg + Té . (8'2)

The event rate R for the peak from the sample is the number of events per acquisition
time, i.e. R = N/T,q and op = on/Taqt- The 238 keV peak rate from Zytel nylon is
R=(2.61+152)x107° s L.

It is possible for there to be more than one peak within a fitting region, which
typically spans p+ 150 around a given peak. One common example is the 242 keV peak
from 2'Pb, its third most intense line, which is close to the 238 keV peak used in the
analysis. The probability of the 242 keV peak is low (7.5 %) and it is only distinguishable
above background for high-levels of 2'4Pb. Other potential side peaks are also usually
low-intensity decays made prominent by high contaminations. When a side peak (or
peaks) is identified in the fit, it is removed by excluding p 4 20 around the side peak
from the range used in the fit. This prevents unphysical rises in the linear background
fit, which would give incorrect estimates of s,. No side-band peaks are prevalent in the

Zytel nylon sample, instead, the effect is shown in the simulated data in Fig. 8.8.

Simulation

The next step in the analysis is to convert the rate to a contamination level C. The

rate is the number of detected events coming from the sample per time, however, only

Zie. 0% = N? (Za:sn,Bn [%]2>
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Figure 8.9: Data and fits to the 238 keV peak from the Zytel nylon sample (a) and
the background spectrum (b). The normalized number of counts in the peak for each
spectra is given in the figure title. The sample counts are scaled to the live time of the
background spectrum.

a (typically) small portion of decays from sample reach the detector. This reduction
is called the geometrical efficiency &, and is related to the sample size, density, and
location/orientation in the cavity. As this changes with each sample, a GEANT4 Monte
Carlo is used to simulate each sample’s geometry. The Gopher geometry is created in
GEANT4 in a compartmentalized way, making it easy to create and place individual
samples without adjusting the overall geometry. The Monte Carlo geometry with the
Zytel nylon sample in the cavity is shown in Fig. 8.10.

The geometrical efficiency is computed by fitting each peak in the simulated spec-

trum and calculating
& =M, /N, = (M; — M) /N, (8.3)

where N, is the number of primaries simulated (typically 1x 10°), and M,, and M, /b are
defined above. The Gaussian plus line fit is needed even in simulation as lower energy
peaks can be on top of the Compton continuum from higher energy peaks in the same

decay. The variance of £ is

M, + M, 1
2 2 t b
S (i N S I 8.4
%€ <(Mt—Mb)2 Np> (84)



CHAPTER 8. SUPERCDMS SNOLAB BACKGROUND PROJECTIONS 159

Figure 8.10: GEANT4 Monte Carlo simu-
lation geometry of the Gopher cavity with
the Zytel nylon sample. The copper sur-
rounding the cavity is in brown, the alu-
minum can in blue, the detector in solid
red, the sample in cyan, and a poly brick
in white. Simulated 7 rays are in green.
The top of the copper box as well as the
aluminum can are given as transparent
wire-frames for clarity.

The contamination level and variance in the sample of mass m is then
C=— (8.5)
2 _ 2 (9R)? oe)\?
ok =C <(R) +(5)>' (8.6)
For the 238 keV zytel nylon line, £ = (3.46 & 0.02) x 10~2 and C' = 1.594:0.92 mBq kg !.

Contamination Upper Limits

The above procedure gives a value of C' + o¢ for the contamination level of each indi-
vidual peak. However, for low contamination levels, it is often not statistically justified
to claim a signal above the background. In such cases, an upper limit on C' is more ap-
propriate. Upper limits on a certain quantity are typically found by studying its PDF.
In this case, the PDF for C' is needed. C, as given by Eq. 8.6, is described by a com-
bination of seven Poisson random variables (s, sp, by, by, My, My, Np). The statistics
are often too low to justify a Gaussian approximation for C' and such a combination of
Poisson variables is not represented by another well-characterized distribution. Instead,
the distribution is created by Monte Carlo sampling. Random values are sampled from
the seven Poisson distributions, each described by a mean given by that it’s measured

value, and combined as in Eq. 8.6. This process is repeated 1 x 10* times per line to
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Figure 8.11: Probability distribution functions (PDFs) describing the contamination
values for the 238 (a) and 1764 (b) keV lines from the Zytel nylon sample. The distri-
butions are constructed by Monte Carlo sampling of the underlying Poisson distribu-
tions. The 238 line has high enough statistics to be approximated as Gaussian, while
the 1764 keV line is a hybrid between discrete, low-statistic, Poisson distributions and
continuous, high-statistic, Gaussian distributions. The 90 % upper limits (green lines)
are computed as the 90" percentile of the positive portions of the distributions (orange).

build the PDFs. The prior information that C' > 0 is used in examining the PDF and
the 90 % upper limit 7 is found as

r={

Two examples of the upper limit procedure for the Zytel nylon sample are shown in

Fig. 8.11. The 238 keV distribution has high enough statistics for the PDF to be

0.9 = (8.7)

Jo PDF (s, 50, be, by, My, Mp)
5T PDF (s, 0, br, by, My, My) |

approximated as Gaussian. Conversely, the higher energy and lower statistics line at
1764 keV shows a hybrid nature of discrete steps with a Gaussian-like envelope —
demonstrating a trade-off between the large values, such as Monte Carlo counts, and

small values, such as the background and sample fit quantities.
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Final Results

The final results for the Zytel nylon-sample screening are given in Fig. 8.12, where the
contamination levels and upper limits for each of the considered peaks are shown. The
line indexes are given in Table 8.1. For each sample, a final value per decay chain is
typically reported and a human decision is required to decide whether that value is
an upper limit or central value with uncertainty. The final values, by default, assume
secular equilibrium for the long chains. If an upper limit is reported, the highest limit
from the group of peaks is chosen. For the Zytel nylon sample, upper limits were
reported for 238U, 69Co, and '¥"Cs. If a central value is reported, a weighted mean and
standard deviation, using high-quality lines,® are calculated and reported. The mean is

computed as
n —2
> Cio Cli
n -2
dic1 Oci

for n high-quality lines. The variance is taken as the maximum of the following two

C = (8.8)

expressions
1
2
0= =3 (8.9)
“ dic 00,21'
=\ 2
1 1 " (C;—C
AR S L ) (8.10)

g
Yic10c; o1l = oy

where the first computation gives an accurate variance if the individual peaks are con-
sistent with each other and the second computation gives a more accurate variance
when they are inconsistent. Such inconsistency implies over-dispersion due to an un-
known systematic, and the variance is corrected by the reduced x? value between the
measurements and the weighted mean. For the Zytel nylon sample, a central value was
reported for 4°K and 23?Th, where the ?32Th value averaged the 238, 583, 911, and
969 keV lines. The 232Th lines are particularly interesting for this sample. Two of the
lines, 860 and 727 keV, have negative central values, indicative of the sample screening
the background for these lines. The upper limit computed from the sampled PDFs,

however, are consistent with the other high-quality lines, which lends credence to the

3 Another human decision.
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Monte Carlo sampling method.*

The final results for all gopher samples screened for this thesis are given in Ta-
ble 8.2 in chronological order. The correct upper-limit-computation procedure was im-
plemented starting with the Zytel nylon sample; samples screening prior to this did not
compute upper limits and fields are left blank where an upper limit would be required.
Some samples appear twice, with one entry having a “Purified” label. For these samples,
the purified sample underwent specific treatment to reduce contamination levels. These
procedures are more expensive and thus both versions were screened to determine if the
extra purification, and cost, is truly needed. The “surface steel” sample was screened
only for a surface 2'°Pb source as identified by the 46.6 keV v from 2!°Pb. This sample
was then screened again after a novel surface-purification technique was applied at Syra-
cuse University, and a large reduction in surface contamination seen [307]. Most samples
were screened to determine if they are appropriate for use in the SuperCDMS SNOLAB,
though some samples were screened from the SuperCDMS Soudan, Soudan II, and other
external experiments. Results for SuperCDMS Soudan samples are useful to inform the

in situ measurements of contaminations done with CDMS Soudan data (Sec. 7.1).

4 The 2614 keV line almost never has the statistics to perform a reasonable fit. It is never used in
determining the final reported value.
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There are several potential improvements to the Gopher analysis.

e The fitting could be improved by using a maximum-likelihood estimation tech-
nique, which is less biased by zero-count bins than the current least-squared fit-

ting.

e Relieving the burden of the operator to make decisions which could bias the results
is desirable. This could be accomplished by devising a proper method to prop-
agate the fitting uncertainties into the total uncertainty. This should inflate the
uncertainties on the high-energy lines and bring their reported values into better
consistency with higher-count lines. Another approach is to compute goodness-of-
fit quantities and only include lines in the final value which pass some threshold

on goodness-of-fit.

e Statistical approaches to smoothly transition between an upper limit and a central
value with uncertainty exist [308, 309] and could be investigated to remove that

decision from a potentially biased operator.

e The resolution of Gopher is non-Gaussian at the higher energies as evidenced by
investigating high-energy lines in high-contamination samples; in particular there

is a low-energy skew that should be investigated and properly treated.

e Several samples show odd behavior in the 238U lines which questions the validity
of the secular-equilibrium and bulk-only-contamination assumptions. The former
can be investigated by including the 186 keV 2?6Ra line into the analysis as ??°Ra
occurs much earlier in the decay chain (notably above 2?2Rn). The latter can
be investigated by performing a surface-only Monte Carlo simulation and doing

either a simple comparison or joint-fit with the bulk-only simulation.

e The overall background of Gopher should be understood through a global-gamma
simulation fit. With trusted background contamination levels, the background
could be simulated for each sample and used in the analysis. This would cor-
rectly account for instances of the sample shielding the crystal from the usual

background.
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8.2 Initial Global Simulations

The SuperCDMS SNOLAB experiment has been part of the SuperCDMS Collabora-
tion’s plan for many years. Proposals were submitted for research and development
funding in 2012 to both the Department of Energy (DOE) and National Science Foun-
dation (NSF). For these proposals, radiogenic background estimates were needed based
on the preliminary shield and detector-array designs available at the time. Such a study,
known as the “passive shielding” study, was undertaken with GEANT4 for this thesis

and the final rate estimates were included in those two proposals.

8.2.1 Geometry

The simulation uses a simplistic and preliminary geometry. The concept for the entirely
passive shielding is based on a larger, and cleaner, implementation of the Soudan shield.
The layers consist of: Outer poly, outer vacuum chamber (OVC), lead, inner poly, load
can, shield can, inner vacuum chamber (IVC), still can, cold plate can, mixing chamber
can. The last six cans are the components of the copper cryostat. The OVC is aluminum.
The layers are axially-concentric hollow cylinders with radial and vertical thicknesses
as given in Table 8.3.

The detectors in the simulation are perfect cylinders of germanium with an individual
mass of 1.39 kg, diameter of 100 mm, and height of 33.3 mm. Twelve towers, each
consisting of 6 detector, are implemented giving a total payload of 100.8 kg. A hollow
cylinder of copper, 0.08 in. thick, surrounds the stack of detectors to represent detector
housings. The full geometry of the simulation is shown in in Fig. 8.13, including the

arrangement of the 12 towers into a triangular pattern.

8.2.2 Simulation and Results

Sources

The goal of this study is to determine the electron (ER) and nuclear (NR) recoil back-
ground rates from all radiogenic sources. The long-lived primordial sources of 4K, 238U,
and 232Th are simulated in all components of the geometry. For the long chains, both

neutrons and gammas are simulated with the gamma-source isotopes of 22%Ac, 212Pb,
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Layer Thickness [in.] Inner Diameter [in.] Inner Height [in.]
Outer Poly 40.0 79.25 70.00
OovC 0.25 78.25 69.00
Lead 7.0 62.75 51.50
Inner Poly 4.0 53.75 43.50
Load Can 0.375 53.00 42.75
Shield Can 0.5 47.25 40.31
IvVC 0.5 42.25 38.44
Still Can 0.5 37.25 25.25
Cold Plate 0.5 32.25 23.00
Mixing Chamber 0.5 26.00 21.00

Table 8.3: Dimensions of the initial SuperCDMS SNOLAB passive shielding configu-
ration. The layers’ inner diameter, height, and thickness are all given. Gaps between
layers are vacuum.

(a) (b)

Figure 8.13: GEANT4 geometry for the SuperCDMS SNOLAB passive shielding study.
Subfigure (a) shows a cross-sectional side view giving the different shield layers from
outermost to innermost of: (mostly off image) outer poly (grey), OVC (magenta), lead
(red), inner poly (grey), six cryostat cans (cyan), detector housing (wire-frame brown),
Ge detectors (dark red). Subfigure (b) shows a top view of the detector stacks, showing
the triangular arrangement of the 12 towers.
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Figure 8.14: Electron re-
coil spectrum as a re-
sult of 238U-sourced neu-
trons simulated in the

T T T T

i mixing chamber in the
E SuperCDMS SNOLAB
E 1 passive shielding study.
£ Normalization is per ex-
=S posure and per con-
§ 1 tamination level of the
source. Discrete lines
J L | are observed due to the
L L L shoaciol as n-capture on 'H, %3Cu,
0 2 4 6 8 10 65
Energy [MeV] and *°Cu.

212Bj, 20877 for 232Th and 2'Pb, 214Bi, 210Pb, 210Bi for 2*®*U. The number of primary
events simulated for each decay source are: 1 x 107 4’s and 1 x 105 n’s from the outer
poly, 5 x 10% 4’s and 1 x 10° n’s from both the lead and inner poly, 1 x 10% 4’s and n’s
from each copper can, and 5 x 10° 4’s and n’s from each of the tower casings. Recall
that, for « sources, a single primary corresponds to single decay of the chain progenitor
and isotopes in the chain are simulated in the proper ratio assuming secular equilib-
rium. For neutron sources, instead, the normalization yields in Table 6.3 are required
to convert from primaries to decays.

The ER spectra from the v sources and the NR spectra from the neutron sources
are very similar to those seen with the Soudan geometry (see, e.g. Figs. 7.3 and 7.7(a)).
The ER spectrum from one of the neutron sources, 238U, generated from the mixing
chamber can is shown in Fig. 8.14. Several peaks are present due to neutron-capture
processes on isotopes found in the shield. Most notable are the 2.2 MeV peak from
capture on 'H [310] and the numerous peaks at 6-8 MeV and 1-2 MeV from %3Cu [311]
and %Cu [312]. The smooth continuum is a result of Compton and bremsstrahlung
interactions originating from the high energy capture 4’s. The ER rate from n primaries
is typically (’)(10_8) smaller than from ~ primaries; although this ER rate is included

as a result of the n simulation, its contribution is practically negligible.
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Decay Primary Type Outer Lead Inner Cryostat Tower
Poly Poly Cans Housings

Y’s 232Th ERSS <263E+0 185E+1 231E+4+1 1.73E+3 3.04E42
v's 232Th ERMS <2.63E+0 9.77TE+1 4.92E+1 290E+3 9.41E42
v’s B8y ERSS <263E+0 219E+1 1.80E+1 1.34E+3 223E+2

v’s 28U ERMS <2.63E+0 5.73E+1 398E+1 237E+3 7.41E42
v's 40K ERSS <2.63E4+0 1.68E4+0 234E+1 994E+1 6.48E+1
v’s 40K ERMS <2.63E+0 337E+0 491E4+0 1.89E+2 458E+1

n’s 22Th ERSS <1.59E—-4 1.74E—-8 139E-3 194E—-4 7.11E—6
n’s 2327 ERMS 159E—4 6.22E—-8 3.04E-3 1.02E—-3 8.00E-7
n’s 28U ERSS 203E—-4 437TE—-4 166E—-3 1.06E—-3 1.38E-5
n’s 28U ERMS 203E—-4 1.78E-3 6.37TE-3 5.68E—-3 b5.75E—6

n’s 22T NRSS 3.19E—-5 4.04E—-8 152E-3 420E—-3 1.89E—4
n’s 232Th NRMS 1.28E—-4 9.18E—-8 3.62E—-3 834E-3 b5.05E—4
n’s 28U NRSS 4.06E-5 1.38E-3 183E-3 173E—2 7.22E—4
n’s 28U NRMS 4.06E—-5 283E—-3 423E-3 359E—-2 2.02E-3

Table 8.4: ERSS, ERMS, NRSS, and NRMS rates, in units of [kgyr (mqug—l)]‘1
from the different decay-geometry sources in the SuperCDMS SNOLAB passive shield-
ing study. The rates from the twelve tower housings and the six cryostat cans are each
respectively combined into single sources in the table. ERs are generated by both v and
n decays while NRs are generated only by n decays.

Rates

The NR and ER single- and multiple-scatter rates are computed using Eq. 6.1 with an
analysis range of 10-100 keV. For multiple scatters, an event is counted if the event-type
of consideration has a recoil within the 10-100 range and another detector has any type
of recoil above 2 keV. The rate of each event type for each source per exposure and
contamination level is given in Table 8.4. The outer poly source had very small, if any
statistics, and uncertainties on those rates are O(100 %).

Contamination levels for each of the sources in each of the materials are assumed
in order to combine the difference sources. These contamination levels are from a

literature search of “reasonably” achievable levels and are given in Table 8.5. The final
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Decay Polyethylene Lead Copper

2327y 0.2 0.5 0.02
2381y 0.3 2.0 0.1
0K 1.0 7.0 0.04

Table 8.5: Contamination levels, in mBqkg™!, assumed for each decay and source

combination in the SuperCDMS SNOLAB passive study.

Type Electron Recoil Nuclear Recoil
Single Scatters (2.81 £0.17) x 1072 (5.53 £0.20) x 1073
Multiple Scatters (6.114£0.27) x 1072 (1.17 £0.03) x 1072
Singles/Multiples Ratio 0.46 + 0.04 0.47 £ 0.02

Table 8.6: Total ERSS, ERMS, NRSS, and NRMS rates from summing all sources in
the SuperCDMS SNOLAB passive shielding study. Rates are in units of [kg yr]_l. The
ratio of the singles and multiples rates is also given and is comparable between the two
recoil types. Poisson uncertainties due to the statistics of the simulation are given.

total rates for the different event types are found by summing of all individual source
rates, weighted by their respective contamination levels, and are given in Table 8.6. Also
presented is the ratio of single scatters to multiple scatters. This ratio is directly related
to the number, and positioning, of detectors. Values of ~0.5 are seen here, compared
to ~0.8 in CDMS II and ~1 in SuperCDMS Soudan, indicating the benefit of having a

larger number of individual detectors.

8.2.3 Secondary Studies

The geometry for the main study was somewhat arbitrarily chosen. Although based on
the Soudan passive shield, the necessity of each component and the individual thick-
nesses were selected without detailed study. Two follow-up studies are also performed
to explore those decisions and illuminate later decisions. For these simulations, the ge-
ometry is the same as the main study expect for a specific change in each. This implies
that vacuum replaced shield materials when the shield components were thinned or re-

moved. These are gaps which would not exist in a final geometry so these results are
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very rough. Additionally, in light of the poor statistics in the main study, the number of
primary n’s from the outer three layers of the shield is increased, which also decreases
the final uncertainties. For each decay-source, 1 x 107 n’s are simulated from the outer

poly and 5 x 10 n’s from both the lead and inner poly.

Reduction of Cryostat Thickness: The cryostat cans are 0.5 in. thick in the main
study and are the largest contributor, per contaminant, to the NRSS rate as seen
in Table 8.4. The advantage to the thicker cans is that copper is a reasonable
shield. Given the iZIP’s rejection ability with ERs, a higher ERSS background
could be acceptable if it lowered the NRSS background. To test this effect, the
cryostat cans are reduced to be 0.125 in. thick. The final rates in this scenario
are given in Table 8.7. As expected, the ER rates increase, by a factor of ~3. The
NRSS rate decreases by 16 %, which is significant compared to the 2 % uncertainty.

Removal of Inner Poly Shield The inner poly layer is the second highest source of
NRSS events, per contaminant, after the cryostat cans. This study eliminates the
inner poly to determine whether it contributes more events than it shields. The
final rates in this scenario are given in Table 8.8. The ER rates are statistically
identical to the main study, while the NR rates increases by a factor of ~20. The

inclusion of the inner poly layer reduces the NR rates significantly.
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Type Electron Recoil Nuclear Recoil
Single Scatters (8.95+0.51) x 1072 (4.62+£0.10) x 1073
Multiple Scatters (1.99 £ 0.80) x 107 (9.10 £0.13) x 1073
Singles/Multiples Ratio 0.45£0.03 0.51 £0.01

Table 8.7: Total ERSS, ERMS, NRSS, and NRMS rates from summing all sources in
the SuperCDMS SNOLAB passive shielding study with thin cryostat cans. Rates are in
units of [kg yr]_l. Poisson uncertainties due to the statistics of the simulation are given.
The thinner cans increases the ER rates by a factor of ~3 while reducing the NRSS rate
by 16 %. The singles-to-multiple ratio also increased, implying better multiple scatter
rejection efficiency.

Type Electron Recoil Nuclear Recoil
Single Scatters (2.814£0.14) x 1072 (1.02+£0.01) x 107!
Multiple Scatters (6.48 4 0.26) x 1072 (2.25 £0.01) x 1071
Singles/Multiples Ratio 0.43 £0.03 0.45£0.01

Table 8.8: Total ERSS, ERMS, NRSS, and NRMS rates from summing all sources in
the SuperCDMS SNOLAB passive shielding study with no inner poly. Rates are in
units of [kg yr]fl. Poisson uncertainties due to the statistics of the simulation are given.
The removal of the inner poly has minimal effect on the ER rates but increases the NR
rates by a factor of ~20. Without the inner poly, the number of neutrons reaching the
detectors greatly increases, which leads to the smaller uncertainty on NR rates compared
to other studies.



Part 111

CDMSIlite Run 2
WIMP-Search Analysis

174



Chapter 9

CDMSIlite Run 2

9.1 Motivation

Several factors motivate searches for dark matter of mass O (<10) GeV/c2. The absence
of experimental evidence for historically favored theories, such as supersymmetry, has led
to the development of many low-mass WIMP theories, such as asymmetric dark matter
(Sec. 2.2.3). Additionally, the few observed experimental above-background excesses can
all be interpreted as evidence for low-mass WIMPs (see Sec. 3.6). While an experiment’s
sensitivity to high-mass WIMPs is mainly dependent on its exposure, its sensitivity to
low-mass WIMPs is mainly dependent on experimental factors such as target nuclei,
threshold, noise resolution, etc. In light of this, the SuperCDMS experiment developed
a non-standard operating mode for an iZIP detector, which allowed for significantly
lower thresholds to be reached. This operating mode is called the CDMS low ionization
threshold experiment (CDMSlite).

CDMSlite utilized the amplification of the recoil energy through Neganov-Trofomiv-
Luke (NTL) phonons such that the total phonon signal is (Sec. 4.3.3)

Ey = Er-A(%)a (9'1)

recalling the amplification factor A(V}) = (1 + Y (E;)g(V3)). Using NTL phonons to
amplify the ionization signal was first demonstrated by Luke in 1988 [272]. Luke showed

that an ionization signal could be read out through the thermal sensors on a crystal,
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and more importantly that the amplitude of this thermal signal increased by increasing
the applied bias potential. Luke later demonstrated that the noise did not depend upon
the bias potential [313] (at least until break-down of the crystal was observed), and
so also demonstrated that a small recoil signal which was below the noise value for no
applied bias could be boosted above the noise value at higher bias potentials due to the
NTL-phonon contribution. This in turn led to lower thresholds when considering the
initial recoil energy.

This effect is demonstrated using simulated data in Fig. 9.1. Two peaks with initial
recoil energies of 0.16 and 1.30 keV are simulated on top of a flat background. The
location, and ratio, of the peaks are not arbitrary and correspond to electron-capture
decay peaks of "'Ge, activation lines seen clearly with CDMSlite. These peaks are near
the typical noise threshold of iZIP detectors and include the sub-keV scale. The total
phonon energy at three different bias potentials is simulated using a data-driven model
for energy resolution (Sec. 12.2). The relative location of the peaks with respect to the
noise increases with bias potential. Of particular interest is the lower energy peak, which
is unobservable at the lowest bias potential, is observable but of unknown shape at the
intermediate potential, and is fully resolved at the highest potential. This indicates
that the effective energy threshold, when converted to recoil energy, is lowered as the
potential increases.

The advantage of having a lower recoil threshold in a SuperCDMS detector in looking
for low-mass dark matter is demonstrated in Fig. 9.2. This figure shows the expected nu-
clear recoil spectrum from WIMPs of three different WIMP masses (2, 5, and 10 GeV/c?)
with a fixed spin-independent WIMP-nucleon cross section of agl =1.5x 107* cm?
on a germanium target. Two threshold values are also given in the figure, one typical
of the standard iZIP configuration (~1.6 keV) and one typical of the CDMSlite high-
voltage! configuration (0.5 keV). The lower threshold allows for a significantly larger
portion of the 5 and 10 GeV/c? WIMP-recoil spectra to be observable. Lighter WIMPs
will, in general, deposit less energy per recoil, and, since there is a maximum WIMP
velocity, there exists a minimum WIMP mass which is able to deposit a given amount

of energy. Decreasing the lower threshold for CDMSlite also gives access to WIMPs

! Here and further uses of “high-voltage” in the CDMSlite context refer to when eVs > e, giving
biases of order 10’s V. This is opposed to the potentials applied across standard high-purity germanium
detectors which are of order kV.
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Figure 9.1: Simulated phonon
‘ spectra at three different bias po-
1 tentials demonstrating NTL am-
plification. Two electron-recoil
peaks with recoil energies of 1.30
PO . il it s Lt s » and 0.160 keV are on top of a
SV 7 flat background with different bi-
ases in each plot. The location of
the noise does not change with in-
creases in potential, but the lower
energy peak is unobservable at
the lowest bias potential, is ob-
servable but of unknown shape at
) - m “ - - - - 0 the intermediate potential, and
Total Phonon Energy [keV] is fully resolvable for the highest

potential.

Counts

which are completely unobservable at higher thresholds, such as WIMPs of ~2 GeV /c?
as evidenced in the figure.

The first testing of CDMSlite was performed in test facilities using a CDMS 1II
silicon detector [314, 315]. Further tests with CDMS II germanium and silicon detectors
at Soudan, as well as early versions of SuperCDMS iZIP detectors (also germanium),
demonstrated the feasibility of stable operations in such a mode [316, 317]. This led
to the first science-data to be taken with CDMSlite in 2013, which is called CDMSlite
Run 1, or simply Run 1, throughout. The details of the operations and analysis of this
run are the subjects of Refs. [260, 275].

A single SuperCDMS iZIP detector (iT5Z2, mass 606.5 g) was used for Run 1 at
a nominal bias potential of —69 V.2 The data was gathered over three short periods
in August—September 2013 with a raw run-time of 15.79 days. There were several
operational difficulties in this data set which required the removal of a substantial
portion of the live time and resulted in a final run-time of only 10.32 days, or an exposure
of 6.25 kgdays. Minimal data cuts were applied; notably no fiducial volume cut was
used. The data obtained can be seen in Fig. 9.3 calibrated to keVee, recalling that the

electron-equivalent energy scale assumes unity yield, and corrected for efficiency (except

2 Subsequent studies have called this bias potential into question, see Sec. 10.2.1.
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Figure 9.2: Expected recoil spec-
tra for different WIMP masses
along with thresholds typical
of operating in standard iZIP
(brown) and CDMSlite (orange)
configurations. = The solid re-
coil curves give the WIMP recoil
rate for several WIMP masses
each with a WIMP-Nucleon spin-
independent cross section of
osr = 1 x 107 c¢m?.  Uncer-
tainty bands are astrophysical. A
typical ER background rate is
given by green. The CDMSlite
threshold increases sensitivity to
all three WIMP masses.

trigger efficiency). The "'Ge K- and L-shell electron-capture lines (see Sec. 10.2) are

visible at 10.37 and 1.30 keVe respectively on top of a continuous background.

The analysis threshold used for the analysis of Run 1 was set at 170 eVee. The

limiting factor in this determination was the presence of non-electronic low-frequency

noise which dominated below ~100 eV... Converting to the nuclear-recoil equivalent

energy scale gave a threshold of 841 eV, and world-leading upper limits between masses

of 2.8-6 GeV/c?. The 90% upper-limit on the spin-independent WIMP-nucleon cross
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Figure 9.3: Final event spectrum
from CDMSlite Run 1 calibrated
to keVee and corrected for effi-
ciency (except trigger efficiency).
The "Ge K-shell (10.37 keVee)
and L-shell (1.30 keV,,) electron-
capture lines on top of a Comp-
ton background can be seen. The
analysis threshold is shown at 170
eVee (dashed orange).
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Figure 9.4: Run 1 90% confidence level upper limit on WIMP mass and spin-independent
cross section (thick solid black) [260] compared to regions and leading/important limits
at the time of the Run 1 result. Closed regions are the CDMS IISi 90% C.L. (blue dashed
shaded) [233], CoGeNT 90% C.L. (dark-green solid shaded) [234], DAMA /LIBRA 95%
C.L. (tan dashed-dot shaded) [235, 236, 318], and CRESST-II 95% C.L. (magenta dotted
shaded) [232]. The other 90% upper-limits shown are CDMS II Ge combined (red thin
solid) [223, 244], LUX (dark-yellow thick dashed-dot) [216], XENON10 S2 only (dark-
yellow thin dotted) [250], and DAMIC (purple thick dotted) [257]

section set with these data is shown in Fig. 9.4 compared to relevant results at the time
of its publication.

The success of the first CDMSlite run motivated the taking of a second CDMSlite
data set, hereafter called Run 2, which began commissioning in December 2013 and
took science data from February 2014 to November 2014. Several areas were identified
to improve upon the Run 1 result and are classified in two categories, those which allow
for lower WIMP masses to be achieved and those which allow for lower cross sections

to be reached:

Lower WIMP Masses:

e Better reject low-frequency noise

e Lower physical threshold
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e Lower attainable threshold
Lower Cross Sections:

e Increase exposure
e Increase duty-cycle

e Reduce backgrounds (fiducial volume)

Many of these improvements were addressed by altering the operational and data-taking

procedures during the extended Run 2 commissioning period.

9.2 Commissioning

CDMSIlite Run 2 was commissioned starting in mid-December of 2013 and ending at
the start of February 2014. This commissioning consisted of modifications to and in-
stallation of new CDMSIlite adapter boards, selection of a detector, optimization of the

applied bias voltage, and investigation of the optimal operating routine.

9.2.1 Electronics Improvements

Using knowledge learned from Run 1, two new CDMSlite-biasing adapter boards
(Sec. 5.3) were made for Run 2. In Run 1, the potential across the detector was seen to
vary with time as observed by a <10% change in the NTL amplification. This implies
that, in addition to the desired circuit across the crystal, there was an alternative route,
through some parasitic resistance Iz, which current from the high-voltage power supply
(HVPS) could take. The current through this additional circuit branch is labeled the
leakage current. The existence of the leakage current reduced the bias applied across
the crystal compared to the applied bias, which in turn reduced the NTL amplification.

After Run 1 follow-up tests were done with its adapter board at a test facility
(R. Basu Thankur) and humidity was observed to have an effect on the bias current.
The new adapter boards for Run 2 were ultrasonically cleaned, baked overnight, and
then covered in a humi-seal specifically to reduce the impact of humidity changes on the
electronics. Lab bench tests indicated a decrease in leakage current by a factor of >10

due to this treatment of the boards [275]. The new boards were mounted underneath



CHAPTER 9. CDMSLITE RUN 2 181
the front-end electronics boards at Soudan, where cooling fans are used. Additionally,
a dry N, purge line was placed inside one of the boards with the same intentions.
Although the leakage current was expected to have less variability in Run 2 than
in Run 1 due to the above improvements, steps were also taken to monitor the leakage
current in real time. The HVPS maintained a constant voltage V3, but if the resistance
along the circuit were to change, i.e. a time varying R, than the HVPS biasing current
I, must also necessarily have changed. For Run 2, I, was recorded in a database and
folded into the data processing so that its time variance could be used in analysis as
a proxy for the varying parasitic resistance. Additionally, the total resistance on the
adapter board was reduced. In order to protect the coupling capacitor in the charge
read-out circuit, a large load resistor R;, was required on the adapter board. For Run 1,
Ry = 400 MS2 as the maximum bias was as yet unknown. Assuming Run 2 would
operate at a similar bias as Run 1, the load resistor was decreased to Ry, = 195 M) on
the new boards. A smaller total effective resistance in the circuit, caused by reducing
Ry, meant that I had to be larger to maintain the same biasing potential. This made

I, easier to monitor and use in the analysis.

9.2.2 Detector Selection

The first step in determining if a detector could be used for CDMSlite was to perform
a bias-voltage scan, where the applied potential was increased and the performance of
the detector monitored for both detector break-down and any shorts in the electronics.
Figures 9.5(a)—(c) show the results of quick bias scans performed on three detectors of
interest. iT5Z2 was known to hold high biasing due to Run 1, and iT2Z1 and iT4Z1 were
better performing detectors in iZIP mode. The figures show the appliedV;, compared
to the steady-state applied I,. The circuit was Ohmic, as expected, with the linear
relationship between the bias and current having a slope of 1/Ry, where Ry, was the
total resistance seen by the HVPS.

In the steady-state configuration with no parasitic resistance, one would expect no
change in I, with V3. The fact that I did increase with V4 indicated a short somewhere in
the circuit. Tests were performed with the detectors disconnected and I, did not change
with Vj, to within the resolution of the ammeter (0.1 nA), indicating that R, 2 10 GQ
was large. The total resistances seen in Fig. 9.5 are ~2 G2 for iT4Z1 and iT2Z1 and
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Figure 9.5: Voltage scan measurements and linear fit of applied bias vs. applied current
for iT471, iT2Z1, and iT5Z2 from the commissioning of CDMSIite Run 2. The inverse
of the slope gives the total resistance encountered in the circuit. A smaller resistance
indicates poorer detector performance in CDMSIlite mode.
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~10 GS2 for iT5Z2. The lower total resistance on the two new detectors indicated some
short beyond the adapter board while iT5Z2 was consistent with no short beyond the
adapter board.

How such a short, of unknown origin, would effect operating in CDMSlite mode was
uncertain at the time of commissioning. Coupled with an urgency to start Run 2, it
was decided to again run the same single detector as Run 1, iT5Z2, in CDMSIlite mode.

This operating mode started in January 2014 and was until the end of the run.

9.2.3 Bias Selection

After the selection of iT5Z2 for use in Run 2, the next commissioning step was to
determine an optimal applied bias voltage to operate the detector with. A more detailed

3 was performed to assist in this decision. The two goals for looking at the bias

bias scan
scan data were to see signs of detector break-down and to optimize the signal-to-noise
ratio.

To determine the optimal bias for CDMSlite, the distribution of random triggers for
each bias was considered: a sign of detector break-down was an increase in the width of
the noise distribution. Figure 9.6 shows the width of the noise distribution at different
biases, with three series shown per bias. The series of interest here underwent a process
termed “pre-biasing” which reduced the width of the noise distribution (next section).
The width was found by computing the CDF of the energy distribution and finding the
energy where the CDF crossed 0.84, i.e. the y + o Gaussian equivalent value.* The
width of the noise remained constant with bias voltage (to within the spread of the
series) for biases up to ~70 V after which a slight increase was observed. To first order,
this indicated that the nominal voltage of 69 V for Run 1 was close to optimal and that
such a potential should also be used in Run 2.

The signal-to-noise ratio (SNR) was another metric used to indicate the optimal bias
potential for CDMSlite. In order to create a recoil-energy-independent SNR metric, the

signal S and noise N quantities were defined as ratios compared to a 0 V bias potential.

3 This scan was more “detailed” when compared to the scans done to select the detector as more
data was taken at each bias the data were saved and processed.
4 The OF0 energy estimator was used for these noise studies.
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These ratios were
Ey (Vo)

S = F0) A(V3) (9.2)
w = W), (9.3)

where o(V}) is the measured width of the noise at a given potential and the width at
0 V was assumed to be 110 eVy. The SNR was then only dependent on the bias and
scaled by the 0 V noise width as

S AVp)

SNR:N =0(0) - (V1)

. (9.4)

The SNRs for the same series as in Fig. 9.6 are shown in Fig. 9.7. Although there
was large variance at each bias, a trend was seen where the SNR increased until biases of
~70V, where it then decreased. This behavior corroborated the observation of increased
noise width at ~70 V.

Initially during the commissioning process, the bias potential was set to 60 V while
this optimal-bias study occurred; about 1 month of 60 V data was taken. These studies
showed that increasing the bias to 70 V would be better. At the start of February 2014,

the bias potential was increased to 70 V, where it remained for the duration of Run 2.
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9.2.4 Optimal Operating mode: Pre-biasing

One of the large operational problems with CDMSlite Run 1 was the presence of
detector-sourced leakage current observed immediately after the high-voltage bias was
applied. This current was accompanied by a high rate of noise events seen in the detec-
tor. The rate of these events decayed away quasi-exponentially with time constants of
O(10 min.). This phenomena was covered extensively by Basu Thakur in Appendix B
of [275], with a theoretical explanation proposed based upon trapped charges being
released in the presence of a stronger electric field. The detector leakage current (not
to be confused with the parasitic-resistance-based leakage current) was again observed
in Run 2. An example of the high-rate of noise after the application of the poten-
tial is shown in Fig. 9.8 for a single series taken during the commissioning process at
Vi, = —66 V. The energy® of events as a function of time since the series started, when
the bias was applied, is shown. A higher density of events with higher reconstructed
energy near the start of data taking is seen. These events decayed away and were absent
by ~20 minutes into the series. In Run 1, a cut was developed which fit the decay rate
to an exponential and the first 4 time-constants worth of data was removed. This cut
removed ~30 % of each series, greatly reducing the duty-cycle and final live time.

The trapped-charge theory for these events posits that that the probability for a

5 Using the OF0 energy reconstruction.
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Figure 9.8: Event energy as a function of time since the start of a data series showing a
higher density of high-energy events at the start of the series, corresponding to detector-
based leakage current. This series was taken during CDMSlite Run 2 commissioning
with an applied bias of —66 V.

trapped charge to escape the trapping potential increases as the applied electric field
increases, which explains why this effect was prominent in CDMSlite but not in standard
iZIP operations. A corollary is that, if a detector is biased to some potential difference
Vs, for a long enough time to clear the trapped charges accessible at the corresponding
electric field, and then dropped to some potential difference Vi < V5, then the trapped
charges accessible to the electric field at V7 should already be clear and no leakage current
should be observed. This was the basis behind pre-biasing the CDMSlite detector to a
larger potential difference prior to each data series.

The operational procedure behind pre-biasing is shown in Fig. 9.9 by considering
the applied bias and current from the HVPS as a function of time during the end of
one series and lead-up to the next series. The potential difference started at 70 V with
a steady current of ~6.4 nA corresponding to the end of a 3 hour long series. This
first series ended at 04:38 when the detector was grounded for LED flashing. After the
LED flash, a ten minute cool-down period was required to return the experiment to base
temperature. During these ten minutes, when no data was taken, the detector was biased
to a potential difference of 80 V. The detector-based leakage current was then observable
by a sharp increase and decay in the HVPS current which then reached a steady state by
the end of the ten minutes. After the cool-down, the detector was reconfigured for data

taking and the applied bias was reduced to the data-taking difference of 70 V. The next
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Figure 9.9: Operational pro-
cedure for pre-biasing the
CDMSlite detector demonstrated
through the HVPS applied cur-
rent (purple solid on left axis)
and bias (orange dashed on right
axis) over time. Between the
end of one series and the start
of another (blue dotted line),
both biased at 70 V, the bias
was held at 80 V. When the po-
tential difference was increased,
the current sharply increased,
mirroring the detector-based
leakage current noise seen in
the detector, and decayed to a

Al

—_
o
T

Biasing Current [n
(@3

[A] @ouaIofI(] [RIIUSIO] SuIseIg

. Y ——
04:30 04:35 04:40 04:45 04:50 04:55 05:00 constant ~7.5 nA. The steady
Time [HH : MM] state current at a 70 V bias was

~6.4 nA, which was lower than
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series started at 04:51, at which point the current was constant at the same ~6.4 nA
value as the steady-state current with no indications of leakage current. Note also the
difference in steady-state currents at 70 and 80 V, indicative parasitic resistance.

The proof that this procedure produced higher quality data is apparent from
Fig. 9.10 for a series which was pre-biased prior to taking data. This was another
Run 2 commissioning series which was taken 19 hours apart from, and at the same
potential as, the non-pre-biased series in Fig. 9.8. The higher density of high-energy
events is now absent from the beginning of the run, as was desired.

The quantitative improvement due to pre-biasing is seen by comparing the noise
widths in Figs. 9.6 and 9.7. Series which were not pre-biased are shown as downward
triangles and those that were pre-biased are shown are blue circles. The series which
were not pre-biased had a significantly larger noise width, driven by the leakage-current
events at the start of the series, which in turn led to reduced SNR. It should also be
noted that the two series highlighted in Figs. 9.8 and 9.10 are also used in Figs. 9.6 and
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Figure 9.10: Event energy as a function of time since the start of the data series for a
series which was pre-biased. The higher density of high-energy events at the beginning
of the run, i.e. the detector leakage current, was not seen due to the pre-biasing. This
series was from the CDMSlite Run 2 commissioning period taken 19 hours apart from
at the same applied bias, —66 V, as the non-pre-biased series shown in Fig. 9.8.

9.7.

To conclude, pre-biasing was a major operational improvement for CDMSlite Run 2.
In eliminating the detector-based leakage current, no series-by-series live-time cut was
required (increased duty-cycle), and the noise environment greatly improved, giving
reduced noise distribution width (decreased threshold) and increased signal-to-noise

(improved resolution).

9.3 Noise Monitors

The noise observed in the analysis of SuperCDMS data can be broken down into three
categories: electronic oejec, vibrational oy, and detector-based oget. The total noise
Otot 1S then

2 2 2 2
Otot = Oelec + Ovib + Odet- (95)

Reducing the noise in the experiment is particularly important for near-threshold
searches, where the noise and true events become confused. The pre-biasing proce-
dure reduced gget. To reduce oy, and oelec, €ight new sensors were installed in Soudan
to monitor potential sources of noise and look for correlations between events in the

detectors and activity elsewhere in the experiment. The names and locations of these
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Name Type Location Panel
Setra Voltage Driven Acc. Cryocooler (i)
COUPP Piezoelectric Acc. E stem exterior (14)
AccO Constant Current Acc. C stem/Fridge Bottom (7i1)
Accl Constant Current Acc. Fridge Top (iv)
Acc2 Constant Current Acc. LH E stem, outside shield  (v)
Acc3 Constant Current Acc. LH E stem, inside shield (vi)
Ground Wire to Rack Ground Electronics Room Rack (vid)
60 Hz Transformer to Rack Power Electronics Room Rack (viid)

Table 9.1: Name, type, and location of each of the eight noise monitor sensors. The
first six sensors monitor vibrational noise sources while the last two monitor electronic
noise sources. The “Acc.” in the second column is short for accelerometer. The Acc3
sensor was nonfunctional after installation. “LH” stands for the 4 K, i.e. Liquid Helium,
stage of the cryocooler (interior of the E stem). The last column gives the panel number
corresponding to Fig. 9.11 [319-322].

eight sensors are given in Table 9.1. The first six were meant to monitor vibrational
noise sources while the last two were meant to monitor electronic noise sources. Unfor-
tunately, the accelerometer inside the shield on the 4 K stage of the E-stem was found
to be non-functional after installation. The last column of the table gives numbers cor-
responding to the traces in Fig. 9.11 which shows example outputs from the monitors
for two events.

The threshold for Run 1 was set at 170 eV¢e, mainly due to the high rate of low-
frequency noise (LF-noise) below ~100 eVee. The zero-energy noise width (oejec) of
Run 1 was significantly less than 100 eV, which implied that emphasis should first go
towards reducing oy;,. There had long been suspicions that this LF-noise was correlated
with the cryocooler, implying that LF-noise was vibrational in nature.

The accelerometers attached to the fridge showed very little sign of vibration while
those attached to the cryocooler and E stem showed significant activity. This is unsur-
prising since the mechanical action of Gifford-McMahan cryocoolers, such as the one
used in Soudan, is known to create vibrations of O(20 um) at the cooled sample [323].
This made the cryocooler the prime suspect for the creation of the LF-noise and the

Setra and COUPP sensors the most important to monitor as shown in Fig. 9.11. The
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Figure 9.11: Noise monitor output traces for two events, occurring the during active
(top) and passive (bottom) portions of the cryocooler cycle. The eight panels correspond
to the eight sensors with roman numerals assigned in Table 9.1. The vertical scale of
any given monitor is arbitrary, but the same between the two events. The 20x increase
in scale for the Setra (i) and COUPP (i) traces between the figures indicated their
sensitivity to the cryocooler.
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Figure 9.12: Cartoon showing the locations of the Setra accelerometer and COUPP
piezoelectric sensor relative to the cryocooler, cryostat, and electronics feed-through
box. Figure adapted from [275].

specific locations of these two monitors on the cryocooler are shown in Fig. 9.12.

The read-out system for these sensors was designed to give two types of signals; the
first being a digitized trace of the sensor output and the second being a NIM pulse to
be used as a time stamp for certain noise sources. A custom transducer box, designed
by R. Basu Thakur, was used to accomplish this [319-321]. The vibration sensors’
signals were fed into the box, where they were first amplified (5-50 driver gain [321])
and then cleaned via a low pass filter (characteristic frequency of 50 kHz (Setra) or
10 kHz (others) [324]). The trace signals were then sent to a digitizer from the muon
veto electronics and fed into the standard data stream. The rack ground and 60 Hz
transformer outputs were fed directly to the digitizer. In the transducer box, the signals
from the Setra and COUPP sensors were split prior to digitization with the second copy
of the signal being sent to a threshold discriminator. Over the course of installation, the
Setra was identified as the more sensitive of the two redundant sensors and a NIM pulse
was generated when the maximum of the Setra trace was above a 1-2 V threshold [321].

This NIM pulse was smoothed through a gate generator (10 ms width) to ensure a single
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NIM pulse per cryocooler cycle. The smoothed pulse was fed into the time-stamp unit
used for the muon veto panels, which was also fed into the data stream. The output is
summarized as seven digitized traces and one time-stamp indicating the time of largest
vibration in the cryocooler cycle. The timing information is particularly important for

use in analysis.

9.4 Run 2 Data Periods

The commissioning period of Run 2 occurred during December of 2013 and January
of 2014, and science data officially started on February 4, 2014 when the operational
configuration of 70 V applied potential difference with pre-biasing at 80 V was finalized.
A timeline of all data periods relevant to Run 2 is given in Fig. 9.13. The run was split
into two main pieces and contained both WIMP-search and calibration data.

CDMSlite Run 2 started during SuperCDMS Run 134. The installation of the noise
monitor program gave high hopes for the discrimination against cryocooler-induced LF-
noise and the Plo trigger threshold was set at 10.5 mV (compared to 12.5 mV in Run 1).
Due to rounding in the conversion from decimal to hexadecimal in the DAQ system,
this actually corresponded to 10.7 mV [325].

Although the noise monitoring program allowed for better characterization of LF-
noise, the realities of the age of the cryocooler were eventually too severe to be handled
in analysis. The cryocooler had been employed since 2005, and it thus had close to 10
years of near-continual operations, longer than the recommended maintenance length,
for the data used in Run 2. The cold-head of the cryocooler deteriorated throughout
the run, leading to a higher rate of LF-noise induction. The effect of the deterioration
was seen by monitoring the overall trigger rate such as in Fig. 9.14, which shows the
trigger rate, by series, for the first part of Run 2. For the majority of the run, the
trigger rate was ~1 Hz, with occasional, short-lived, increases. However, at the end of
June, the rate systematically increased prompting an increase to the trigger threshold
to 11.0 mV. This increase initially decreased the rate, however it greatly increased again
in July. This final increase prompted the end of data taking for maintenance and the
experiment was warmed to room temperature for cryocooler maintenance. The cryostat

was not opened nor was any work done on the detectors themselves. This warm-up
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Figure 9.14: Trigger rate for each series in CDMSlite Run 2a. The rate increased starting
in June due to the deterioration of the cryocooler cold-head. The trigger threshold was
increased slightly to combat this increase (blue dashed line), but the rate continued to
increased in July. This prompted the end of SuperCDMS Run 134 for maintenance of
the cryocooler. The mean uncertainty on the trigger rate was 1.28 %.

ended Run 134; CDMSIlite data taken during Run 134 was designated as Run 2a.

Operations resumed in September during SuperCDMS Run 135 and iT5Z2 was re-
turned to the Run 2 operating state. The data taken during Run 135 was designated as
Run 2b. The maintenance of the cryocooler gave expectation of a better LF-noise envi-
ronment and the trigger threshold was set even lower at 8.0 mV. After the conclusion
of Run 2b, it was discovered that the noise monitors had not been configured correctly
in September when Run 135 started: the cryocooler monitoring information was not
available for the Run 2b data. The noise monitors were correctly configured again in
January 2015 and ?°2Cf calibration data taken with the Run 2b configuration.

The dates, labels, live times, and trigger threshold settings for the pieces of Run 2 are
given in Table 9.2. The majority of the run, 99.41 raw live-days, was taken during the
10.5 mV trigger threshold period of Run 2a. The remaining 32.82 live-days was split
between the increased trigger period of Run 2a (10.87 live-days) and Run 2b (21.95
live-days) for a grand-total raw exposure of 132.23 live-days.

The increase in trigger threshold in June 2014 during Run 2a was inadvertently not

taken into account for a majority of the data analysis. The official analysis proceeded
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Time Span Label Raw Live Time DAQ Trigger Projected Trigger
[YY/MM/DD] [days] [V] [mV]
14/02/04-14/06/28 Run 2a 99.41 0.0105 10.7
14/06/28-14/07/14 10.87 0.0110 11.2
14/09/23-14/11/10 Run 2b  21.95 0.0080 7.8

Table 9.2: CDMSlite Run 2 data divisions giving the labels, raw live time, and trigger
settings for each. The DAQ Trigger value is the threshold set by the user in decimal. The
actual threshold setting occurs in hexadecimal, and the conversion/rounding between
bases means the user set value is not the true threshold value, which is given by the
Projected Trigger column [325].

assuming that Run 2a could be described as a single, 10.5 mV, entity. The effect
of this slightly higher threshold was later checked (Sec. 12.5.4) and compared to the
uncertainties presented with the official result.

The 252Cf calibration data periods are given in the timeline as they are very im-
portant for CDMSlite. Neutrons can capture of natural °Ge and create "'Ge which
subsequently decays by electron-capture. The peaks created by the calibration data
were visible in the CDMSlite spectra and are useful for energy calibration (Sec. 10.2).
Two calibrations were performed during Run 2a, February and May. Numerous cali-
brations were performed during Run 2b, including a dedicated CDMSlite calibration in
January 2015 using the noise monitors.

In conclusion, the second run of CDMSIlite lasted from February to November 2014
and operated a single iZIP detector, iT5Z2, at a 70 V potential difference. The sensitiv-
ity to WIMP mass was increased by installing noise monitors on the cryocooler (to reject
LF-noise), decreasing the physical threshold, and operating at a larger bias potential.
The sensitivity to cross section was improved by operating for a longer exposure (~10x

longer) and increasing the duty-cycle via pre-biasing.



Chapter 10

Processing Improvements and

Energy Scale

The first step in the the analysis of the CDMSIlite Run 2 data involves taking the
raw data and interpreting them correctly. The standard iZIP-mode processing and
calibration required modifications due to the peculiarities of CDMSIlite. In particular,
the optimal filter template generation procedure was modified, the novel two-template
fitting was implemented, and the total phonon energy scale calibrated using internal

activation peaks.

10.1 Pulse Fitting Improvements

The basic concepts of the SuperCDMS data processing is given in Sec. 5.5.1 and applies
to the CDMSlite data which were processed along with the data from the iZIP detectors
There were a few modifications and additions to the data processing specifically for
Run 2 as dictated by hardware differences and by new analysis techniques. In general,
pulse-shape provides the primary description of an event and the optimal filter (OF)
and non-stationary OF (NSOF) algorithms (Sec. 5.5.1 and Appendix A), which find the
best fit of a template to the given trace, were used in SuperCDMS processing to describe
the pulse. As a reminder, after an OF fit to a pulse, three variables are returned: (1) the
time between the global trigger and the start of the pulse (delay), (2) the amplitude of

the pulse, and (3) the goodness-of-fit x2. For this analysis, a new template was required

196
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for the OF and NSOF and the specifics of the CDMSlite mode required changes in how
the template was defined compared to iZIP templates. Additionally, the two-template
OF algorithm (2T-fit) was used for the first time, requiring a detailed description of
that fit.

10.1.1 Template Generation Pulse Alignment

In general, OF templates are created by averaging over many individual pulses, which
serves to average-out the electronics noise and position-dependence. Since pulses can
start at different times in the read-out trace, i.e. small delays in triggering due to the
location of the event in the detector along with delays between detectors, an early step
in the averaging procedure is to align all of the pulses such that their start times are
equal. The definition of “start time” is ambiguous and must be determined from the
traces themselves or by first processing with older templates. For all of the SuperCDMS
processing, templates created from previous runs were used as an educated guess for
initial processing and the delay from this initial fit used to refine the alignment for
future template generation.

To aid in describing a pulse, the RTFT Walk algorithm was also used. The variables
created by the RTFT walk were the time, relative to the start of digitization, at which
the pulse reached the n' % of it’s eventual maximum. These times were given for
both when the pulse was increasing (rising edge) and decreasing (falling edge). For
analysis, combinations of these walk parameters can be used to describe how peaky a
pulse is. A standard phonon pulse shape is given in Fig. 10.1(right) with a zoom in on
the rising edge in Fig. 10.1(left) and some of the quantities from the OF and RTFT
Walk algorithms are visually demonstrated.

For a standard iZIP detector, the start time for alignment is generally taken as
the delay specified by the OF fit of the charge trace. The charge trace has a near-
instantaneous rising edge, Fig. 10.1(right), which gives an accurate measure of the
start of the event. Using the charge information for the start time is problematic for
CDMSlite. The biasing configuration (Sec. 5.3) for CDMSlite placed all channels on the
read-out face at ground and charge carriers were thus equally likely to be collected by
phonon and ionization sensors. The ionization channels for CDMSIlite were practically

useless and could not be used to determine the pulse start time.
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Figure 10.1: (right) Phonon (blue) and charge (orange) pulse templates demonstrating
the typical pulse shape for iT5Z2 with a (left) zoom of the rising edge. The 10 % and
40 % RTFT Walk points on the rising edge are highlighted in dotted green with their
difference, the rise time A, as the time spanned by the light green area. The rise
time of the charge pulse is significantly smaller than in the phonon pulse. When the
templates are fit to a trace with the OF, they can be shifted in time, the delay, and
scaled vertically, the amplitude.

This required the development of an alignment algorithm based solely on the total
phonon trace. The primary assumption of this new algorithm was that the trace is
linear near the rising edge. A linear fit to the early portion of the trace was used to
extrapolate back in time to when the amplitude was zero, i.e. the x-intercept of the fit.

If only two points were used, the extrapolated start time was

to=(fty —fty)/ (f = 1), (10.1)

where f and f’ are the fraction of the pulse height at the two points and ¢ and t
are the times at which those fractions are reaches, i.e. the RTFT Walk output. True
fits were performed with greater than two points, but the linearity assumption breaks
down further up the trace. Several combinations of the 10, 20, 30, and 40 % points were
investigated with little difference observed in the final alignment. The slight differences
indicated better behavior using a two-point alignment with the 10 % and 20 % points
and this algorithm was implemented. For these two rise-time points, Eq. 10.1 reduces

to
to = (2to.10 — t0.20) - (10.2)
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With this new alignment method, OF templates specifically for Run 2 were generated

following six steps:
1. Baseline Subtraction: Subtract means of pre-pulse baselines.
2. Alignment: Align with Eq. 10.2.
3. Normalize: Divide by integrals of pulse tails.
4. Preliminary Average: Average, on a per-bin basis, over all pulses.

5. Quality Cut: Calculate x? compared to preliminary average, keep best 80 % of

pulses.
6. Final Average: Average using traces passing previous step.

7. NSOF: Compute residual between template and pulses in time and frequency

space for use in NSOF.

Since the primary energy information of a trace is in the long tail, normalizing to equal
tail-area was equivalent to normalizing the traces by energy. Steps 1, 2, 3, and 6 of this
process are shown in Fig. 10.2, with the final template given by the bright-green line in
the lower left subfigure. Events from the "'Ge K-shell activation peak from the 7 days
immediately following the February 252Cf-calibration data were used for the template
creation process.

The NSOF algorithm required the frequency-space covariance matrix of the non-
stationary “noise” created by the position dependence in the initial part of the traces.
This needed to only be computed once, as it depends on the detector and not the event,
and was created as another piece of the template. The difference between the new-found
template and the many pulses used to create it are given in Fig. 10.3. These difference
are known as “residual” traces. Since the power in the tail of the pulse is the same
between the template and traces, the residuals contain only the position-dependence in
the peakier (or not) early part of the trace. The Fourier space equivalent of the residuals

was used as the NSOF covariance template.
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Figure 10.2: Four
steps of the phonon
OF-template  creation
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ceeding clockwise, the
subplots show: raw
total-phonon traces,
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Figure 10.3: Residual traces after subtracting the OF template from a collection of total
phonon traces. The sharp peak (positive or negative) observed between 800-900 us
corresponds to the position dependence of the trace. The Fourier-space equivalent of
these residuals are used for the covariance template. The fast/residual template used
in the two-template OF fitting algorithm is derived by averaging such residuals after
flipping those traces with a negative initial pulse.
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10.1.2 Two-Template Fitting

Since the NSOF deweights the position-dependent peakiness found in the traces, it was
the primary energy estimator used by SuperCDMS in general, and the CDMSlite Run 2
analysis in particular. The NSOF was only used to reconstruct event energy and was
only run on the total phonon trace, which has the least position dependence. The NSOF
outputs were therefore not useful for deriving position information of the event.

A novel fitting technique was developed by the Queen’s University research group
and implemented for this analysis. This two-template OF fitting (2T fitting) character-
izes both the energy and position information of the pulses. The method fits each trace

S(t) to a time-delayed to linear combination of two templates and noise n(t) as

S(t) =Y aidi(t — to) + n(t). (10.3)

i=s,f
Ag(t) is the standard OF template with fitted amplitude as and Ay (t) is a new template
with fitting amplitude ay. The standard OF template and the new template have
relatively slow and fast rise- and fall-times respectively. This new template was derived
by averaging the residual pulses, such as those seen in Fig. 10.3, after inverting those
with negative peaks. The two templates used are shown for comparison in Fig. 10.4 and

are interchangeably known as the fast/slow or residual/OF templates.
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Figure 10.5: Two-template OF fitting results for all phonon channels for an example
event from the L-shell activation peak. The raw trace (light-blue solid) is compared
to the final fit (black dash) which is a sum of the slow (green solid) and fast (orange
dot) templates. The arbitrary units of the vertical axes are the same for all channels,
i.e. relative height differences in the channel traces are physical. A more positive fast
template indicates that channel’s closer proximity to the interaction location, while
a more negative indicates that channel’s further proximity. In particular, this event
occurred closest to channel B and furthest from channels A and C.

The 2T-fitting algorithm was run on each individual channel’s trace in addition to
the total trace. For each trace, the OF delay was set to be equal between the two
templates which gave four output parameters: the single delay, the amplitudes of both
templates, and the x?. The amplitude of the slow template on the total trace gave
energy information! while the relative amplitudes of the fast templates between the
channels gave position information. An example event is given in Fig. 10.5, where each

of the four channel fits are shown.

10.2 Calibration

Since CDMSIite cannot determine the ionization yield (Sec. 4.4.1), calibrating the total

phonon energy scale to a physical recoil- energy scale was performed in three steps. The

1 The energy resolution from this fit was comparable, but slightly worse than, the NSOF resolution.
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keVy energy scale was first studied and compared to expectations (Sec. 10.2.1). This
was then calibrated using a known ER source to the keVee scale (Sec. 10.2.2) and then
converted to keVy, using a yield model (Sec. 12.2.2). The usual ER calibration source
for SuperCDMS was !33Ba and its peak at 356 keV. However, this was prohibitively
high for CDMSIite due to the saturation of the phonon read-out TESes at ~500 keVy
(~30 keVee). Using an external source with a decay <30 keVe. was also not feasible
given the shielding from the copper cryostat cans. A low-energy source internal to the
detector was instead used.

The neutrons from the 2°2Cf calibration data could capture on the natural °Ge in
the detector and create unstable "'Ge, which decays by electron-capture (EC) with a
half-life of 11.43 days [326]. The entire process is

0Ge +n — "Ge

Ge+e — "Ga+ v, +7's, e’s.

The energy released by the X rays and Auger electrons after the EC process depends
on which shell the captured electron was originally in. These energy levels correspond
to the binding energy of "'Ga and are given in Table 10.1 along with a summary of
the resultant decay products for each shell. See Appendix B for the full details of the
capture and decay processes. The 252Cf calibrations provided CDMSlite with two very
clear peaks (K and L shells) for calibration. At 70 V, the M-shell peak was also visible
above threshold. These peaks were used to compare the keV; scale to the theoretical
expected and then to calibrate to keVe. Any general references to the “K-/L-/M-shell”
peaks refer to these "'Ge EC peaks.

10.2.1 Experimental keV; Scale

The theoretically expected keVy energy scale is defined by Eq. 9.1 as Ey = EA(V}).
Even though only one side of the CDMSlite detector was read out, the phonon sensors
on the non-read-out side still absorbed phonons. The expected experimentally observed

energy scale is then half of the theoretical

Fovo = 2 (14 Y (B)g()). (10.4)
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Capture Shell Probability [%] Decay Product  Probability [%] Energy [keV]

K-Shell 87.57 Auger-e-cascade 42.30 10.37
Ga-K,+cascade 39.52 9.25+1.12
Ga-Kg+-cascade 5.76 10.26+0.11

L-Shell 10.43 Auger-e-cascade 10.43 1.30

M-Shell 1.78 Auger-e-cascade 1.78 0.160

Table 10.1: "'Ge electron-capture decay products. The total energy is the "'Ga binding
energy of the shell from which the e was captured from. See Appendix B for details of
cascades.

The validity of this energy scale was determined by comparing the observed K-shell
peak to its expected value as shown in Fig. 10.6. For these data, and all subsequent
Run 2 data, there were two base criteria: a bias potential of V, = —70 V2 and only
using non-randomly triggered events. Unless otherwise stated, the energy estimator is
that from the NSOF algorithm.

At V, = =70 V, the theoretical NTL amplification factor for electron recoils is
(14+70/ey) /2 = 12.17. For the K-shell at 10.37 keVe., the expected location of the
peak was 126 keVy. A simple fit to the peak in Fig. 10.6 gave a mean of 154 keVy, ~22 %
higher than expected. As a check, the peak was also fit in the 60 V commissioning data,
giving a mean at 135 keV compared to the expected 109 keVy, ~24% higher than
expected.

The mis-calibration of the keV; energy scale was a result of applying the 4 V,
iZIP-derived, calibration constants to the 70 V data. At low fields, it is possible for
charges to not reach the electrodes leading to <100% collection of charge carriers.
This could be due to residual traps, other local electric fields, and/or charges never
leaving the charge cloud due to self-shielding. The efficiency of collecting ionization in
an iZIP-style detector is shown in Fig. 10.7 [268, 299]. Electrons/holes have ~80/90 %
efficiency respectively at the iZIP-applied field of ~1.6 Vem™! and ~100% efficiency
at the CDMSIlite-applied field of ~27.6 Vcm. This means that the 4 V constants are

over-calculated when used with CDMSIlite data. This over-calibration is the inverse of

2 This cut officially defined the Run 2 exposure.
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Figure 10.6: Location and simple fit to the ""Ge K-shell capture line for Run 2 at both
60 V (top) and 70 V (bottom) bias potentials. The mean of the peaks are at 135 and
154 keVy which are ~24 % and ~22 % higher than the expected locations of 109 and
126 keVy for 60 and 70 V respectively.

the efficiency at 4 V or ~1/0.85 = 1.18 which roughly matches the ~20 % observed
excess.?

There is one difficulty, however, with this explanation for the keVy energy scale.
The total phonon energy scale in Run 1 did match the theoretical gain for V;, = —69 V.
The K-shell peak was at 124.8 & 2.4 keVy compared to the expected 124.4 keVy;. The
electronics improvements for Run 2, such as monitoring the biasing current, and reduc-
ing the size of the adapter board load resistor (Sec. 9.2.1) gave more confidence in the
Run 2 measurement. This implies that Run 1 was not at 69 V and the apparent energy
scale match was a (cruel) coincidence. The implications of this hypothesis are shown in
Fig. 10.8, which gives the measured K-shell peak location at the different known bias

potentials. The two points from Run 2 are used to fit a detector scaling factor D to the

total energy to give the energy scale seen in the analysis as
EAYSS — Do BLA))2. (10.5)

The fit gives D = 1.23, implying the calibration scaling increased the energy scale by

3 More recent work by A. Phipps indicates that accounting for impact ionization, where drifting
charges release previously trapped charge and increases the ionization signal, leads to >100 % collection
efficiency at CDMSlite strength fields [327].
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Figure 10.7: Charge collection
efficiency as a function of bias
potential for a 2.54 cm thick
Ge iZIP detector.  The blue
squares and purple downward tri-
angles show the efficiency for col-
lecting electrons while the red
squares and orange upward tri-
angles show the efficiency for col-
lecting holes. Figure from [327],
see [268] for information on the
two different normalizations.

Figure 10.8: Observed location of
the K-shell peak in total phonon
energy compared to the applied
bias potential.  Observed val-
ues include the two potentials in
Run 2 (blue), Run 1 (green), and
standard iZIP mode (yellow). A
model (purple) is fit to the Run 2
data giving a factor of 1.23 com-
pared to the standard NTL am-
plification and implying a poten-
tial difference for Run 1 of 56 V
(red). The model is 22 % greater
than the 4 V data.

23% when compared to theory. The model then infers, by considering the measured

mean of the peak, that the actual potential difference at the detector for Run 1 was

~b6 V. As a cross-check, when extrapolating the fit down to 4 V, where the calibration

constants were derived, the model gives the expected 22 % above theory. The implicates

of this change in bias for Run 1 are discussed in Refs. [275, 328].

10.2.

2 Final keV,, Calibration

Converting from keVy to keVee is performed by using the measured E location of the

K-shell peak and the known recoil F, = 10.37 keVg.. A simple mean of the peak was
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Figure 10.9: Raw location of the K-shell activation line as a function of time throughout
Run 2. The density of the peak in February, May, and October indicate proximity to
the 22Cf calibrations. The amplification of the line is not constant throughout the run,
as evidenced by the shifting of the dense population in time. The overall mean of the
line (green-dashed) as found in Fig. 10.6 does not adequately describe the whole run,
necessitating a time-dependent correction.

not used for the conversion because the location of the peak varied with time as shown
in Fig. 10.9. Thus, in addition to converting to keVe, a time-dependent gain correction
is used to improve the overall resolution of the line. This correction contained four
components with each step of the calibration shown in Fig. 10.13 at the end of the
section. During each step of correction, the absolute value of the keVy scale was taken
as arbitrary and the final step is to use the new mean of the K-shell peak as a scaling
factor to the correct keVe, value. The following discussions were first investigating by
Y. Ricci with later development by W. Rau [329].

Leakage Current Adjustment

If the electronics were ideal, after applying the high voltage there would be a con-
stant (small) current measured from the High-Voltage Power-Supply (HVPS). However,
the HVPS recorded a varying current implying a time-varying parasitic resistance R,.
The parasitic resistance responsible for the leakage current contributed to a drop in

the potential difference across the detector which reduced the NTL gain. The total
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Figure 10.10: High-Voltage Power-Supply (HVPS) current compared to total phonon
energy of the K-shell, showing a linear dependence. The fit to this population was used
to correct the energy scale for the voltage drop due to leakage current, which led to
reduced NTL gain. The slope indicated the resistance the leakage current encounters,
and was consistent with the load resistor on the iZIP adapter board.

amplification with the leakage current correction and assuming an ER is
G=1+e(Vy—IR) /ey, (10.6)

where [, is the HVPS current and R is the resistance through which the current flows.
In order to determine the value of R, the relationship between the measured phonon
energy and the I, was fit linearly with the slope indicating R. Figure 10.10 show this
relationship with a fit slope of -0.825 keV /nA. This corresponds to R = 194 M as the
resistance encountered by I. This is, to within uncertainty, equal to the adapter-board
load resistor of Ry = 195 M{2. The correction assumed the current passed through the
load resistor, R = Ry, Stated differently, R, > Ry, such that only a negligible (but still
non-zero) current went through R,,.

The event-by-event corrected E’tcorr energy scale was the ratio between the total
amplification expected with no voltage drop and that which was observed with the

measured [, for the given event

AV, Y =1)
ECorr —FE . )
t " G(R=Rp)
E, L+ elh/ey (10.7)

‘1+e(Vy— LRL) Jey’

This correction is seen in the second panel of Fig. 10.13. For the recorded I, ~ 10 nA,
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Figure 10.11: Experiment base temperature compared to total phonon energy of the
K-shell, showing a linear dependence. The fit to this population was used to correct
the energy scale for the change in detector response due to temperature.

the correction was ~2 %.

Base Temperature Adjustment

The next correction was due to variation in the experiment’s base temperature. Previous
analyses have demonstrated that the base temperature affects the calibration [330]. The
base temperature was also stored in the data stream and Fig. 10.11 shows that a linear
fit describes the energy scale’s dependence on the temperature. The slope from this
fit, along with an arbitrary reference point, was used to remove the dependence on
base temperature as shown in the third panel of Fig. 10.13. The base temperature was

measured as 47-52 mK, which gave corrections of ~3 %.

Discrete Shifts Correction

After applying the first two corrections, discrete shifts were observed in the energy scale
as shown in the third panel of Fig. 10.13. An empirical correction was applied by fitting
the means of the two Run 2b distributions and scaling them to match the Run 2a
distribution’s mean. This correction is shown in the fourth panel of Fig. 10.13, where

the two Run 2b shifts were 0.81 % and 2.87 % respectively.

Position Dependence Correction

The final correction used information from the new 2T-fitting algorithm. Figure 10.12

shows the amplitude of the residual-template fit compared to the NSOF total-energy fit,
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Figure 10.12: Amplitude of the residual template fit compared to total phonon energy
of the K-shell, showing a linear dependence. The fit to this population was used to
correct the energy scale for position dependence (peakiness) in the traces.

where a dependence is observed with peakier pulses (larger residual template amplitude)
reconstructed to higher NSOF total-energy values. This dependence indicated that the
NSOF did not remove all of the position dependence of the pulse during the fit. This
small failure of the NSOF fit was likely more true for CDMSlite- than iZIP-mode since
only one face of the detector was read out. The position dependence was removed by
fitting the distribution and correcting by the slope. This correction was 05 keV for any
given event. The final distribution in keV¢ can be seen in the fifth panel of Fig. 10.13.

Electron-Equivalent Energy Scaling

After correcting the time-dependence in the NTL gain, the final calibration step was to
determine the conversion from the keV to the keV,e energy scale. The mean of the new
keV; K-shell distribution was used to scale to the known recoil energy of 10.37 keVe.
There could be concern that any of these corrections are over-correcting the energy
scale, i.e. correcting on features of the K-shell which were specific that that energy.
Overcorrection was checked by also considering the L-shell peak at 1.30 keVe. If the
corrections were general to the whole spectrum, they should also improve the resolution
of the L-shell. The keVee spectrum of the K- and L-shell peaks with each correction
applied are shown in Fig. 10.14. The improvement in K-shell resolution is obvious and
the resolution of the L-shell also increases after each step, verifying the global nature

of the corrections.
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Figure 10.13: K-shell energy over the course of Run 2 showing the raw energy estimate
(first panel) and subsequent corrections to the energy scale. These corrections included
gain variations due to HVPS leakage current (second panel), experiment base tempera-

ture (third panel), discrete period shifts (fourth panel), and position dependence (fifth
panel). Each correction improved the resolution of the peak.
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Figure 10.14: Resolution of the K shell (top) and L shell (bottom) after each of the
corrections shown in Fig. 10.13. These corrections were, going from dark blue to light
green, HVPS leakage current, experiment base temperature, discrete period shifts, and
position dependence. The scaling from keV; to keV for all peaks was achieved using
the mean of the final K-shell peak. The location of the L-shell at the expected 1.30 keV
verified that the final scaling was correct.



Chapter 11
Event Selection and Efficiency

The goal of any dark matter search is to analyze the data set for events caused by
dark matter interacting in the detector. Doing so requires sifting through the data
to remove both non-physical events and physical events which do not correspond to
dark matter'. This chapter details the event selection process used to achieve this for
the CDMSlite Run 2 data set. In particular, it describes the use of various selection
criteria to reject non-physical events. such as low-frequency noise, the implementation
of a fiducial volume cut for the first time in CDMSlite for the removal of physical
background events, and the determination of the low-energy threshold reached. The
final live time remaining and the acceptance efficiencies for each of the criteria are are

discussed.

11.1 General Philosophy

The criteria applied to the data to ensure that only high-quality, WIMP-like, events are
selected are enforced by a series of cuts which remove events thought not to be caused

by WIMPs. These cuts fall into two broad categories:

1. Quality Cuts: These cuts remove events which were not caused by the interaction

of an particle in the detector or have other external, i.e. non-physical, reasons for

1 At least events which either could not be caused by a vanilla-WIMP model or which would only
be caused by such a model at very low probability

213
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being removed. This includes various electronically caused glitches, erroneously

recorded variables in the databases, or events with poor pulse-shape.

2. Physics Cuts: These cuts remove events which appear to be caused by a particle
interaction in the detector, but which do not match the signal expected of a stan-
dard WIMP. This includes coincidence with known sources, multiple scattering in

the detector array, and fiducial volume considerations.

In addition to removing evens, each cut must also be accounted for in the final result

in either one of two ways:

1. Live Time: For cuts in this category, the live time associated with the rejected
data is removed from the total exposure. This assumes that the underlying reason
for the cut indicates uncertainty in the integrity of the experiment, and thus

removing the time prior to the event is a conservative choice.

2. Efficiency: For cuts in this category, the probability that a WIMP-like event
would be removed by the given cut is computed. This assumes that the experiment
was operating correctly and the possibility of a true WIMP event occurring must

be considered.

After computing all of the cuts, the live time and efficiencies for them are addressed.

The live time loss is given in Sec. 11.6 and the various efficiencies computed in Sec. 11.7.

11.2 General Quality Cuts

11.2.1 Bad Base Temperature, HVPS Current, or 2T-Fit

This cut is a direct consequence of the energy correction and calibration described in
Sec. 10.2.2. The base temperature of the experiment, the high-voltage power supply
(HVPS) current, and the 2T-fitting results are all used to correct the energy scale. The
corollary to this is that events for which any of these quantities are missing or suspect
cannot be accurately calibrated. This cut removes events whose base temperature is

missing or exceptionally high, whose HVPS current is exceptionally high (and therefore
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not caused by the usual electronics chain, e.g. sudden environmental changes), and for

whom the 2T-fitting algorithm failed for any reason.?

11.2.2 Bad GPS Timing Information

The DAQ system has two methods of recording the time of an event. The first is a
custom time stamp module fully incorporated in the data taking process which records a
time for each trigger and stores this information in the history buffer for the computation
of timing parameters such as the live time. This is the primary timing information used
in the analysis. The second is a Symmetricom GPS time stamp module which was added
to the system after the initial DAQ design [284]. This system was added for coincidence
studies with the NuMI neutrino beam utilized by the MINOS experiment [331], which
uses GPS time. In the development of the NuMI coincidence cut (Sec. 11.4.3), it was
discovered that, for a small minority of events, the two methods of recording the event
time information could disagree by appreciable amounts [332, 333]. The reasons for the

disagreement are not understood and these events are removed.

11.2.3 Asymmetric Multiply-Triggered Glitches

A glitch is defined as an event whose rise- and fall-times are exceptionally fast and
unphysical. Glitch events arise from voltage spikes in the TES-biasing lines, directly
heating them, which generates pulses. The physical source(s) of the voltage spikes
remains unknown. If the voltage spike is large enough, multiple channels will receive a
pulse which leads to a large multiplicity of triggers. In contrast, consider the desired
event generated by a particle interacting in the detectors. If the energy of the event
is sufficiently above the trigger thresholds of a detector, both the phonon and charge
channels should trigger. When considering how many detectors issue a trigger, there
should be rough consistency between the number of phonon and charge triggers in a
given event. If there is a large discrepancy between the number of charge and phonon
triggering detectors, than such an event is most probably a glitch.

The proper plane to identify glitches with high trigger multiplicity is shown in

Fig. 11.1, which compares the number of trigger-control boards with a charge or phonon

2 One such failure is if the physical start time of the pulse is outside the window which the OF
algorithm scans over.
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trigger for Run 2data.? As expected for physical events, there is a population of events
near the diagonal along with various populations on the off-diagonals — glitches. A
cut was developed by R. Bunker [334] which removes these off-diagonal populations as
shown in the figure by the red lines. This cut was developed using early SuperCDMS
commissioning data from 2012 and applied as-is for Run 2. It removes events where
[(np —ng) > 6] V [(ng —np) > 1], where n, and n, are the number of trigger-control
boards with a phonon and charge trigger respectively.

If the glitch-generating voltage spike is small enough, the resulting traces may fall
below the trigger thresholds on some detectors and effectively allow glitches to pass this
cut. Since glitches have faster rise and fall times, a discrimination based upon pulse

shape can be be made to remove these residual glitches (Sec. 11.3.3).

11.2.4 Non-triggered Ionization Glitches

Previous studies of the noise environment in the SuperCDMS detectors identified that
the outer charge channel of iT5Z2 used for CDMSlite had intermittent irregulari-
ties [335]. The cause of these irregularities is a peculiar type of glitch event with

extremely sharp rise and falls times, large amplitudes, and potentially multiple peaks.

3 Recall that iZIPs were connected to two trigger-control boards which could separately issue a
trigger.
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Figure 11.2: Total phonon (top) and inner/outer ionization (bottom) traces correspond-
ing to a non-triggered charge-glitch event. The glitch behavior is evident in the outer
charge channel (black), with multiple large amplitudes, which did not issue a charge
trigger. The inner charge channel is shifted upwards by 4 mV for clarity and times “0”
on both horizontal scales are the same global time.

These glitches also do not always cause a ionization trigger. An example of such a glitch
can be seen in the outer charge trace in Fig. 11.2. This event highlights the trouble
with these glitches: there is a low energy phonon event, which triggered the experiment,
and the erratic glitch behavior in the outer charge channel. This event had one total
phonon trigger and no ionization trigger: this event passes the asymmetrically-triggered
glitch cut . These glitch events were not unique to iT5Z2 as they occasionally occurred
across the entire array simultaneously, still issuing no charge trigger and thus passing
the previous glitch cut. As the source of these glitches is unknown, similar to other
types of glitches, these events are removed from the analysis.

CDMSlite is general does not typically consider the charge channels. This is for
several reasons: (1) the charge signal is not amplified by the NTL effect meaning low-
energy events are lost in the noise, (2) the ionization yield is generally not useful at high
voltages, and (3) the biasing configuration places the charge and phonon sensors at the
same bias: drifting charges are as likely be end on the phonon sensors as the charge
sensors. However, in order to identify these charge glitches, the standard charge-data

processing was used in Run 2.
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Since these glitches do not look like a usual charge pulse, they are expected to be a
poor fit for the OF template and be identifiable in the charge x? versus energy plane.
The total (inner+outer) ionization energy is plotted vs. the outer channel’s x? fit value
in Fig. 11.3 after applying the previous cuts, including the triggered glitch cut. There
is a surprisingly large amount of structure in the plane, including multiple populations
at high x2, with the general rule being that the higher in y? an event is, the more peaks
in the charge trace is present. A cut is tuned to reject 95 % of the random triggers in
Run 2a and is shown by the line in the figure.

There are several series for which an appreciable amount of live time is lost due to
these glitches. Those series for which >4 % of the live time is lost are declared “bad”

series and a separate cut created to remove the entire series (Sec. 11.2.6).

11.2.5 Good Phonon Baseline Noise

Phonon traces were digitized with 4096 bins with the first 512 of them being prior to
the global trigger bin. These pre-pulse bins can be used to characterize the baseline
noise environment prior to the event. If the baseline has any oddities in it,* it will cause
issues with properly fitting the template, which has a flat baseline. There is inherent

Gaussian electronics noise in the traces and so, for a “flat” pre-pulse, the distribution

* Such as unexpected noise, elevation due to the tail of a previously occurring event (so-called pile-up
event), or low-frequency noise.
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of digitizer bin values should be Gaussian. The standard deviation of the pre-pulse
distribution is computed during processing and this is taken as a measure of how well
behaved the baseline was for that event. Randomly triggered events are also a measure
of the noise environment in the experiment: the pre-pulse width of randoms provides a
distribution by which to judge the pre-pulse width of non-random events.

To define a cut, the distribution of widths from the random triggers for each individ-
ual series is fit to a Gaussian (a reasonable fit for almost all series). Events are removed
if their pre-pulse widths are greater than 40 from the mean of randoms distribution.
The cut is computed on a series-by-series basis, as the noise could shift between series.
Since the baseline varies by individual channel, the fits and cut are tuned on each of the
four phonon channels separately. An event is removed if it fails the cut on any channel.

The definition of the cut can be seen in Fig. 11.4, which shows the pre-pulse width
of random triggers across Run 2 for each of the four phonon channels. There are a few
series where the randoms distribution has very long tails. These correspond to three
series in July which had extreme trigger bursts, which shifted the pre-pulse distribution,
and five series in November which evidently were not pre-biased properly (the tail is due
to detector-based leakage current). These problematic series are added to bad series cut
(Sec. 11.2.6).
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11.2.6 Bad Data Series

During the development of the charge glitch and phonon baseline noise cuts, several
series were identified as being particularly problematic. These series are removed in
their entirety from the analysis and a loss in live time accepted. The “bad series”

diagnosis comes from one of three reasons:

1. If >4 % of the live time of a series is removed by the ionization glitch cut; removes

112 series.

2. If the series contains an extreme trigger burst as identified by the phonon baseline

cut; removes 3 series.
3. If the series was not prebiased; removes 5 series.

120 out of 1209 total series are removed with a live time loss of 12.66 days. This cut
is the single largest reduction of live time. However, since CDMSlite is background

limited, such a loss in live time does not significantly affect the final sensitivity.

11.3 Phonon Pulse-Shape Based Quality Cuts

The following three criteria are all explicitly based on the shape of an event’s total
phonon pulse. This is implemented by considering the distributions of the goodness-of-
fit x? values of the OF fit using three different templates. These templates correspond
to different event types, two of which are background to be rejected. Recall that the
OF is only “optimal” if the topology of the event matches the template being fit. A
corollary is that fitting to different templates shows how much a given pulse resembles
one template versus another. The three templates, and the corresponding notation for
their respective goodness-of-fit parameters, are: (1) standard physics event (X2NF JOF for

OF /NSOF fits respectively), (2) low-frequency noise (x?p), and (3) electronic glitch
(X%n)-

11.3.1 Phonon Pulse Quality

The NSOF fit to the total phonon pulse is the primary energy estimator used in this

analysis. Given its primacy, it is important that the estimator is accurate and a good fit
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to the traces: events with abnormally high XQNF values are removed. The most common
type of event with high X12\IF are “pile-up” events, where more than one pulse is present
in the recorded trace. These events have >1 peak in the trace while the template has
single peak, giving poor fit quality. Another common pathology is TES saturation,
where the peak of the pulse is flattened. These, and any other odd pathology present,
are removed by cutting on XI2\IF‘

The cut is set in the energy versus X12\IF plane using the higher statistics calibration
data. For Run 2a, this includes a combination of 232Cf and '33Ba data while for Run 2b,
only 252Cf data is used. The 252Cf data used to set the cut for Run 2a can be seen in
Fig. 11.5. For lower energies, the distribution is flat near ~4100 and starts to increases
above ~200 keV;. The cut threshold is set by binning the X2NF in bins of 15 keVy
and determining the width of each bin’s distribution. A quartic polynomial in energy
is fit to the p + no level from each bin. The specific algorithm was slightly different
between the two parts of the run. For Run 2a, the distribution in each bin was fit to a
Gaussian to determine the width. The polynomial was then fit to the maximum p+3.50
values in each bin between !33Ba and 2°2Cf data. For Run 2b, the width was instead
determined by an iterative method which removes outliers from the distribution. Due
to the removal of outliers, the distribution widths are smaller and the polynomial fit to
the j+ 50 values from the 2°2Cf data. The value of n is essentially arbitrary, as long as
events below the cut are high quality events. The cut threshold as a function of keVy is

given by the curve in Fig. 11.5.

11.3.2 Low-Frequency Noise

The energy threshold for Run 1 was set at 170 keV, in part because of the presence of
low-frequency noise (LF-noise). This source of noise was again present in Run 2, as seen
in Fig. 11.6(a). At the lowest energies, a second noise distribution was present, shifted
to a higher reconstructed energy than the expected electronics noise distribution, which
covered the lowest-energy portion of the spectrum. An example trace from an event in
this distributions is shown in Fig. 11.6(b). After applying a low-pass filter, a comparison
with the OF-template emphasizes the difference in pulse-shape between LF-noise and a
standard event. Notably, the LF-noise trace has slower rise and falls times and oscillates

in the tale.
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Figure 11.5: Total phonon
NSOF-fit x?  goodness-of-fit
value as a function of energy for
252Cf events in Run 2a, including
the definition of the cut in this
plane (blue line). Events below
the cut (purple) are retained
while those above (grey) are
rejected.
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Figure 11.6: Run 2 noise distribution (a) showing the expected electronics noise width
at ~0 keVy and the LF-noise distribution at ~0.75 keVy along with a sample trace (b)
from the LF-noise distribution. The raw trace is shown in blue with the orange being
smoothed with a low-pass filter. Comparing to the red OF template demonstrates the
poor pulse-shape of the LF-noise event.



CHAPTER 11. EVENT SELECTION AND EFFICIENCY 223

In an effort to better track and reject this source of non-physical background, vi-
brational sensors were installed in and around the experiment (Sec. 9.3). Much of the
vibration monitoring work was initiated by R. Basu Thakur and much credit is due to
him for this work. Although initial attempts to reject the LF-noise were made using
only the vibrational information, on its own such a cut was ultimately unsuccessful.
Instead, a cut is made which uses the phonon pulse-shape in addition to the noise mon-
itor information. The full study first considers the cryocooler timing information, then
defines a correlated noise metric using that timing information, and finally defines a

pulse-shape based cut. This is organized as
(1): Cryocooler Timing
(2): Correlated Noise Metric

(3): Ax? Pulse-Shape Cut

(1) Cryocooler Timing

Of the multiple noise monitors installed on the experiment, the Setra accelerometer
located on the cryocooler was the most sensitive to the cryocooler-generated vibrations,
and it is selected as the primary noise monitor for the analysis. The outputs from the
sensor, recorded with every event in the experiment, are twofold: a 13 ms digitized trace
of its measured acceleration and the time of the event compared to the start time the
cryocooler cycle. The “start” is defined based on the threshold discriminator output of
the monitor, i.e. the last time the acceleration exceeded a set value. These outputs are

processed with the data and are manifest in four variables:

® t_ = tast — tglobal, Where tgional is the global trigger time of the current event and
tiast 1s the most recent threshold discriminator time. This is the time since the

start of the immediately preceding cryocooler cycle (time-since).

® 1 = tnext — tglobal, tnext is the next occurring threshold discriminator time. This

is the time until the next start of a cryocooler cycle (time-until).
e s The mean of the ADC values from the digitized trace.

e o5 The standard deviation of the ADC values from the digitized trace.
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Figure 11.7: Energy (top) and the mean (us, middle) and standard deviation (o, bot-
tom) of the Setra accelerometer trace as a function of time-since the previous cryocooler
cycle (t—). Only times up to 3 s are shown, however the distribution continues out to
O(100 s) with decreasing statics at larger times. The peaks in the Setra quantities
appear to correlate with the LF-noise seen in the energy plane (~1 keVy).

The cryocooler causes a response in the detector as opposed to the converse and thus ¢_
is the time of interest. The energy of events near the noise threshold in Run 2° as well
as the two Setra-trace variables are compared to the time-since quantity in Fig. 11.7.

As can be seen from the figure, the timing distribution goes well beyond the roughly
one second cryocooler period. There are also obvious times when the accelerometer
detected stronger vibrations and these appear to correlate, with some time delay, with
the LF-noise (clusters at E; ~ 1 keVy).

The extension beyond a single cryocooler cycle is understood by recognizing that
the non-linear nature of the noise means that some cycles do not reach the threshold
necessary to generate a time stamp. These cycles are “missed” in the data. The prob-
ability to miss a cycle should decrease with time, which is observed in Fig. 11.7. In the
processing, if there is not a Setra time-stamp in the history buffer, then ¢_ is derived

by finding ¢_ of the preceding event and adding the time between the events.

® For the entirety of the LF-noise discussion, the ptOF estimate of E; is used to avoid any artifacts
due to the NSOF fit low-energy cut-off.
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As each cycle should be identical, the distributions above can be simplified by taking

a modified time-since £ = t_ (mod t.), where t. is the period of the cryocooler. The

period is measured by binning o in bins of 2 ms (the resolution of ¢_ [336]) and
performing a Fourier transformation as seen in Fig. 11.8, where multiple sharp peaks
in the spectrum are seen. The first two occur at f=1.2 and 2.4 Hz respectively, giving
times of 830 and 420 ms and corresponding to the two LF-noise clusters per cycle.
The first (and largest) is termed the “chirp” while the second the “thump” after the
sensorial characteristics one would observe while standing next to the experiment in
Soudan. Since the chirp is the strongest portion of the vibrational cycle, it is what
triggers the time-stamp and is therefore the de-facto “start” of the cycle. This gives
— =830 ms.

With t. measured, Fig. 11.9 gives the distributions of energy and Setra quantities
as a function of cycle time. The clustering of events observed above is now more easily
discussed. The bye-eye correlation between the accelerometer and LF-noise is again
observed, with a delay in £_ between the setra and detector measurements. The strength
of this correlation, and the size of the delay, is computed by considering the cross-

correlation, with temporal shift 7, between the energy distribution and o, [338]

fOCt Wtc{s(t_T)}
\/ te dt 22( tp@ (1)

(11.1)
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Figure 11.9: Energy (top) and the mean (us, middle) and standard deviation (o,
bottom) of the Setra accelerometer trace as a function of the modulo, over the period
t. = 830 ms, time-since the previous cryocooler cycle (£_). For each cycle, there are
two clusterings of events, with the clusters in energy delayed compared to the Setra
quantities.

where, for t;, bins, x(t;) = i +30}, with uf and o} as the mean and standard deviation
of the noise distribution in the k" bin, s(t3) = py, + 30}, , with g7 and of as the mean
and standard deviation of oy in the k™ bin, and W;., wraps the distribution around the
t. period of the cryocooler. The distributions of z(¢_) and s(t_) are shown in the top
panel of Fig. 11.10 and R(7) is shown in the bottom.

The maximum value of R(7) is 0.93 at 7 = 54 ms, meaning a strong correlation
with a delay of 54 ms. The delay is a combination of the time needed for the vibration
to propagate to the detector, the dispersion of the vibration as it travels, and general
filtering lags. The two clusters in energy, and hence, the LF-noise, are decisively shown

to correlate to the chirp and thump in the cryocooler.

(2): Correlated Noise Metric

A quantitative metric is developed to identify periods of correlated noise, i.e. LF-noise,
using the cryocooler timing information. The basis of this metric is to bin by time and
assign a score to each bin based upon how “bad” the noise is in that bin. The score is

then adjusted by how poor the neighboring bins score.
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Figure 11.10: Metrics of the upper edge of the noise distribution (z) and the standard de-
viation of the Setra trace (s) over modulo cycle time (f_) (top) and the cross-correlation
between them for variable timing delays (7) (bottom). The strongest peak is at a delay
of 7 = 54 ms with a correlation of 0.93. The secondary peak at 7 ~ 450 ms is the
cross-correlation between the chirp and the thump. Figure adapted from [336].

The increased trigger rate which ended Run 2a was due to LF-noise induced through-
out the entire cryocooler cycle. To include this change in cryocooler behavior, the metric
is developed in the plane of time-since, calendar time, and event count This 2-D plane
is seen in Fig. 11.11 for the whole of Run 2a. The color axis is the number of events,
per bin, between —5-17.5 keV¢ with a trigger in iT5Z2. The binning is arbitrary (as
long as the thump and chirp are separate) for £_ at At = 10 ms, while for calendar
time it is chosen as short enough, at AT = 1.2 hr, to identify periods when no data
were taken (e.g. calibration data). The utility of working in this plane is evident as
the calendar-time-varying “strength” of the chirp and thump is evident and is explicitly
usable.

The involved development of the noise score is detailed in Appendix C. The final

3)

score s is calculated for the i*" and j* bin as

AN AN 1/ 3 mn wd

= I T0 ()™ 7 112)

m=i—N n=j—N
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Figure 11.11: Number of triggered events for Run 2a between —5-17.5 keVy in the
two dimensional plane of modulo cryocooler time, t_, and calendar time. The color
scale is logarithmic with empty bins mapped to the lowest color. The thump and chirp
identified in the one-dimensional plane are seen as horizontal bands near _ ~ 0.1,0.5.

where N is the number of adjoining bins to correlate over, wg = (1 — a)? is the correla-

24 (G —n)

is a Poisson CDF with mean £, where £ is a filter parameter to be

tion weight with shaping parameter o and inter-bin distance d = \/ (i —m)
The initial score sgg)

1] 0188 17 . ]']"

In essence, a single bin is correlated to a N +1 x N 41 square centered on itself with the
strength of those correlations controlled by two factors: the distance d (closer bins exert
stronger effect) and the overall strength «, where, as « — 1, the correlation disappears
(@) — 5O),

The correlated score is an a-causal (correlating forward and backwards in time)
geometric low-pass filter with several parameters: AT, At, &, N, and «. An example
score is shown in Fig. 11.12 with the same time bins as before, AT = 1.2 hr and
At =10 ms, £ = 3, N = 3, and a = 0.2. The choice of these parameters requires

some explanation. The choices of AT, At, and N are related as both increasing N and
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Figure 11.12: Correlated noise score s for Run 2a based on the number of counts
per two-dimensional time bin (Fig. 11.11) after applying an a-causal geometric low-pass
filter (Eq. 11.2). Times when no data were taken, e.g. calibration data, are shown in
cyan and not used for the correlation. Scores closer to unity indicate periods of high
LF-noise induction.

increasing the time bins implies correlating over longer stretches of time. The score
should not be correlated with empty time periods, such as calibration data, and hence
the choice of 1.2 hr as shorter than a typical series length (~3 hours). A series length
is also a reasonable time-scale to correlate over, hence N = 3. Bye-eye studies indicate
that a shaping parameter of o = 0.2 is reasonable to adequately smooth over single bin
fluctuations while leaving true correlations identifiable. See Appendix C for details of
these choices.

One use of the correlated score could be to remove LF-noise by directly cutting on
score value. This was the initial intent of developing the score, where periods with
s®) < p, for some tuned 7 threshold, were removed and the cut treated as a live
time cut. Several attempts were made to optimize the cut using both n and £ as free
parameters. These attempts gave values in the range of £ € [2,3] and 7 € [0.054,0.15]
with the variables anti-correlated (Appendix C). However, these optimization attempts

removed a large portion of the live time, 57.3-78.9 %, which was cause for concern and
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Figure 11.13: Average correlated-noise score s() (purple points) over all events in each
of the 1.2 hr calendar time bins and the divisions of the eight time blocks (dashed lines)
defined for Run 2a.

ultimately led to the abandonment of using the score in this manner.® This choice
was further confirmed when it was learned that the noise monitor information is not
available for Run 2b and hence no such cut is possible for those data.

The strategy ultimately used for LF-noise removal was to use the correlated score
to define time blocks of similar-LF-noise activity and then create a pulse-shape based
cut which is tighter/looser depending on the cryocooler activity. For Run 2a, these
time blocks are defined by considering the average score, over individual events, for
each calendar time bin. This average is shown in Fig. 11.13 and it tracks the expected
behavior based on Fig. 11.12 reasonably well. Run 2a is split into eight different blocks,
also seen in the figure, based on trends in this average.

For Run 2b, the score cannot cannot be used to define time blocks. However, there
are discrete jumps in energy scale during Run 2b. Changes in the noise environment,
or at least the reconstructed energy of the noise, is also expected with these jumps and
thus they naturally define time blocks: Run 2b is split into four time blocks based on
these changes. The start and end times of each of the 12 total time blocks are given in
Table 11.1.

5 The unwieldy number of free parameters to optimize, and no clear path on how to do this without
bias, was also a factor in this decision.
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Time Block Start Time End Time
[MM/DD HH:MM]| [MM/DD HH:MM]
1 02/04 19:58 02/12 14:28
2 02/12 14:28 02/23 07:15
3 02/23 07:15 04/02 14:23
4 04/02 14:23 01/05 15:32
5 05/01 15:32 05/19 21:30
6 05/19 21:30 06/10 13:03
7 06/10 13:03 06/24 01:02
8 06/24 01:02 07/14 13:00
9 09/23 06:41 10/02 00:31
10 10/02 00:31 10/23 00:00
11 10/23 00:00 11/02 00:00
12 11/02 00:00 11/10 14:13

231

Table 11.1: Start and end times for the 12 time blocks of Run 2. The first eight are in
Run 2a and defined via the correlated noise score. The last four are in Run 2b and are
defined based on discrete changes in the environment. The year for all dates is 2014.
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(3) Axip Pulse-Shape Cut

Within each each time block defined above, a cut based upon the total-phonon pulse-
shape of individual events is defined similarly to the cuts of this kind which were pio-
neered in the SuperCDMS LT analysis. The general approach is, for a given background,
(1) identify a “clean” population of background events, (2) define a template for the
background by aligning and averaging the background population’s traces, (3) perform
an OF fit using the background template during the data processing, (4) compare the
OF-fit x? values from the fits to the standard template and the background template.

The LF-noise template used for the Run 2 analysis is the same as was used for the LT
analysis. The details of creating this template are described in Appendix A of Ref. [187].
This template is compared to the standard event template in Fig. 11.14, where it is seen
that the pulse-shapes are quite different. Notably, the LF-noise template has longer
rise- and fall-times and multiple peaks.

After processing the data with the LF-noise template, this template’s fit is compared
to the fit of the standard phonon template by considering the difference of y? values
Axip

Axir = Xor — Xir- (11.4)

The regular OF fit (as opposed to NSOF) is used because the LF-noise fit is done with
the OF algorithm. The typical distribution of Ax? can be seen in Fig. 11.15 for both
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random and non-random triggers of time block 3 after applying all of the previously
defined cuts.” Events which are better fit by the standard template are negative while
those better fit by the LF-noise template are positive. High quality traces fall along a
downward parabola, which is intuitively understood given the quadratic dependencies of
the x? on pulse amplitude (Appendix A), while LF-noise clusters near 1 keV with some
outliers. The LF-noise portion is not a parabola as LF-noise events have considerable
pulse-shape variation.

A tripart cut is defined in this plane, where the type of cut is the same across all
time blocks but the tightness, i.e. how strict is it in rejecting LF-noise, varies by block
depending on how noisy (high LF-noise rate) or quiet (low LF-noise rate) the period is.
This also necessitates that the cuts be tuned on the low-background data itself, to best
capture the differences in the noise environment. The cut consists of a flat portion, a
parabolic portion, and a contoured portion.

The flat portion is defined by considering the randomly triggered events. The flat-
cut threshold is set using a “symmeterized” randoms distribution as the randoms can
also be contaminated by LF-noise. This distribution is found by taking the randoms
distribution with negative Ax%F (which is hypothetically LF-noise free) and reflecting

it to positive AxﬁF values. The randoms distributions for time block 7 are shown in

" A rough cut against pulse shape glitches (Sec. 11.3.3) is also applied for clarity. The rough cut is
the same as used in Run 1.
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Fig. 11.16. This portion of the cut primarily removes events at the lowest energies and
the symmeterization places a stricter cut, in general, for each time block.

The parabolic portion is defined by fitting the high-energy parabolic arm. The fitting
is done in multiple steps. A parabola is first fit to the event population itself to find
a central fit. Next, the data is binned in 40 keV; bins. Within each bin, a Gaussian
is fit to a shifted Ax%F distribution. This shifted distribution takes, for each event,
the Ax?p of the event and subtracts the value of the central parabola at that event’s
energy. The shifting best captures the expected Gaussian white noise. The cut itself
is fit as a second parabola to the u + 50 points from each bin, where u is the value of
the central parabola at the bin’s center and o is the width of the shifted distribution
fit. An additional constraint is placed on the y-intercept of the cut to ensure the cut
is tight enough at low energy. The components of the parabola fitting, along with the
final cut, for time block 2 are shown in Fig. 11.17.

The final component of the cut is tuned on the LF noise itself using a kernel density
estimate (KDE). A KDE is an estimate of the underlying, and unknown, PDF of the
data. Given NN observations X from an unknown two-dimensional probability density

function, the Gaussian multivariate KDE f(x; H) is defined as

N
1
NZ x, X H), (11.5)
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oz, X H) = % |H| ! e(-5@X)TH @-X0)) (11.6)

is a multi-variate Gaussian PDF with mean X; and covariance H (with determinant
|H|). The covariance of the Gaussian kernel is also called the bandwidth of the KDE.
The choice of bandwidth is often a difficult question and the resulting KDE highly
depends on this choice. For the use here, an algorithm which dynamically determines
the optimal bandwidth in each dimension, assuming H is diagonal, is used [339]. In
each time block, a KDE is computed using events in the LF-noise energy range which
also issued a trigger, i.e. X; = (Ew-, AxiFﬂ.).

The cut is a convex hull around the largest n'!o contour where n is defined sepa-
rately for each time block. The cut removes events which fall inside this contour. The
components of the KDE definition and the resulting cut for time block 4 is shown in
Fig. 11.18, where, for this particular time block the cut is set using the largest 2.5¢
contour.

The final cut removes events which fall above the flat or parabolic portions or within
the KDE contour. Two examples of the final cut are shown in Fig. 11.19 for time
block 2 (a relatively quite block) and time block 7 (a relatively noisy block). The
differences between the two show the strength of the time block formalism, specifically
block 2 retains efficiency down to the lowest energy, while block 7 has zero efficiency (as

indicated by the entire population being removed) close to the LF-noise cluster. How
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loose or tight a given time block is tuned is determined by surveying events near the
border and discerning whether they are LF noise by considering their individual pulse

shape.

11.3.3 Pulse-Shape Glitches

Glitches are removed by two other cuts, the asymmetric multiply-triggered glitches
(Sec. 11.2.3) and non-triggered ionization glitches (Sec. 11.2.4). However, there is a
population of low-energy phonon glitches which are below the trigger threshold on some
detectors and do not trigger more than a single detector and therefore pass both of
these cuts. These glitches are removed by pulse-shape discrimination as, by definition,
a glitch has unphysically sharp rise and fall times.

This cut is defined in the same manner as the LF-noise pulse-shape cut. A glitch-
trace template was defined by R. Bunker in Ref. [334] for general use is SuperCDMS
analyses. That template is used without change in this analysis and can be seen in
Fig. 11.20; the rise and fall times are noticeably shorter compared to the standard
pulse.

As with the LF-noise cut, all events are fit to the glitch template in the processing
using the OF-algorithm and the the difference of goodness-of-fit quantities is used to
define Axél as

Axél = X%F - Xél- (11.7)
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Figure 11.19: Ax?p as a function of total phonon energy for time blocks 2 (a) and 7
(b) showing the three portions of the cut (dotted) with the active portion at any given
energy darkened. Events above the flat or parabolic portions or within the contour
portion are rejected (light blue) while any others are retained (dark blue). Time block
2 is a relatively quite block while time block 7 is relatively noisy. The contour portion
of the cut is tuned looser in block 2 (2.50) than in block 7 (50) due to the changing
LF-noise environment throughout the run.
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Events which fit the glitch template better have positive Axél while those which fit the
standard template better are negative and fall along a parabola. The positive population
is more parabolic than the similar population in AX%F as glitches have more consistent
pulse shape. Due to the similarities between this cut and the LF-noise cut, the same
time-block structure is used. The Axél versus total phonon energy (again using the
standard OF-estimated energy for consistency) is seen in Fig. 11.21 for time block 4.
Glitches populate the positive regions of the plane with sparse density.

A cut was made in Run 1 in this plane keeping events below an energy independent
threshold of AX%}] < 10. This is a rough cut which was used for much of the previously
described analysis. The energy-independent thresholds for the Run 2 cut, tuned by time
block, are found by finding the tighter cut between the Run 1 threshold and the 99t
percentile of the random trigger Axél distribution. An example distribution of random
triggers, for time block 4, is shown in Fig. 11.22.

A a parabolic portion of the cut is also required since a small population of glitch
events passes the flat threshold. The parabolic cut is defined identically to its counter-
part in the LF-noise cut: a parabola is fit to the good events distribution, the data are
binned in 40 keV; bins, in each bin, a shifted AX%] distribution is fit to a Gaussian,
a parabola is fit to the u + 50 points for each bin with a bound on the y-intercept to
ensure a tight cut at low energy. This last parabola is the cut threshold. Each of these

components are shown in Fig. 11.23 for time block 4. The parabolic portion of the



CHAPTER 11. EVENT SELECTION AND EFFICIENCY 239
Time Block 4

3000 i
—— Randoms

. saex Run 1
2500 - — - 99% Run 2

Figure 11.22: Distribution of ran-
dom triggers in Axél for time
block 4 along with the 99" per-
centile point (green dashed) and
the Run 1 glitch cut thresh-
old (purple dotted). In each
time block, the glitch cut re-

1000 | ]
jects events above the minimum
500 - 1 of these two; for this time block
it is the 99" percentile point.
0 L
-20 -10 0 10 20

AX%]

cut removes outliers at high energy as well as the tails of the glitch distribution at low
energies.

The final glitch cut removes events above either portion’s threshold in each time
block. This is shown for time block 4 in Fig. 11.24. Variations between the time blocks
in this cut are due more to discrete shifts in the experimental noise conditions than

changes in the glitch population itself.

11.4 Simple Physics Cuts

The cut criteria for removing high-quality pulses which do not match the standard
WIMP profile, or for which there are other physical reasons for rejection, are split into
two categories. Those cuts which have been used, in one form or another, by CDMS
for many previous analyses are described in this section. The more complicated fiducial
volume cut, which was developed specifically for this analysis, is covered in the following
Sec. 11.5.

11.4.1 Multiple Scatters

Dark matter has such a small interaction cross-section that the probability for a single
WIMP to interact in more than one iZIP detector in the same event (termed a multiple

scatter) is negligibly low. Multiple scatter events are removed from the WIMP-search
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Figure 11.24: Axél as a function
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tive portion at any given energy
darkened. Events above any por-
tion of the cut are rejected (light
blue) while those below are re-
tained (dark blue).
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data set to effectively lower the background. This is particularly important for CDMSlite
since the dominant background are electron recoils, which have a higher probability for
multiply scattering. A cut to identify multiple scatters, by necessity, must involve the
other iZIPs in the detector array and such a cut was developed by B. Welliver for the
general SuperCDMS analyses and adopted for Run 2 analysis [340].

The general strategy for this cut is as follows: to identify a multiple scatter on
detector D, examine the other detectors (vetoing detectors) and determine whether the
trace in any vetoing detector is above some energy threshold. This classifies the event
as a multiple scatter candidate for detector D. The event is classified as a true multiple
scatter if the trace in detector D is not noise, i.e. is also above an energy threshold.
Consideration is also taken for whether the trace in the vetoing detector is identified
as LF-noise or a pulse-shape glitch or if the entire event is classified as a triggered
glitch; if so, then the event is not a multiple candidate. This allows for a tight multiples
definition, and conversely a loose singles definition when taking the logical negation of
the cut.

A CDMSlite specific cut was also considered based solely on the number of triggers
in the experiment. Such a cut would have classified events where only iT5Z2 issued
a trigger as a single scatter. However, given the special considerations for LF-noise,
glitches, and additional detector specific dependencies built into the energy based cut,

that cut is still used.

11.4.2 Muon Veto Coincidence

A dark matter candidate event should have no activity in the veto system which sur-
rounds the experiment. This ensures that the event was not caused by cosmic rays or
ambient radiation in the cavern.® “Activity” in the veto system is defined in two ways.
First, a digital time history of veto panels exceeding hardware thresholds is recorded
and if a veto panel exceeds its threshold (typically 1-2 MeV) less than 50 us before or
during the event, then the event is rejected. Second, the amplitude of the trace in each
panel is read out with each event triggered in the experiment (185 us before the trigger

until 20 us after). If the amplitude of any trace is above a specified threshold, then that

8 The probability for ambient radiation to penetrate the entire shield is very small, but the possibility
should still be accounted for in the analysis.
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event is rejected.

11.4.3 NuMI Beam Coincidence

The MINOS experiment [331] was also located at Soudan, where it detected neutri-
nos created by the NuMI beam at Fermi National Accelerator Laboratory (FNAL).
Although the probability for these neutrinos to interact in the SuperCDMS payload is
small, events which occur during a NuMI beam dump are removed to be conservative.
The NuMI beam dumps are recorded by a GPS time stamp at FNAL and compared
to the Symmetricom GPS time stamp unit in the SuperCDMS DAQ. The NuMI beam
arrival time at Soudan is provided by the MINOS collaboration and events whose GPS
based trigger time is within 200 us these times are rejected.!® The number of events
removed is consistent with the expected accidental coincidence rate based on the rate

of low background events.

11.5 Radial Fiducial Volume

11.5.1 Motivation

The energy spectra remaining for Run 2a and Run 2b after applying the quality and the
simple-physics cuts are given in Fig. 11.25. The K- and L-shell lines are prominent in
both periods and there is a hint of the M-shell in Run 2a. These spectra are not scaled
by their respective live time and hence the inter-peak statistics are less in Run 2b. The
activation peaks, however, show comparable statistics due to having performed more
252Cf calibration in Run 2b. There are two features of the spectrum to consider: (1) In
Run 2b, there is a very large peak at the lowest energies which completely covers the M-
shell’s location. The relative rate between the three peaks seen in Run 2a indicates that
this peak in Run 2b is not the M-shell peak. (2) The activation peaks are expected to
be Gaussian in shape, however there is a noticeable skew to lower energies (most visible

in the K shell) which gives the peaks low-energy tails.

9 The estimated number of NuMI neutrino coincidence events in the Run 2 exposure is O (107571071)
where the large uncertainty is due to the uncertain absolute neutrino flux [333].

10 The 200 us is a combination of the length of a NuMI spill and the size of the OF-delay search
window.
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Figure 11.25: Energy spectra of events passing all quality and simple-physics cuts for
Run 2a (top) and Run 2b (bottom) for two energy ranges. Vertical lines indicate the
locations of the 10.37 (K), 1.30 (L), and 0.16 (M) keV,e activation peaks. The difference
in statistics between the peaks between the two runs is due to the difference in live time
between Run 2a and Run 2b. Unexpectedly, there is a large peak at ~200 eV in
Run 2b and the K-shell peaks are skewed to low energies.
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Both of these features can be investigated by considering the position distributions of
the events. One method to estimate a Cartesian-like location of an event is to consider
how the energy is partitioned between the three inner-channels, based on the OF-fit
amplitude of each, and normalizing the sum of the three. Knowing that their centers

are rotated by 120° from each other, the estimates Xor and Yop are

cos (30°) Dor + cos (150°) Bor + cos (270°) Cor
Xor = (11.8)
Bor + Cor + Dor
in (30°) D in (150°) B in (270°) C
Yop sin (30°) DoF + sin ( ) Bor + sin ( ) OF’ (1L.9)
Bor + Cor + Dor

where Nop is the OF-fit amplitude to the N*! channel. These quantities are called the
X and Y partitions and they create a so-called “triangle plot” (with each corner cor-
responding to a single channel’s dominance) as seen in Fig. 11.26 for Run 2b data. In
this plot, events which have energy between 50 and 330 eV, i.e. the general location of
the additional peak, are highlighted in orange. These peak events have a suspiciously
localized distribution above channel B. Although the position distribution is question-
able, the pulse-shapes of these events appear to be of high quality leading to hypotheses
of some form of short which draws charge through the crystal and mimics a real sig-
nal.'' An initial approach to remove these events was to generate a KDE using the
highlighted events and remove events within some n % contour, but these events can be
more efficiently removed by considering the radial position distribution.

There are two standard methods which SuperCDMS uses to estimate the radial
location of an event, both of which involve comparing the values of certain metrics
between the three inner and one outer phonon channels. The first is based on the
partitioning of the OF-fit amplitudes (the radial partition), where the radius is the ratio
between the outer channel’s amplitude and the sum of all four channels’ amplitudes;
values closer to 1 indicate larger radius. The second is based on the RTFT walk 20 %
rise time points of the channels (the delay radius), where the radius is the difference

between the primary'? inner channel’s and the outer channel’s rise time. The units are

11 The ultimate cause of this spot is, as yet, unknown. One idea is that debris settled on the detector
face, acting like a source, during the inter-run warm-up, though the cryostat was never opened. Another
is a local short through the crystal between read-out channels. In any case, this type of spot have been
previously observed in test-facility data [317, 341].

12 The primary inner channel is defined as the inner channel with the largest Of-fit amplitude.
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in us and larger differences indicate larger radius. Both of these quantities are plotted
in Fig. 11.27. Although the timing radius appears to have less energy dependence and
better separation between inner and outer events, the shared generalities of both inform
the features seen in Fig. 11.25. The spot from Fig. 11.26 has a distribution centered at
larger radius, though with significant leakage to smaller radius in both of these planes.
There is also a dense horizontal band in each (at ~0.25 in radial partition and ~0 us
in the delay radius) which is denser near the vertical clusters, which are the K- and
L-shell activation peaks. This indicates that the low-energy tails of the activation peaks
are due to high-radius events. A strategy which removes high-radius events can serve
to significantly clean up the spectrum by reducing the spot and removing the tails of
the peaks. The physical cause of the latter is investigated in Sec. 11.5.2 while the final

approach for a radial cut is given in Sec. 11.5.3.

11.5.2 E-field Simulation

The physical cause for the low-energy skew of the activation peaks is the electric-field
configuration of the detector. The calculated field for the CDMSlite biasing configu-
ration, assuming a perfect cylinder and bias potentials of +70 V and 0 V on the top
and bottom faces respectively, is shown in Fig. 11.28. The field lines given in green are

those which terminate on the outer wall of the detector as opposed to the bottom face.
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Figure 11.27: Standard radial pa-
rameters used by SuperCDMS as

= 0.3 Energy Partition Radius‘ fllnCtiOIlS Of energy. The I‘adia,l
5 ' partition (top) is based on the
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g 0 radii. Both estimators show the
220 Run 2b spot (~100 eVee) gener-
40 ally at higher radii and a horizon-

tal band of a events at larger radii
Energy [keVec] connected to the activation peaks
(vertical clusters).

This presents a problem because there is a small gap between the edge of the detector
and the grounded detector housing. The presence of this gap implies that the potential
difference along the green lines is less than the full 70 V and that events created in this
region have reduced NTL gain.

The relationship between the high-radius electric field and reduced-energy events,
i.e. tails on the activation peaks, is solidified by performing a multi-step simulation
of a mono-energetic and uniform source in the detector. The first step of the simula-
tion is done in GEANT4, where a simplified post-electron-capture "'Ga de-excitation is
simulated uniformly throughout the detector. GEANT4 simulates where and how the
~’s deposit energy but it does not simulate the detector response and read-out. The
detector response is handled by a second simulation called the SuperCDMS Detector
Monte Carlo (DMC) which has been developed in Matlab [274]. The DMC simulates
the propagation of phonons and charge, including the generation of NTL phonons, and
the absorption in and read out of the different channels. The ultimate goal of the DMC
is to simulate events which completely mimic (up to electronics noise) the true data and
can be used to inform the cuts set in the analysis. Although, the incarnation used here
does not quite meet that goal, it is close enough to inform general conclusions.

The outputs of the DMC are noiseless phonon traces for each detector channel

from the simulated TESes. These traces are processed by adding experimental noise
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Figure 11.28: Calculated electric-
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CDMSlite biasing mode assum-
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differences along the green field
lines is <70 V which in turn
0 1 leads to reduced NTL gain for
| ‘ ‘ ‘ ‘ ‘ ‘ ‘ events in that region. Figure
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to mimic the true data and running the OF algorithm. Comparing the GEANT4 input
“true” position and energy to the DMC output OF-fit quantities informs the accuracy of
the position estimators under discussion. The OF-processed DMC energy as a function
of GEANT4 position!? is given in Fig. 11.29 for K-shell events. As expected, events
near the outer edge of the detector have reduced total phonon energy, with the lowest
energy events near the top/bottom of the detector corresponding to where the read-out
interfaces connect and cause further disturbances to the field. These lower energy events
should correspond to the observed tail on the K-shell peak, as verified by making a radial
cut in the DMC. The DMC radial partition is given in Fig. 11.30 as a function of true
position showing that this estimator does correspond to the outer-edge events. Making
a crude partition cut proves that a radial cut does remove the low-energy tail as seen in
Fig. 11.31. These simulations give strong motivation to apply a radial fiducial-volume

cut to the physical data.

13 The possibility of multiple GEANT4 hits in a single event, and thus multiple “true” positions, is
handled by constructing an energy-averaged position of the event

0 e
e

over the N total hits, where &; energy is deposited at the x; location for the ‘" hit.

T =

(11.10)
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Figure 11.29: DMC OF-processed to-
tal phonon energy as a function of the
true GEANT4 event location' for mono-
energetic K-shell events. Events near the
edge of the detector have reduced energy
due to the electric field configuration.
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events.

Figure 11.31: K-shell peak from
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and without (green) a cut on the
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11.5.3 Radial Cut

Implementing a radial fiducial-volume cut is an important improvement for CDMSlite
analyses. Without the yield discrimination, CDMS]lite becomes background-limited due
to ERs rather rapidly. Defining a fiducial volume decreases the overall background
rate, by removing reduced-NTL gain events and ???Rn daughters, and correspondingly
pushes the WIMP sensitivity to lower cross sections. The final radial parameter and
cut were developed by W. Rau [342], but given the importance of this cut the process

is described in detail.

Radial Parameter and Threshold

The two traditional radial estimators used by SuperCDMS, shown in Fig. 11.27, are
based on the standard OF-fit and the RTFT-walk algorithms respectively. However,
the new 2T-fitting algorithm implemented for this analysis can also be used to extract
position information. The radial partition uses the difference in amplitude between
channels while the delay radius uses the difference in timing between the channels.
The new 2T-based radial parameter uses both of these concepts in the fast-template
amplitude and OF delay of each channel.'* The derivation of the radial parameter is
mostly empirical, i.e. corrections are made based on observations of the data and what

would make a cleaner radial parameter, using the following steps:

1. For the N* channel, correct the energy scale, using the energy-carrying slow-
template amplitude, in the same manner as described in Sec. 10.2.2 for the total
phonon trace. Derive the corrected fast amplitude NJ?O” applying these same

correction factors to the fitted fast-template amplitude.

2. For the N*' channel, construct a corrected delay parameter A]CVOEE_F which is the
difference in 2T-delay between that channel dxy.or and the total phonon pulse

dtot;2T, shifted by a ratio which indicates how peaky that channel is

A]C\}[?ng = (5N;2T - 5tot;2T - 5N;2T ' Njgorr/Er,eea (1111)

14 The physics of the fast channel carrying the position information and the slow channel the energy
information implies that the start time of channels and total traces should not contain position infor-
mation. However, there is some degeneracy in low energy pulses such that a lower fast amplitude but
short delay pulse can look like a larger fast amplitude long delay pulse.




CHAPTER 11. EVENT SELECTION AND EFFICIENCY 250
where {y.or is the slow-template relative calibration factor and E; . is the total

energy of the event, in keVee, as defined in Sec. 10.2.2.

3. Construct Cartesian estimators Xor, Yor in the same manner as the numerators
of Egs. 11.8-11.9 using A%OQEF instead of the OF-fitted amplitudes NoF.

4. Construct a preliminary radial parameter Rp.or, recalling that A is the outer
channel, as

: C C C C
Ror = min (A3, Agat, Apar) — AaLT- (11.12)

5. Derive the final radial parameter Ror by correcting the preliminary radial param-

eter using the angle ¢o1 derived from the triangle plot of 2T-position estimators.

The justification for the final correction is shown in the 2T-based triangle plot in
Fig. 11.32 which has Rt in the color highlight. Events towards the inner portion of
the triangle have a higher Rp.or (common for delay-based radial estimators), however
the inner corners have somewhat smaller Ro.or compared to the inner edges. This is
even more evident when directly comparing Ro.o1 to ¢or as in Fig. 11.33. Fitted lines to
the distribution are used to correct to the final Ror. Also note that the final parameter
truly has arbitrary units, being a combination delay and amplitude measurements, and
is scaled, by a factor of 10°, to more convenient values.

The final radial parameter as a function of energy is given in Fig. 11.34 for Run 2a
and Run 2b. As with other radial estimators, there is a dense horizontal band for
the outermost events, however the separation between this band and the inner events
is larger in the new parameter. Also note that the spot in Run 2b is more densely
clustered at high radial value than in previous estimators.'® The radial cut consists of a
energy-independent threshold in each period, even though some flaring at low energy in
seen in the radial distribution. The flaring indicates that increased leakage is expected
at lower energies, particularly in Run 2b. The values of the thresholds are set at —4
and —5 for the two periods to remove the outer events while keeping a large fraction of
inner event, guided by the separation of these populations seen in the L shell. The lower

threshold value in Run 2b is motivated by two factors: (1) The radial distribution of

15 1t is important to note that at no point in the derivation of the radial parameter is the spot used,
i.e. its tightly clustered location at high radius is an unexpected benefit and not a calculated result.
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Figure 11.32: 2T-fit based Cartesian po-
sition estimators (Xor,Yor) compared to
the preliminary 2T-based radial parame-
ter (Ropor). Higher radial events are to-
wards the center of the triangle with the
inner edge events having higher radii com-

pared to the inner corners. Figure adapted
from [342].
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Figure 11.33: Preliminary 2T-based ra-
dial parameter (Rpor) as a function of
2T-based angle (¢o1) which is computed
using the 2T-based Cartesian position es-
timators. The distribution is corrected to
form the final 2T-based radial parameter
using the fitted curves (orange). Figure
adapted from [342].
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Figure 11.34: Final 2T-based ra-
dial parameter (Ror) as a func-
tion of energy for Run 2a (top)
and Run 2b (bottom).  The
dashed lines indicate the radial
cut thresholds. The densely
populated horizontal band cor-
responds to high radii events.
The distribution in radius shifted

L . . . SRR b slightly between periods, which,
5Pt ‘ ‘— in addition to the high radius

vZ UNY

qg umy

Final 2T-based R |arb. unit|

10! 10° 10! spot, motivated a lower threshold
Energy [keVe| in Run 2b

events is slightly shifted downward in Run 2b (thus a lower threshold gives a comparable
efficiency between the periods) and, (2) the presence of the additional background in
Run 2b at low energies would give a higher leakage in that period if the thresholds were

equal.

11.6 Live time

The total raw live time for Run 2 is 132.32 d, 110.28 d in Run 2a and 21.95 d in
Run 2b. The final live time is given after the application of all live-time-removing cuts.
These cuts are listed in Table 11.2 along with the amount and percentage of the run
removed by each. The time blocks defined for the LF-noise and pulse-shape glitch cuts
are a convenient binning to observe the time dependence of these cuts. The live time
remaining in each bin after subsequent application of the cuts is shown in Fig. 11.35.
The bad series cut removes the most live time, at 9.58 % of the whole, with particularly
strong effect in time blocks 5, 8, and 9. The final total live time is 115.60 d, split
between 97.87 d in Run 2a and 17.78 d in Run 2b.
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Cut Name Live Time Removed Percentage of Total
HVPS, Temp, 2T-Fit 0.31 d 0.23%
Asym. Glitches 0.82d 0.60 %
Charge Glitches 1.30 d 0.98%
Phonon Baseline 2.60 d 1.97%
Bad Series 12.66 d 9.58 %
NuMI Beam 10.34 min <0.01%

Table 11.2: Live time removed by cut along with the percentage of the total exposure.
The phonon baseline and charge glitch values are after application of the bad series cut.
Other values are computed independently from each other.

Live Time [days]
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Figure 11.35: Live time remain-
ing after application of subse-
quent live time cuts for the dif-
ferent time blocks on Run 2. The
color in the legend indicates the
live time removed by that par-

1 ticular cut. The “Other” cuts

are the asymmetrically triggered
glitch cut, NuMI coincidence cut,
bad GPS time cut, and bad base
temperature etc. cut. The bad
series cut removes the most live
time.
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11.7 Efficiency

11.7.1 Energy Independent Efficiency

The efficiencies for the multiple-scatter and muon-veto-coincidence cuts are computed
using random triggers. Random triggers should be a population of zero-energy single-
scatter events which are uncorrelated with muon veto activity. The efficiency for cor-
rectly identifying single scatters is one minus the fraction of random triggers which
are mis-identified as a multiple scatters: the single scatter efficiency is 98.27 4+ 0.01 %.
The efficiency for the muon veto cut is an estimate of the number of accidental co-
incidences between the random triggers and the muon veto: the muon veto efficiency
is 98.77 + 0.01 %. There is a large number of random triggers which gives the small

statistical uncertainties.

11.7.2 Pulse-Shape based Cuts Efficiency

The three phonon pulse-shape-based cuts (phonon pulse quality, LF-noise, pulse-shape
glitches) are strongly energy dependent due to the the fact that the LF-noise and glitch
cuts have different threshold-setting techniques at different energies and since they vary
by time block. In the past, the efficiency of similar cuts was found by considering high-
statistics calibration data.!® There are two main issues in doing so: (1) quality cuts,
the selection of which could bias the estimate, must be applied to the calibration data
to identify a “clean” sample and (2) the experimental conditions fluctuate throughout
the run, such as the LF-noise contribution, and thus calibration data taken at specific
instances may not accurately represent the entire data set. An alternative method
for estimating the efficiency is to generate, and process, a fake data set by simulating
individual pulses, and finding the fraction of the fake events which pass the cut. The
simulated events are constructed using a noiseless template, which eliminates the need to
apply quality cuts, and a random-triggered noise event from the actual data set, which
tracks the changing experimental environment. Both problems of using calibration data

are thus avoided using the simulated data set.

16 25203f peutron-data mostly, to best mimic a WIMP interaction.
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The i*" fake-event trace t of the k™ population is constructed as

n; a;
] (2
—74_7

‘o 7 11.13
ijk O[,B")/ 5 X L, ( )

where n; is the j' noise trace (units of ADC), a; is an arbitrary amplitude (units of
keVy), T} is the template for the population type (normalized to unity amplitude), «
is the number of ADC bins per volt, § is the read-out circuit feedback gain (units of
Ohms), v is the read-out circuit driver gain (dimensionless), and § is the calibration from
keVy to Amperes. The number of noise traces available, i.e. the maximum of j, is the
number of randomly-triggered events in the data set. The number of events simulated,
i.e. the limit of i, is, in principle, unlimited!” but is practically set to be the same of
j, i.e. one simulated event per recorded noise trace in the experiment. If the statistics
of the noise traces are wanting, then the noise traces could be reused, however this is
unnecessary for this analysis. The efficiency is calculated using all in-run randoms.'®
The arbitrary amplitudes are chosen to span 0-25 keV;. This range encompasses the
L-shell activation peak (~20 keVy) and the efficiency is expected to be 100 % at higher
energies.

The remaining component needed is the number and type of the event populations
k. Recall that events close to a surface have sharper peaks, i.e. quicker rise time,
than those in the bulk and that the standard OF-fitting template Tor averages these
differences to create a general template. However, the new 2T-fitting algorithm allows
for a characterization of the position dependence in the total phonon pulse.

This characterization is accomplished by considering the ratio of the fitted ampli-
tudes of the fast and slow templates for the K-shell activation peak, which is seen in
Fig. 11.36. As shown there, the distribution of ratios for the peak (~150 keVy) is bound
by ~=+0.125, with the peakier pulses having a positive ratio and less-peakier pulses a
negative ratio. Two new templates, named the “peaky” and “nonpeaky” templates,

are created by a linear combination of the fast and slow templates which have ratios

17 By choosing different combinations of n; and a;.

18 The beginning-of-run randoms can be biased due to their proximity to the initial biasing of the
detector. The end-of-run randoms were considered, but the in-run random simulation gave more con-
servative results.
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Figure 11.36: Ratio of the fit-
ted two-template fast and slow
amplitudes near the K-shell ac-
tivation peak (~150 keVy). The
bounds of +0.125 on the peak are
used to generate peaky and non-
peaky templates.
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matching these bounds
Tpeaky/nonpeaky = Toow £ 0.125 - Tagt, (1114)

where T, /510w are the fast and slow templates as seen in Fig. 10.4. The templates used
for the three event populations in the simulation are the standard OF template and the
new peaky and nonpeaky templates, all of which are shown in Fig. 11.37.

The binned efficiency of all three cuts is found by calculating the fraction of simulated
events passing the cuts in any given bin. A single efficiency is computed, as opposed
to three individual efficiencies, because an event with particularly poor pulse-shape can

fail more than one cut and would be counted more than once if individual efficiencies



CHAPTER 11. EVENT SELECTION AND EFFICIENCY 257

Figure 11.38: WIMP-signal effi-
ciency of the phonon pulse-shape
based cuts estimated from pulse
simulation for Run 2a (top) and
1 2b (bottom). The efficiency is
binned by 0.1 keVy, scaled to
keVee, with assumed 100% ef-
ficiency above 1.6 keVee. The
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were used. Symbolically, for each efficiency ¢;, eapc # €4 ® ep ® eg. Also note that
the energy estimator for the efficiency must match the primary estimator used in the
analysis, the NSOF estimate scaled to keVge, which is different from the plane in which
the LF-noise and glitch cuts are defined. This implies that “sharp” thresholds in the
definition may not translate to similarly sharp thresholds in efficiency.

The efficiency for the three cuts is shown in Fig. 11.38, split between Run 2a and
2b. The sharp drop in efficiency near 60-80 eV corresponds to the contour portions of
the LF-noise cut. The mean statistical uncertainty at each bin is 1.2 %. The difference
between the central efficiency values for each template’s curve is treated as a systematic
uncertainty (Sec. 12.3), is most prominent in the O(100 eV¢e) region, and is shown in
the figure by error bars representing the maximum/minimum of the standard, peaky,

and nonpeaky curves at each bin.

11.7.3 Maximum Likelihood Estimation

The efficiencies for the radial fiducial volume cut and for triggering on low-energy events
are both calculated using, in part, the maximum likelihood estimation (MLE) technique
to fit some model to the data. This method is explained in theory [343] before consid-

ering its use in those calculations.
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Suppose an experiment measures a quantity x according to some PDF n times
yielding the collection of measurements x = (z1,...,zy). If the functional form of the
PDF is known as f(x; @), but at least one of the parameters 6 of the PDF is not known,
the MLE method uses the observed data to find estimated values of 6, termed 6. The
probability for observing the i*" data point in the interval [z;, x; + dx;] is f(z;; 0)dx;.
Since each measurement is independent, the probability for observing the full collection
of measurements is []! f(z;;6)dz;. If the hypothesized PDF and @ are correct, the
probability should be high for the measured values. Conversely, if the hypothesized
parameters @ are incorrect, the probability should be low. Since the dz; do not depend

upon 6, the same argument applies to the likelihood function £(8)

L£(0) = Hf(x,-;e). (11.15)

With this motivation, the vales of 8 which give the PDF best describing the data, i.e. the

best fit values é, will be those which maximize £

oL

0 = 0. (11.16)

0:=0;

Since the logarithmic function is monotonically increasing, 6 also maximizes In (L) which

can be easier to work with as it converts the product to a sum
n
In(L£(0)) = Z f(z;0). (11.17)
i

In situations where the number of measurements is itself a Poisson random variable
with mean value v, i.e. an experiment counting events such as CDMSIlite, the Poisson
probability for finding n measurements P(n;v) must also be included in the likelihood

function. This is called the extended maximum likelihood function £(v, @), where

L(v,0) = P(n;v)- L(O)

n!

_ e -Hf(xi;e). (11.18)
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and the logarithm is

In (L(v,8)) = —1/+Zln (vf(zi;0)). (11.19)

In the case where v is independent of 8, 0L(v,0)/Jv = 0 when 7 = n. The extended
MLE approach appropriately adds additional statistical uncertainty in the final estima-
tors.

There are several methods by which to estimate the uncertainty on the 6 parameters,
termed A@. One method, employed in Run 2 analysis, is to report a confidence interval
or region'® based upon the Bayesian Posterior PDF given as

L(z[0)m(0)

p(0lx) = TZ(@|0)r(6)d0" (11.20)

where 7(0) is the prior PDF containing information about 8, such as when values are
physical, i.e. 7(0 < 0; < 1) = 1 and zero otherwise if 6; is a percentage. The confidence
intervals or regions on either the joint or marginal posterior distributions are then used

to give Ad.

11.7.4 Radial Cut Efficiency

The efficiency for the radial cut is determined using two basic facts about the "'Ge
electron-capture peaks: they uniformly illuminate the detector and have a known half
life of 11.43 days [326]. The uniform illumination is similar to the coverage of a dark
matter signal, meaning the activation peaks are an appropriate proxy for calculating the
signal efficiency, while the known half life allows for the activation signal to be identified
compared to a time-independent background and WIMP signal. A cartoon of what a
mono-energetic and homogeneous source, such as an activation peak, looks like in the
radius versus energy plane is given in Fig. 11.39 and is used to illustrate the different
steps of the efficiency calculation.

The cartoon distribution is first divided into two populations, events with reduced
NTL-amplification (R) and those in the primary peak (P). The low-energy edge of R

is given by considering an event with no NTL-amplification (Fy; = E;) converted to

19 Formally known as the credible interval or region.
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Figure 11.39: Cartoon showing the mor-
phology of a mono-energetic and homo-
geneous peak in the radius versus energy
plane. The distribution is split (green
e nm == oo e - lines) into those events with reduced NTL-
amplification (R) and those in the peak
(P). The peak is further broken into those
which pass (F;) and fail (P,) the radial cut

] (orange dash). The final signal efficiency
Energy is €= P,/ (P + P, + R).

Radius

E, ce using same the calibration as the peak. The peak events are further split into two
subpopulations P = P; + P,, “inner” events that pass the radial cut (P;) and “outer”

event that do not (P,). The efficiency of an event passing the cut is then

P.
£— ¢
R+ P
P P;
“RiP P (11.21)
=& Ep,

where £g is defined as the energy efficiency, the probability that the event has the
full NTL-amplification, and Ep is defined as the peak efficiency, the probability that an
event with full NTL amplification passes the radial cut. These two terms are individually
estimated by separate methods. The full radial cut efficiency was computed by K. Page
and R. Underwood from Queen’s University but, given the importance of the radial cut

for this analysis, the calculation is given with detail. The calculation is organized as
(1): Efficiency To Have Full NTL Amplification: g

(1.A): Alignment of Post-Cf Periods

(1.B): Exponential Fitting

(2): Efficiency at Full NTL Amplification: Ep
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(1) Efficiency To Have Full NTL Amplification: &g

The probability for an event to have full NTL-gain is directly related to the geometry
of the electric field (Fig. 11.28). As the effect is geometrical, it is independent of energy.
The efficiency is calculated with the high-statistics K-shell peak and applied to the
entire energy range.

In the data, the K shell is not isolated since it occurs on top of other sources, namely
the Compton-scatter-dominated background and the L-shell peak.?’ This complicates
the division of the radius vs. energy plane and the R bin is split into many sub-bins as
shown in Fig. 11.40. The goal of the energy-efficiency calculation is to determine the
K-shell contribution in each bin to use in computing £g. In terms of the new bins and

the K-shell contribution in each, the energy efficiency is

Ki"'Ko

Ep = ,
P Ki+ Ko+ K} + KN + Lo + L2 ¢

(11.22)

where the last two terms in the denominator are the K-shell contribution in bins which
also contain L-shell events. Also note that the radial cut threshold, here chosen as —4,
is used as a tool to define bins, but the specific location of the threshold is irrelevant
up to the negligible K-shell contributions in L; and L?. The &g calculated with the
current bins is applicable to the entire run even though the threshold differs between
Run 2a and 2b.

Separating the different components to determine the K-shell strength in each bin
was performed by K. Page, with assistance from R. Underwood, in [344, 345]. The
separation was attained in two steps: (A) aligning the three post-Cf data periods based
upon the strength of the K shell and (B) within each bin, fitting the events’ rate to an
exponential decay with the known " Ge half live plus a constant (in time) background.
The exponential contribution to the fit corresponds to the K-shell portion of each bin.
(1.A) Alignment of Post-Cf Periods

Since the activation events decay with a known half life, and the background is
constant in time, these components are separated by performing a fit in time relative the
end of the previous 252Cf calibration. There are three post-Cf periods (post-February,

post-May, post-September) and, to increase the statistical significance of the fit, they are

20 But not, however, the M shell as the end point of the K shell tail is ~400 V..
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Figure 11.40: Energy versus radial parameter plane showing the different two-
dimensional bins used in the computation of the energy efficiency. The K2 and K
bins are sub-bins of K}, with the former having further sub-bins of K3 and K2.

combined. However, the length of each 2°2Cf exposure differed and the strength of the
activation is correspondingly different for each post-Cf period. The three periods must
then be shifted in time such that the strength of each decay aligns. The new shifted
time scale is called “aligned time” ¢’ and is such that ¢ = 0 immediately following the
strongest calibration exposure (post-September). The concept is shown by the cartoon
in Fig. 11.41. The time shift for the first two periods to align with the third are
tr = 21.76 d (post-February) and ¢;; = 15.60 d (post-May) [346]. For any given event

occurring at calendar time ¢, ¢ is then calculated as

t—t(ty =0)+t; ift € post-Feb.
"=t —1t(ty=0)+1t;; if t € post-May. , (11.23)

t—t(ts =0) if t € post-Sep.

where the ¢; = 0 are the first events following each post-Cf period. The aligning of
periods with the data is shown in Fig. 11.42. The alignment shifts ¢;,;; come from
an MLE fit of an exponential and flat distributions convolved with the duty cycle of

the experiment, which explains the apparent disagreement between the data and fit in
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Figure 11.41: Cartoon demon-
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- ~. Cf calibration periods by the

o 1Tactivation Constant background strength of the K-shell peak. The

——  signal is a combination of acti-

Time.  vation events, which decay away

Counts/time

ﬁ with a known half life, and a con-
. stant background. The first two
§ periods are shifted to align, by
‘g \ decay strength, with the third pe-
S riod in the time “aligned time”
Aligned time scale. Figure courtesy W. Rau.
Fig. 11.42.

(1.B) Exponential Fitting
To determine the "'Ge contribution in each radial bin, a likelihood function which
describes the exponential and flat components, both in the aligned time scale, is re-

quired. Using the extended MLE formalism, the likelihood is

L(v,r) = P(n;v) - L(r)

Ve Sorfs(t) + (1 —7) fio(h)
ol H rls+(1—r),

(11.24)

where t] are the aligned times for the events, n is the total number of measured events in
the bin, f,(;) is an exponential in ¢/, with half life 7 and unity magnitude, convolved with
the duty cycle of the experiment, f;(t;) is the flat distribution, with unity magnitude,
convolved with the duty cycle, and I; and I are the integrals over f; and f;, respectively.

The parameters over which £ is maximized are

r=Ng/(Ns+ Np) (11.25)
n = Nglg + Nply, (11.26)

where N, is the magnitude of the "'Ge decay exponential, and N, is the magnitude of
the flat background. Since n is independent of r, ¥ = n and 7 is found by maximizing

L(r). The K-shell contribution is N, found by inverting 7 and n. The uncertainty on
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Figure 11.42: Events in the K-
shell peak range for the three
post-Cf periods as a function

200 EESI ii‘:y of aligned time. The post-May
[JPost Feb. (green) and post-Feb. (red ) pe-

= e gﬁ: | riods are shifted such that their
g - - Fit Total Bkg| | fitted exponential strength (yel-
& low) matches that of the post-
£ 1004 Sep. (blue). The decay occurs
é on top of a constant background
504 (purple dash) to give the total fit-
ted counts (red dash). The dif-

0 ference between the fit and the

0 20 40 60 80 100
Aligned Time [days]

data is due to the duty cycle of
the experiment. Figure adapted
from [347].

N is found by constructing the posterior distribution, assuming a flat priors or n and
r.

The MLE fit separates the "'Ge decay products from the time-independent back-
ground, but it does not separate the K- and L-shell contributions from each other. The
two decaying components overlap in bins L, and L% and only the K-shell contributions
in those bins should be used in computing the energy efficiency. The two components
are separated using the fact that the ratio of rates between the peaks is well known and
the “shape” of the smearing is independent of energy.

A distribution and final value of £g are created by sampling the posterior distribu-
tions of Ny for each bin and combining them using Eq. 11.22. This distribution is very
Gaussian (due to the high statistics limit of these distributions) with a u 4+ o value of

86.4 £ 0.9 %.

(2) Efficiency at Full NTL Amplification: Ep

The peak efficiency Ep represents the probability that an event with full NTL amplifica-
tion passes the radial cut. It is energy dependent and must be separately estimated at
various energies. The threshold of the radial cut affects £p and it is computed separately
for the Run 2a and Run 2b thresholds.
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At the K shell, £p is computed directly from the data by taking the fraction of
events passing the cut over all events in the peak. In the outer portion of the peak, the
non-peak background is first removed, where it is calculated by interpolating the outer
rate above and below the peak.2! The peak efficiency derived from the data is

N;

S R— 11.27
N; + N, — N, (11.27)

SP,data =

where N;/, are the number of events passing/failing the cut, and N is the interpolated
number of background events. The efficiency at 10.37 keVee is 54.5 + 1.9 % and 49.8 +
1.7% for the two periods respectively.

For lower energies, a pulse simulation is used. The simulated was run and analyzed
by R. Underwood, is detailed in [346], and summarized here. In addition to simulating a
specific energy, the fake events must have a proper radial parameter distribution. This is
accomplished by constructing templates from real activation-peak events and using the
2T-fit. For a given peak trace, a template To with unique pulse-shape is constructed
as

Tor = (asAs +ayAy) [ Ex, (11.28)

where A; are the fast and slow templates, a; are the amplitudes from the fitted data
trace, and Fy is the NSOF total phonon energy from the event. For each event, there is a
template for each of the four channels. These templates are scaled to an arbitrary energy,
summed with measured experimental noise, and processed. The radial parameters for
the fake events are then constructed in the same manner as the real data. 12 discrete
energies are simulated, with the entire peak population scaled to each energy.

Initially, the K-shell peak was used to generate the templates due to the its larger
statistics, however the simulated population at 1.3 keV,, using the K-shell-based tem-
plates did not match the observed L-shell peak. The difference is because the residual
amplitude population in the outer channel saturates between the two energies as shown
in in Fig. 11.43. The distribution of the residual amplitudes flares to large positive
values at higher energies for channels B-D while the flaring in channel A ceases after

~2 keVge. The source of this saturation is not well understood, though likely related to

21 The rate below the peak is the background component in that bin from the energy efficiency
calculation.



CHAPTER 11. EVENT SELECTION AND EFFICIENCY 266

10] g All

5
= Figure 11.43: 2T-fit residual
E amplitude for each of the four
o 0 phonon channels, showing all
5 10 events (light green) and inner
& events (dark green), compared to

5 the events’ total energy.

0

05 0 05 1 1505 0 05 1 15
Residual Amplitude [pA]

the difference is shape between the channels. The K-shell population is not a represen-
tative population at lower energies and the L shell peak events are used as the basis for
the templates.

There are two corrections required for calculating the peak efficiency from the sim-
ulation Epgim. (1) The original sample of L-shell events also contains background (non-
peak) events and (2) there may be good “inner” events which fail the cut at any given
energy due to the non-optimal energy independence of the cut. For correction (1), the
number of background events in the initial selection is estimated by interpolating bins
on either side of the peak. Using different adjoining bins varies the correction, and a
systematic uncertainty of 2.0 % and 0.2 % for Run 2a and Run 2b respectively is given
by those differences. For correction (2), the distribution of background events, in the
radial parameter, for the adjoining bins is used to infer the distribution of background
in the peak. This is used to assign a signal probability weight w; to each event based
on the inferred background rate at that event’s radial value. The final efficiency at each

simulated energy with n events is

doi Wi

Epu — i U
Frsim N5+Nsb_Nb
_ Nsi+Nsbi'(1_Nb/Nsb) (11 29)
Ns+ Ngp — Ny ’ '

where Vs, and N, are the number of events in the initial L-shell selection in the radial
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regions of pure signal (w; = 1) and mixed signal and background (w; = 1 — N/Ng)
respectively. Ng; and Ng; are the number of simulated events, using templates based
upon initial events from each of those regions, which pass the radial cut, and N, is the
interpolated number of background events.

The uncertainty on Epgim is found by usual propagation methods given the vari-
ance of each N; used in the calculation.?? The peak-alone and peak-energy-combined

efficiencies for each of the 12 simulated energies are given in Fig. 11.44.

11.7.5 Trigger Efficiency

The lower energy threshold of the analysis is dictated by the experiment’s ability to
trigger on low energy events. Recalling that there were three different trigger threshold
settings, the efficiency for issuing triggers, as a function of energy, is computed separately
for each.

The general method for estimating the trigger efficiency is:
1. Gather a set of high quality and high statistics calibration data.
2. Find “good” events which issued a trigger on a non-iT5Z2 detector.

3. Determine, as a function of energy on iT5Z2, the fraction of good events which

also issued a trigger in iT5Z2.

22 je. (Acﬁ'p,sim)2 =3, (0€p sim/ON; - ANi)Q, where (ANZ»)2 is the binomial or Poisson variance for
the given N;.
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The data set used for the different trigger efficiency estimates are: the February and
May 2°2Cf data for Run 2a data with a 10.65 mV hardware threshold (called simply
Run 2a in this section), the July 252Cf data for Run 2a with an 11.0 mV hardware
threshold (called Run 2a July in this section), and the January 2015 2°2Cf data for
Run 2b. The ?°2Cf data taken concurrently with Run 2b is not used as the noise
monitors did not record data during that period. Since calibration data is read out in
“selective read out mode,” only iT5Z1 and iT5Z3 are be available in step 2 above.

The definition of a “good” event is determined using some of the official cuts and
several impromptu cuts. Of the official cuts, the phonon and charge pulse quality cuts,
glitch cuts (asymmetrical triggered and pulse quality), and bad GPS timing cut are
applied. For Run 2b, the initial KDE-based cut is used to remove the region of the
“spot” background.?® Traces with multiple events are mitigated by the phonon pulse
quality cut, but any remaining such events are removed by requiring non-zero live time
and non-zero time between the current and preceding event. A cut against phonon
baseline noise is made by setting a threshold on the sum of all four channels’ pre-pulse
variance. To avoid noise-induced cross-talk in the CDMSIlite detector, both at higher
and lower energies, an energy range cut is applied to iT5Z1 and iT5Z3. Noise multiples,
such as could be caused by LF-noise, are mitigated by limiting the number of phonon
triggers. LF-noise is directly removed using both the Axip variable and the cryocooler
time variable. A flat strict AX%F threshold is used. Two periods of cryocooler time are
removed for Run 2a at ¢ € [0.05,0.25] and £ € [0.45,65] s while only the first period
is removed for Run 2b.?* In order to avoid noise in the non-CDMSlite detectors, the
event issuing the trigger in those detectors must have greater than 10 keV; of total
phonon energy. These criteria are, in several instances, stricter than the final cuts used
in the analysis and the result is a reduction in statistics and a corresponding increase
in uncertainty.

For this analysis, “issuing” a trigger is defined as having an exceeded Plo trigger

bit in a time window of 300 us before to 300 us after the global trigger of that event.

23 No direct evidence is seen for the spot in the calibration data but it could be masked by the higher
event rate. The cut to remove that region of the detector is applied to be conservative by assuming the
spot, and its unknown origin, is still present.

24 The maintenance on the cryocooler gave better behaved LF-noise and only the first period is seen
to induce noise in the January 25?Cf data.
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The fraction of good events which triggered iT5Z2 in addition to a different detector
is shown, as a function of iT5Z2 energy, in Fig. 11.45 for each of the three trigger
periods. Above energies of ~1.5 keV the fraction is 100 % for each of the three periods.
The energy range over which the efficiency drops from 100 % to 0% is smaller in the
Run 2a periods. The location and width of these “turn-ons” in the efficiency is best
characterized by performing a fit to the data.

The fit is performed using the MLE technique. The log-likelihood function used is

Ny N_
(L 0) =Y fr(Bspo)+ S f-(Bjim o), (11.30)
i J

where Ny are the number of events passing/failing the trigger condition on iT5Z2 and

fi(Bi;p,0) = 0.5 (1 + erf(E\i/;a'u>> , (11.31)

where 1 is the 50 % point, o the width of the error function erf(z) = % fox exp (—tz)dt,
and Ej; is the total phonon energy of the i*" event.?

A Markov chain Monte Carlo (MCMC) is used to sample the posterior distribution
using a flat prior on g and a log-normal prior on ¢. The prior on ¢ is needed to
prevent the width from becoming unphysically small for Run 2a and is centered at the
approximate width of the noise distribution. These simulations were run by J. Wilson.
The prior- and marginalized-posterior distributions for p and o for the Run 2a fit are
given in Fig. 11.46. The two-dimensional posterior distributions from the MCMC are
given in the top row of Fig. 11.45 for each of the periods. The 68 % and 95 % regions with
highest posterior density are given by the closed curves with the highest a posteriori
point (“best fit”) given by the cross. The best fit curves with uncertainty bands defined
by the two-dimensional regions are given by the bottom row of Fig. 11.45.

Finally, the efficiency curves are checked against the WIMP-search events which
do and do not trigger iT5Z2. This comparison is shown in Fig. 11.47 for Run 2a and

Run 2b. As given in the figure, there are no non-triggering events above the 50 %

25 Initial fits were also performed with a third free parameter: the amplitude A, which multiplies all
of fi. The value of A is the maximum reached by the function, and, as expected, the fits gave the
amplitude as unity with small uncertainty.
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Table 11.3: 50 % trigger efficiency
point for the different periods of
Period wkeVi]  p [€Vee Run 2 given by the maximum a
posteriori value of the Markov

+0.061 +4.0
Run 2a 1’138;8223 74'7_;14437 chain Monte Carlo. The Monte
Run 2a July 1.2257736; 79.87537 Carlo simulation is performed in
Run 2b O.838f8:ég§ 55.1J_rgj(7)- the keV; energy scale and the

output is scaled to keVee.

efficiency points for each part of the run. There are, however, triggered events below
this point. These events are in the noise and represent a noise pathology which triggers;
these events should not be included in the final spectrum. To impose this, the 50 %
trigger points (best-fit p from the fits) are explicitly taken as the lower thresholds in
the final spectra. These 50 % values are given in Table 11.3. The fits are performed in
the keVy energy scale with the 50 % points converted to keV., using the final scaling of
the usual calibration. The 55 eV, threshold in Run 2b is the lowest yet attained by
SuperCDMS.
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Figure 11.47: Events passing all
cuts (grey fill) and those which
additionally trigger in iT5Z2
(solid lines) compared to the 50 %
trigger efficiency points (dotted
lines) for Run 2a (top) and
Run 2b (bottom). There are no
non-triggering events above the
50% points. A noise pathology
triggers at lower energies; these
events are removed by imposing
a threshold at the 50 % points.



Chapter 12

WIMP-Search Results

The final result of a dark matter search experiment asks the question of what do the
observed events imply about the underlying WIMP physics. In general, producing such
a result is model, experiment, and analysis dependent. Recall that the total number of
events N observed in an experiment is given by

B2 N B2 dR

dFE, =

N =
g, dE; g, dE;

E(E,) dE, (12.1)

where [E1, Es| defines the energy range in recoil energy E; over which one is looking for
dark matter and £(E;) is the effective exposure over that range. The differential event

rate per unit mass is
dR . NTmT

dE, 2m p2

O-OFQ(ET)I(VEHUeSC)a (122)

where N is the number of nuclei per target unit mass, mr is the mass of the target
nucleus, m, is the mass of the WIMP, ur is the reduced mass of the WIMP-nucleus
system, oy is the standard zero-momentum WIMP-nucleus cross section, F'is the nuclear
form factor and the astrophysical integral Z, which depends on the velocity of the Earth
relative to the dark matter halo vg and the Galactic escape velocity vesc is given by
FEqgs. 3.40 and 3.53 with numerical values for astrophysical measurements investigated
in Sec. 12.6. A result is calculated by comparing the observed event spectrum, N
or dN/dE,, with that expected from Eq. 12.1 and inferring information about dark

matter; usually an upper limit in the oo-m, plane. The components, and their sources,

273



CHAPTER 12. RESULTS 274

Component Name Source

00 WIMP-nucleon cross section Particle and Astrophysics
F?(E,) Nuclear Form Factor Nuclear Physics
Z(vE,vesc) Integral over velocity distribution —Astrophysics

[En, Es] Thresholds Analysis

mr, N1 Target nuclear mass and density  Experiment

E(Ey) Effective Exposure Experiment and Analysis
dN/ dE; Observed Spectrum Analysis

Table 12.1: Different components, and their sources, required for computing a WIMP-
search result. Some sources come from the experiment and analysis while others are
assumptions for basic physics.

for computing a limit are summarized in Table 12.1.

The CDMSlite Run 2 analysis goal is to set upper limits on the spin-independent
and spin-dependent WIMP-nucleon cross sections. Using the energy range, effective
exposure, and energy spectrum from the analysis, final limits are set using the optimum
interval method. The uncertainties associated with the analysis are also propagated to
the final result and various cross-checks performed, including understanding the uncer-

tainty from the astrophysical assumptions.

12.1 Analysis Range and Effective Exposure

The lower Eq and upper Es energy thresholds used for Run 2 limits are both dictated by
empirical observations of the analysis. The lower energy threshold comes directly from
the trigger efficiency curves. There is a population of noise events which issue a trigger
in the CDMSlite detector at an energy where the efficiency curve is ~0%. To avoid this
population, an explicit cut-off is placed at the respective 50 % trigger efficiency values
for Run 2a (74.7 keVee) and Run 2b (55.1 keVee) such that events below these values
are not considered. The upper threshold is chosen based upon the derivation of the
radial cut efficiency. Recall that, in the efficiency calculation, the K-shell peak events
could not be used for the pulse simulation as the K-shell population did not accurately

reproduce the radial distribution seen at lower energies. This is related to the outer
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channel (channel A) fast-template amplitude saturating above ~2 keVee. As the reason
for this saturation is not fully understood, an upper threshold of 2 keV, is placed on the
spectrum. A check on this threshold is performed in Fig. 12.1, where these thresholds
are compared to a spin-independent WIMP spectrum near where the CDMSlite Run 1
and SuperCDMS LT limits cross. As seen there, the lower limit from the LT result is
below the 2 keVge upper limit for this analysis: the Run 2 result could not do better
than the LT result going to higher energies.

The effective exposure combines the detector mass M, the live time 7, and the

nuclear-recoil efficiency €(E,) as
E(E;) = MTe(Er). (12.3)

For iT5Z2, M = 606.5 g and the final live time is 7 = 115.59 d. The total exposure is
then MT = 70.10 kg day.

The total efficiency of the analysis is the product of all the individual cut efficiencies.
The total is calculated separately for Run 2a ¢, and Run 2b ¢, and then combined by

weighting by the respective live times of each 7,

. €aTa + €Tp

12.4
Ta+To (124
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Figure 12.2: Binned total efficiency after sequential application of the singles and muon
veto cuts (orange dot dash), phonon pulse-shape cuts (blue dot), hardware-trigger cut
(green dash), and radial fiducial volume cut (black solid). The uncertainty (gray band)
around the final curve shows the combined uncertainty, at 68 % confidence, of all effi-

clencies.

The efficiency after sequential application of different cuts in the relevant energy range
is given in Fig. 12.2. The largest loss of efficiency is due to the radial fiducial volume
cut, which brings the maximum efficiency to ~50 %. The uncertainty band around the
final curve contains the uncertainty, at 68 % confidence, from all of the cuts. This is
dominated by the radial fiducial volume efficiency at most energies, with the trigger
efficiency having a strong presence below ~100 eV... The trigger efficiencies cause the
asymmetric uncertainty at those energies as well as the sharp corners (due to cutting-
off those efficiencies below their 50 % values). The drop in the phonon pulse-shape cut

efficiency near ~80 % is due to the contour portion of the LF-noise cut.

12.2 Final Spectrum

Obtaining the final spectrum in energy dN/dE; directly is difficult for CDMSlite, as
the recoil energy depends on whether the event is an NR or ER. As this differentiation
cannot be made with CDMSlite, all events in the final spectrum must be assumed to be

WIMP-like NRs, even though the vast majority are known to be ERs (activation peaks,
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Compton scatters, etc.). Obtaining the final spectrum in appropriate units, then takes

two steps:

W v _( N > (dE) (125)

dEr dEr,nr B dEr,ee dEr,nr

Since the final recoil energy needed is keVy;, the calibrated keVee spectrum must be
converted using a model. The electron-equivalent spectrum is first characterized and

then converted to nuclear-recoil equivalent energy.

12.2.1 Electron-equivalent Spectrum Characterization

The final measured spectrum in keVee, shown up to above the K-shell peak, is given
Fig. 12.3. The spectrum is normalized by the efficiency, accounting for both the exposure
and the efficiency, to give a true rate. The trigger efficiency is not a part of the correction
to show where the noise begins, however the 50 % points are indicated in the inset
figure. The K-, L-, and M-shell "'Ge lines are prevalent at 10.37, 1.30, and 0.16 keVec
respectively. Other activation peaks are known in this energy range, including %°Zn (8.89
(K), 1.10 (L), and 0.12 (M) keVee), %Ga (9.66 (K), 1.20 (L), and 0.14 (M) keVee),
and %Ge (same energy as "'Ge). These isotopes are created by cosmic ray activation
of the material before the detectors were brought underground in 2011 and they have
been decaying since with typical half live of O(100 d) [292]. When Run 2 data were
taken in 2014, the rates for these isotopes were small and no distinct peaks are visible
in the spectrum. *H 3 decays with an endpoint of 18.6 keVe. and a half life of 12.32 yr
and is also likely present in the spectrum.

The background rates for different energy ranges, avoiding the primary activation
lines, are given Table 12.2 for Run 2a and Run 2b individually as well as combined.
The difference in rate above and below the K-shell peak can be attributed to the afore-
mentioned unresolved activation peaks, tritium, and the small amount of reduced-gain
events from the peak which pass the radial fiducial volume cut. The rates between the
K- and L-shell peaks as well as between the M- and L-shell peaks are consistent, to
within statistical error, across the periods at ~1 [keVe kg day]_l. The rates between
the thresholds and M-shell peak, however, is larger and inconsistent between Run 2a
and Run 2b. In general, more backgrounds leakage, such as LF-noise and glitches, is

expected at lower energies. The difference between the run periods is attributed to the
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Figure 12.3: Final Run 2 spectrum after applying all cuts and correcting for the ef-
ficiency, except the trigger efficiency. The prominent features are the "'Ge electron
capture peaks at 10.37 keVee (K shell), 1.30 keVe (L shell), and 0.16 keVee (M shell)
and labeled by vertical blue dash lines. Inset: a magnification of the lowest energy re-
gion of the spectrum which is used for determining the low-mass WIMP sensitivity. The

50 % trigger efficiency points (orange vertical lines) indicate the lower energy thresholds
for the analysis.
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Energy Run 2a Rate Run 2b Rate Run 2 Rate
keVeo]  [keVeokgday] ™' [keVe kgday] ™' [keVee kgday] ™"
0.056-0.14  2.5241.27 26.155 %52 16.3373:35
0.2-1.2 1.1140.19 0.98 4 0.44 1.09+0.18
1.4-10 0.98 4 0.06 1.16£0.17 1.00+0.06
11-20 0.30 +0.04 0.30 +0.09 0.30 +0.03

Table 12.2: Average rate between the 'Ge activation peaks after application of all cuts
and correcting for the efficiency. The difference in rate above and below the K-shell
peak (10.37 keV) is attributed to unresolved activation peaks, tritium, and reduced-
gain events leaking pass the fiducial volume cut. The difference in rate below the M-shell
peak (0.16 keVee) is attributed to more background leakage at lower energies and the
presence of additional background in Run 2b.

Peak Location Resolution Resolution
[keVee] (%] [eVee]
Base line 0.0 N/A 9.7+0.1
M Shell 0.16 11.4+2.8 18.6 4.2
L Shell 1.30 2.36 £0.15 3142
K Shell 10.37  0.974+£0.009 10141

Table 12.3: Resolution of the baseline noise and "'Ge capture peaks. Resolutions are
given as a percentage of the mean (u/0) as well as in energy.

additional background “spot” in Run 2b, and the fact that the threshold in that portion
of the run is lower.

The energy resolution of the experiment is determined by applying Gaussian fits
to the three activation lines [348] and considering the width of the noise distribution
for the baseline electronics noise og. The noise distribution, computed using randomly
triggered events and the zero-delay OF fit, is shown in Fig. 12.4. The distribution is non-
Gaussian and slightly offset from zero keVe.. The width is taken as half the distance
from the p + o Gaussian-equivalent percentiles, 84.13% and 15.87%. The width is
oo = 9.25 + 0.11 eV, which is the lowest measured by SuperCDMS. The resolution of
the three activation peaks is found in Table 12.3.
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An energy-dependent model for the total resolution of the detector o (FEr ce) is

oT = 0}253 + J%‘(Er’ee) + U%’D(Er,ee)a (12.6)

where op is the baseline width due to the electronics noise, op(Eyee) is due to Fano
statistics, and opp(E ee) is broadening due to position dependence. The U% term comes
from U. Fano [349], where he found that for N produced electron-hole pairs in an
interaction, the variance of N is O'JZV = F'N, where F' is termed the Fano factor. Since,
for an ER, N = E} ¢¢/€,, this implies a variance in energy of 0']2\[6,%. The Fano broadening
in Eq. 12.6 then

07 (Eree) = 032 = FNe2 = FE; ccey (12.7)
= BE, ce. (12.8)

The Fano factor for Ge has been measured as F' = 0.13 [350] and is generally considered
to be energy independent although this is unchecked at the low energies of CDMSlite.
The broadening due to position dependence is assumed to be quadratic with energy as

020 (Eree) = (AEr7ee)27 giving the total resolution as a function of energy as

o1 = /0% + BBree + (ABrc.)’ (12.9)
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Prior knowledge gives the expectation that o = 09 and B = 0.39 V.

This model is fit to the four measured resolution points in Fig. 12.5. The fit has
three free parameters, og, B, and A, and is performed by weighting each measurement
by its uncertainty. Given how small the uncertainty is on the baseline resolution, it
is unsurprising that the fit value is equivalent to the measurement at o = 9.26 £
0.11 eVee. The Fano coefficient is fit to B = 0.67 & 0.11 eVee, which is higher than
the expectation at the 2.30 level. The position-dependence coefficient is fit to A =
(5.68 +0.94). B and A are strongly anti-correlated with a Persons product-moment
correlation coefficient of ppp = —0.984. They are effectively uncorrelated with o with
the correlation coefficients of p4g = 0.0167 and pgr = —0.0189. Repeating the fit with
B = 0.39 eV, fixed to the expectation, gives A = (7.73 +0.13) x 10~3 with slightly
worse goodness-of-fit. The uncertainty on the M-shell width is comparably large, giving
it a low weight and explaining its relatively poor match to the best-fit curve.

The resolution fits of the activation lines can be used to compute the number of
activation events in each peak. The ratio of rates for the activation lines is well known
(Appendix B) and a comparison between the measured and expected ratios gives validity
to the spectrum. These ratios are given in Table 12.4, where good agreement between
the measurement and theory is seen.

For the WIMP-search limit, only events within the energy thresholds defined in
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Ratio Measurement Theory

M/L  016+0.03  0.17
M/K 0.01840.003  0.020
L/K  0114£001  0.12

Table 12.4: Comparison of the measured and theoretically expected ratio of events in the
different "'Ge activation lines. To within the statistical uncertainty on the measurement,
the values agree for all ratios. Theoretical values from Appendix B.

20 F .
Figure 12.6: Events
between 55.1/74.7 €Vee
15 7T and 2 keVge for
Run  2a/b  respec-
tively which are used
to compute the final
WIMP-search result.
There are 318 total
events in these energy
ranges.

10 - 8

Raw Counts

0.5 1 1.
Energy [keV]

ot
\]

Sec. 12.1 are required. The 318 total events between 55.1/74.7 eVee and 2 keV, for
Run 2a/b respectively are shown in Fig. 12.6.

12.2.2 Conversion to Nuclear Recoil Equivalent Energy

In order to set limits on possible WIMP (NR) interactions, the spectrum must be
converted to nuclear-recoil equivalent energy. This is accomplished by comparing the

definitions of the E; .. and E; ,, and assuming the same FE

Ex [k \ ] = Er,ee[kevee] (1 + g(‘/b)) (12‘10)
EikeVi] = Er e [keVi| (14 Y (Erne)9(Vh)) (12.11)
Ei[keVy] = Er[keVee] <1 ¥ }1,?— !ji‘r/;)) (Vb)> (12.12)
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The only unknown is the ionization yield Y (E; y;), which cannot be directly measured
by a CDMSlite detector.! This mandates the use of a model.

Several attempts have been made in the community, including by CDMS II [244,
305], to directly measure the ionization yield of Ge as a function of nuclear recoil en-
ergy [351-362]. As seen in Fig. 12.7, there is a large spread to the data, which was
taken at various temperatures and operating biases. Also, only the data of [351-354]
extend below 1 keVee, the energy range of interest for this analysis. Although more
recent models have been proposed [353, 354, 363], the Lindhard model [364] is the most

common in the field. The ionization yield in the Lindhard model is

k-gle)

YErnr = T
(Exnr) 1+Ek-g(e)

(12.13)
where g (¢) = 3691 + 0.76%6 + ¢, ¢ = 11.5E,,,(keV)Z~7/3, and Z is the atomic number
of the material. In the standard Lindhard model, ¥ = 0.157 for Ge, however the
original authors state that the model is less certain at lower energies: this analysis
takes an uncertainty of £ € [0.1,0.2]. The Lindhard model curves for the standard k
value and the bounding values are also shown in Fig. 12.7. The bounding values on the
Lindhard model encompass a majority of the data points. The thresholds of the analysis
[0.055,2.0] keVee correspond to [0.397,10.119] keV,, for £ = 0.1, [0.304,7.763] keVy,
for k= 0.157, and [0.263,6.754] keVy, for k = 0.2.

12.3 Propagation of Uncertainty

There are several sources of uncertainty in the analysis which are propagated into the
final limit curve. The uncertainty propagation uses a Monte Carlo sampling technique
to build a distribution of limits from which the final curve and uncertainty are ob-
tained. For each iteration of the sampling procedure, the measured energy spectrum

and thresholds, in keVge, remain the same while the efficiency curve and Lindhard &

! Here as for the whole analysis, the bias voltage is always assumed to be the full —70 V that was
nominally applied to the detector. This is not strictly true, as the high-voltage power supply current
indicates that there are slight drops in voltage throughout the run. The current could be used to
compute those drops in bias and each individual events’ bias used when it is convert to keVy,, however
the difference in the final result between doing this and using the full bias for all is <1 %.
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Figure 12.7: Experimental measurements of the ionization yield as a function of NR
energy along with Lindhard model curves for the best fit £ = 0.1574 (solid curve), lower
bound k£ = 0.1 (dash curve), and upper bound k£ = 0.2 (dot curve). Experimental data
comes from [244, 351-362|. Figure adapted from [363] with assistance from D. Barker.
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Title Source Type

Energy-Independent Efficiency Muon Veto Cut Statistical
Multiple Scatters Cut

Trigger Efficiency Triggered Events Statistical

Phonon x2-based Efficiency Phonon pulse quality Cut Statistical, Systematic
LF-noise Cut
Pulse-shape Glitch Cut
Fiducial Volume Efficiency Radial Cut Statistical, Systematic
keVee to keVy, Conversion Lindhard Theory k Systematic

Table 12.5: Categories, sources, and types of uncertainty propagated into the Run 2 final
result. There is statistical uncertainty in the muon veto and multiple scatters efficiency,
trigger efficiency, phonon y?-based efficiency, and fiducial volume efficiency. There is
systematic uncertainty in the phonon x2-based efficiency, fiducial volume efficiency, and
Lindhard theory k value.

value are sampled using appropriate posterior probability distributions for each uncer-
tainty. Recall from that the Bayesian posterior is the distribution PDF multiplied by a
prior, which is taken to be flat unless specified, and properly normalized.

The different sources and types of uncertainty to be propagated are given in Ta-
ble 12.5. The majority are statistical uncertainties, though there are systematics in the
x%-based cuts (phonon pulse quality, LF-noise, pulse-shape glitches), radial cut, and
conversion to keVy;. Each of these uncertainties, and their corresponding distributions,

are discussed next.

Energy-Independent Efficiency

The uncertainty on the muon veto and multiple scatter cuts is small, and probably
could be neglected. However, it provides a simple introduction for the latter, more
complicated, uncertainties. A Bernoulli trial is when a single experiment has one of
two outputs, success or failure, where the probability of success is p. If a series of N
independent Bernoulli trials are performed, the resulting distribution span the range

of [0,1] and can be characterized by the probability of success p. This is the binomial
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distribution, where the probability of getting exactly n successes from the NN trials is

NI
" (L—p)" " (12.14)

fB(n; N,p) = m

The mean is u = pN, the variance is 02 = Np (1 — p), and in proper limits the distri-
bution can be approximated by a Gaussian.? Such a distribution describes a standard
efficiency function, which expresses the probability of a nuclear recoil successfully pass-
ing the given cut.

For the muon-veto and multiple-scatter cuts, the number of sample draws is the
total number of random triggers Ny, the number of successes is the number of randoms
passing the cuts ng and the best-fit efficiency is the ratio of the two pg = ng/Np. The

posterior distribution on the efficiency p with a flat prior is then

P(p;no, No) = fp(pNo; No, po) (12.15)

100 samples each from the Run 2a and Run 2b posterior distributions are shown in the
top panels of Fig. 12.8 along with the best fit efficiency and 68 % uncertainty on that

value using an independent estimate via a simple MLE.

Trigger Efficiency

The trigger efficiency function’s best-fit parameters are found by running a Markov
chain Monte Carlo (MCMC) to sample the posterior distribution. The MCMC already
samples the posterior distribution and its outputs are used directly to propagate the
uncertainty. Each MCMC output has the same probability of being selected, with
their density dictating the most/least probable regions of the posterior distribution. A
sample of these random draws is shown in the second row of Fig. 12.8. Recall that the
lower energy thresholds for the analysis periods are defined as the best-fit 50 % trigger
efficiency point. The cut-off is imposed regardless of which random curve is drawn,
which is particularly important in Run 2a, which has very large uncertainty, allowing

for significantly lower 50 % points.

2 If u + 30 € [0, 1], or equivalently N > 9 - max(p, (1 — p))/min(p, (1 — p)) [365].
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Figure 12.8: 100 randomly draw efficiency samples from posterior probability distribu-
tions (orange) for Run 2a (left) and Run 2b (right) for the energy-independent efficiency
(first row), trigger efficiency (second row), phonon y2?-based efficiency (third row), and
fiducial-volume efficiency (fourth row). Also shown is the best-fit efficiency with 68 %
uncertainties from independent estimates (blue). The best-fit bins for the trigger ef-
ficiency and phonon x2-based efficiency are down sampled by a factor of 5 for clarity.
The best fit of the energy-independent efficiency has arbitrary vertical placement.



CHAPTER 12. RESULTS 288
Figure 12.9: Posterior proba-

i o | bility distribution used for the
10! :%:ib,yl,fflo phonon XQ—based efficiency un-
N 00 100 certainty propagation when the

N5l best-fit efficiency is unity (blue—

100} NS | green curves) or zero (black—
N =100, n=0 tan curves) for different numbers

of total events. The distribu-

\ tions use the binomial distribu-

tion with Jeffreys prior and are

peaked at either one or zero with

0 03 ™ e o . decreasing variance with event
Probability count.

Posterior Distribution |arb. unit|

Phonon Y?-based Efficiency

The efficiency on the phonon y2-based cuts, as calculated by a pulse simulation, has
both statistical and systematic uncertainties. The source of the statistical uncertainty
on the i*" bin is related to the total number of events in the pulse simulation in that bin
N; and the number which pass all three cuts in that bin n;. The result is described by a
binomial distribution with probability p; = n;/N;. Bins where p; = 0 or p; = 1 require
special attention since the variance for each of these cases is 0 = 0, giving uni-valued
distributions which cannot be sampled. This problem is circumvented by applying a

non-flat prior. The non-informative Jeffreys prior [366] for a Bernoulli trial, and thus a
binomial distribution, is 7(p) = 1/4/p (1 — p) giving a distribution

Pi(p;ni, N;i) = 7(p) fB(pNi; Ni, pi) (12.16)

Some examples of this posterior distribution are given in Fig. 12.9 for the p; = 1 or
0. The distributions are peaked at the expected p = 1 or 0 with a tail to lower/higher
probabilities. The variance of the distribution decreases as N increases, maintaining
the naively expected binomial behavior.

The systematic uncertainty in the efficiency is due to the different pulse-shape tem-
plates (standard, peaky, nonpeaky) used in the simulation. This uncertainty is sampled

by uniformly drawing between the minimum and maximum efficiencies (of the three
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templates) in each given bin. A single random draw is made and used across all bins,
i.e. for a random draw of 20 %, all bins will take the value which is 20 % between their
minimum and maximum efficiencies, even though the size of the gap varies by bin.
The statistical and systematic uncertainties are sampled separately and then linearly

combined for the final total efficiency as can be seen in the third row of Fig. 12.8.

Fiducial Volume Efficiency

Recall that the radial fiducial volume efficiency is a product of the energy efficiency
Er and the peak efficiency £p, each of which have uncertainty. The energy efficiency
is computed by several MLE fits, the uncertainty of which are combined for a total
posterior distribution on £g. The resulting distribution is very Gaussian with {u, o} =
{0.864,0.009} and sampled as such. A single draw from the energy efficiency distribution
is used for all energy bins since that portion of the efficiency is energy-independent.

The peak efficiency is computed using a pulse simulation and has three sources of
uncertainty. The measured events in the L-shell peak are used to construct the pulse
templates, and the first uncertainty component is the statistical uncertainty due to the
limited number of such events. The number of L-shell events input to the simulation
is large enough (O(100)) that the underlying Poisson distribution is approximated and
sampled as Gaussian with y = N and 0 = v/N for N total events. Since the same L-
shell events are used in the simulation at each energy bin, this uncertainty is correlated
between the bins with a single percentile sample and applied to all bins.

The second component to the peak efficiency uncertainty is the statistical error
associated with the output of the pulse simulation, such as the number of simulated
events passing/failing the radial cut. Since a separate simulation is performed for each
energy bin, and different events pass/fail the cut in each, this uncertainty is uncorrelated
between bins.? The post-simulation numbers are described by a binomial distribution
and the individual terms have small enough statistics that Gaussian approximation
would be questionable. However, when the three components to £ are combined, a

Gaussian approximation and sampling is more reasonable and any difference is small.

3 This is not true in the strictest sense, since events close the cut boundary in the initial L-shell
sample have a higher probably of crossing the boundary in every simulation, but this small effect is
ignored here.
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The third component to the peak efficiency uncertainty is a systematic uncertainty
in estimating the assumed non-peak background value under the L-shell peak. The
background is an interpolated value which can be estimated by multiple approaches,
none of which is obviously better than the others. The efficiency is computed using each
method and the difference between the maximum and minimum final uncertainty taken
as a systematic uncertainty. For Run 2a, this is +2 % and for Run 2b, this is +0.2 %.
The difference in size of the systematic is due to the fact that the background-to-L-
shell ratio is significantly smaller in Run 2b and therefore the effect of that background
value is reduced. This uncertainty is sampled with a flat prior, added to the statistical
uncertainty, and is correlated between all energy bins.

A selection of curves which sample all four uncertainties in the fiducial volume

efficiency calculation are shown in the fourth row of Fig. 12.8.

keVee to keV,,, Conversion

The final uncertainty is the systematic uncertainty associated with the Lindhard model
when converting from keVee to keVy,. This uncertainty is taken on the Lindhard model
k-value with a flat distribution between k = 0.1-0.2 (best fit is k = 0.157). All energy
variables used in computing the limit are converted: the measured event energies, the
upper and lower thresholds, and the efficiency scale. For each iteration, a single k-value
is sampled and applied to all conversions.

100 sample conversions of the spectrum and lower energy thresholds are given in
Fig. 12.10. Although the k-value is sampled uniformly, a single keV., value is not
converted to a uniform distribution in keV,, due to the nature of the Lindhard model.
The best-fit energy is not guaranteed to correspond to either the mean, median, or mode
of the sampled distribution. This indicates that a uniform sampling is conservative
compared to the true underlying distribution of k-values.

A demonstration of the full sampling (efficiencies plus Lindhard) of efficiency curves
is shown in Fig. 12.11. Sampling the efficiency functions gives vertical variations while

sampling the Lindhard k-value gives horizontal variations.
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Figure 12.10: The final Run 2 spectrum (left) and lower energy thresholds (right) con-
verted to nuclear-recoil equivalent energy using the Lindhard model and the best-fit
model k-value (blue) and 100 randomly drawn k-values (orange). The thresholds are
74.7 keVee (Run 2a) and 55.1 keVee (Run 2b) and although the k-values are sampled

uniformly, the nature of the conversion gives a non-uniform final distribution.
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12.4 Spin-Independent Limit from CDMSIlite Run 2

12.4.1 The Optimum Interval Method

In order to compute a WIMP-search limit, the measured spectrum dN/ dE; n, is sta-
tistically compared to the expected spectrum dN/dE; .. Various statistical methods
exist to do this. One family of methods is based on the likelihood of the signal and var-
ious backgrounds. Confidence intervals in m, and g are constructed using either the
Feldman and Cousins [308] or Bayesian [233] approaches. The likelihood based meth-
ods, however, require that all backgrounds be known and their PDFs well understood.
If there is an unknown background, the likelihood associated with that background is
similarly unknown and these methods cannot be used to compute a final result. For this
analysis, there are several known backgrounds (activation lines, Compton scattering of
higher energy ~ rays, surface decay of 22Rn daughters, tritium) but the specific shape
of those spectra at low energies are not well understood, making a likelihood based
result untenable.*

If there are unknown backgrounds, or the spectral shape of the known backgrounds
is not understood, then the most conservative approach is to assume that all measured
events could be due to signal. Only an upper limit on o¢ can be computed with this
approach as opposed to a full confidence interval. The simplest method to set an upper
limit is using Poisson statistics. In this framework, for a given m,, a o giving an ex-
pected mean number of events in the energy range p is ruled out at the C' confidence
level if C'% of random experiments would expect more than the A/ observed events.?
This method does not account for the distribution of the events, which contains infor-
mation, and is open to bias from the choice of the energy internal over which the events
are counted.

The optimum interval method of Yellin [367] is an approach for finding an upper limit

4 The choice to set an upper limit instead of a full confidence interval was made at the start of the
analysis to avoid bias.

5 The expected number of events for these random experiments are drawn from a Poisson distribution
of mean p. The upper limit on p, which then translates to osi, is then

fos [ e (12.17)
He = 9 W —e dt = } 12.17
o NI
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with an unknown background which avoids the weaknesses of the Poisson method. The
optimum interval method requires the energies of the individual measured events, thus
accounting for their distribution, and the expected signal rate dN/ dE; ;. The general
method proceeds as follows. For a measured spectrum of N events with energies E;
in some analysis range Ej, to Fy;, construct all intervals bounded by some F,, Ej, €
{FE;, E\o, F;i} which contain n events, where 0 < n < N. For an observed N events,
there are (M + 1) (M + 2) /2 such intervals. For each of these intervals, compute the
expected WIMP signal (n) = gj’ dN/ dE; nr, compare this to the observed events in the
intervals, and compute a probability C,({n)) that the expected signal would produce
more events in that interval than are observed. The assumed o is excluded at Cpax %
confidence, where Cax is the maximum probability over all of the intervals. Setting a
90 % upper limit is typical in the dark matter field, so for each m,, o¢ is adjusted until
Chax = 0.90.

In less quantitative terms, the optimum interval seeks the least probable gap in the
measured event spectrum and uses it to set a limit on the expected WIMP parameters.
The least probable interval will have low event counts compared to the expected signal,
and thus the method naturally avoids regions of high background. In order to account
for the large statistics in the Run 2 final spectrum, which has 50086 intervals, the

high-statistics extension of the optimum internal is used [368].

12.4.2 Result

The final CDMSlite Run 2 spin-independent WIMP-search limit is derived by com-
puting 1000 optimum-interval 90 % upper-bound limits, where each limit is computed
using randomly sampled realizations of the efficiency curve and Lindhard k-value for
conversion to keVy,. This gives a distribution of cross-section limits for each WIMP
mass, and the official result is taken as the median cross section in each mass bin with
the 68 % and 95 % confidence regions defined by the one and two o Gaussian-equivalent
percentiles for each mass: 15.9-84.1% and 2.5-97.5% respectively. The upper limit
cross section distribution for three selected WIMP masses are shown in Fig. 12.12 with
the median and uncertainty regions highlighted. The limits are computed for WIMP
masses between 1-20 GeV/c? and the median and uncertainty bands over these masses

can be seen in Fig. 12.13. These results are published in [369].
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The smallest WIMP mass accessible for a sampled limit is directly related to the
lower energy threshold of the spectrum; this is the Run 2b threshold converted to keVy;.
Each of the 1000 limits has a different threshold and reaches a different lowest WIMP
mass. If a WIMP mass is below the kinematically accessible region for a given limit,
the sensitivity is infinite and treated as such in the computation of percentiles. The
number of limits with non-infinite sensitivity at the lowest WIMP masses is shown in
the inset of Fig. 12.13. The median, i.e. official, limit becomes infinite when 50 % of the
limits are infinite, which occurs below ~1.3 GeV/c?. The lowest mass for which any of
the limits had sensitivity, and defines the lower edge of the confidence intervals, is at
~1.2 GeV/c?. All 1000 limits have non-infinite sensitivity for masses >1.5 GeV/c2.

This result is compared to other relevant results in the low-mass region in Fig. 12.14.
The uncertainty band presented here, and in later figures, is the 95 % confidence inter-
val. New parameter space is excluded by Run 2 between WIMP masses of 1.6 and
5.5 GeV/c?, where CRESST [258] gives stronger constraints for masses below this and
the SuperCDMS Low-Threshold [245] and LUX [216] results give stronger constraints
for masses above this. The threshold of the CRESST result [258] is comparable at
~300 eV, however the presence of lighter mass nuclei in the target (Mg, = 40 a.u.,

Mo = 16 a.u.) allows for lower WIMP masses to be reached. The improvements over
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Figure 12.13: Official Run 2 spin-independent limit (median, black curve) with the
68 % (orange shaded) and 95 % (yellow shaded) confidence intervals derived from the
1000 sampled limits. The kink in the limit at 56 GeV/c? is an effect f the M-shell
peak at 160 eVee. Inset: Number of sampled limits, out of 1000 total, which have
finite sensitivity for the lowest WIMP masses. The lowest WIMP mass with any non-
infinite limits, i.e. the lowest possible sensitivity, is at ~1.2 GeV/c?. The median of the
limits, i.e. the official limit, becomes non-infinite when 50 % of limits are non-infinite,
which occurs above ~1.3 GeV/c2. All 1000 limits have non-infinite sensitivity above

~1.5 GeV/c?.
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Figure 12.14: CDMSlite Run 2 median (90 % C.L.) and 95 % confidence interval (thick
black solid curve surrounded by orange band) compared to other recent and relevant
results. Other 90 % upper liits shown are from the first CDMSlite run (thin red solid
curve) [260], SuperCDMS (thin red dash curve) [245], EDELWEISS-II (thin red dot
curve) [247], CDEX-1 (thin green dot-dash curve) [255], PICO-2L (purple crosses) [228],
LUX (thick yellow dot-dash curve) [216], CRESST (thick magenta dash curve) [258],
and DAMIC (thick purple dot curve) [257]. Closed regions shown are the CDMS II
90 % C.L. (blue dash shaded region) [233], and CoGeNT 90 % C.L. (green solid shaded
region) [234].

the first CDMSlite run are the lower thresholds (55 eVee vs. 170 eVee) which gives
access to lower WIMP masses and lower backgrounds (mainly the fiducial volume cut)
which gives access to lower interaction cross-sections. At WIMP masses of 3 GeV/c?
and 5 GeV/c? this result is 33.3x and 4.3x lower in cross section than the Run 1 result,

respectively.

12.5 Cross-Checks on the Limit

This section examines several cross-checks of the official limit and uncertainty. These
checks explain features of the official curve or validate decisions made in the analysis.

In summary, the official limit is consistent to within uncertainties with all cross-checks
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12.5.1 Official Limit vs. Expected Sensitivity

The "'Ge activation lines are an essential tool in this analysis, however the location of
the M-shell peak is potentially problematic. The lower energy threshold of Run 1 was
170 eVee, which is above the 160 eV, location of the M-shell. This expected feature
raises the background level in the exact energy range which is most interesting to the
Run 2 result. To assess the effect of the M shell, a sensitivity study is done which
simulates a spectrum consisting of a flat background and M-shell events with varying
live time. Limits are computed with the simulated spectra to study how the sensitivity
changes with variable M-shell strengths.

For the radial cut efficiency, the three post-Cf periods (post-February, post-May, all
of Run 2b) were aligned based upon the relative strength of the "'Ge K shell peak. The
aligned-time scale can be used to predict the number of M-shell events as a function of
live time. Given that all of Run 2b is close to a 2°2Cf calibration, the initial simulation

focuses on Run 2a. The M-shell estimation proceeds as

1. Inversely order each data series by aligned time, i.e. start with those furthest from

a 252Cf calibration.
2. Compute the live time and number of K-shell events in each series.
3. Derive a cumulative K-shell curve as a function of aligned time.

4. Scale this curve by the theoretical ratio of the M /K peaks to estimate the M-shell

event rate.

5. For each simulation, find the desired number of M-shell events along the cumula-

tive curve and simulate the live time at the same series position.

The different stages of this computation are given Fig. 12.15. This procedure can be
understood visually as starting at the right-hand side of Fig. 11.42 and moving towards
the left, progressively gaining K-shell and M-shell statistics, starting with the series
with lowest activation strength.

The simulation assumes a simplified version ofRun 2a with the following parame-
ters: energy thresholds of [0.1,1.1] keVee, chosen to encompass the M-shell without
the L-shell and to cut-off before the efficiency drastically decreases, a flat efficiency
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Figure 12.15: Left: cumulative measured K-shell events and estimated M-shell events
(top) and cumulative live time (bottom) as a function of Run 2a series index, where index
1 is the series furthest from a 252Cf calibration according to aligned time. The estimated
M-shell curve is found by multiplying the measured K-shell curve by the theoretical
ratio of 0.02. Right: live time as a function of estimated M-shell events. For a given
number of M-shell events (1, 5, 10, 15 shown with dotted lines), the corresponding live
time is simulated.
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of 50 %, and a non-efficiency-corrected and non-peak flat background rate of 0.43 +
0.09 [keVeeokgday] ™', derived from the average Run 2a rate between [0.2,1.1] keVee.
The spectrum is converted to keVy, using the standard Lindhard k£ = 0.157 value. For
each iteration, a number of M-shell events are chosen from a Gaussian distribution rep-
resentative of the peak. The live time corresponding to that M-shell statistic is then
used to create a flat background spectrum and an optimum interval 90 % upper limit on
the SI WIMP-nucleon cross section computed. For each M-shell value, 100 simulations
are performed with the median of this set shown in Fig. 12.16. For the zero M-shell
case, the live time corresponding to 0.5 events in Fig. 12.15 is used.

The effect of the M-shell peak on the sensitivity is a kink in the curve, peaking at
~5 GeV/c?, which becomes more pronounced with exposure. These sensitivity curves
also indicate, unsurprisingly, that CDMSIlite Run 2 is still background limited after the
radial cut: the sensitivity initially increases on either side of the kink but saturates
above ~10 M-shell events.

To compare the sensitivity to the final limit, the simulation parameters are expanded
to the full exposure. The expected number of M-shell events is found by counting
K-shell events in the full exposure and scaling by the theoretical ratio, giving 36 M-

shell events. The average background rate is computed using the full spectrum, giving
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0.43+0.08 [keVee kg day]_l which is consistent with the Run 2a-only number. The total
exposure is 70.10 kg day. The thresholds of the study are kept the same, i.e. computing
the limit using events between [0.1,1.1] keV,e using the standard Lindhard conver-
sion. 100 simulations are performed and the median and 95 % intervals are reported in
Fig. 12.17 compared to the official limit.

The sensitivity and official limit are only comparable above ~2 GeV/c? due to the
fact that threshold for the sensitivity study is much higher than the official result. The
most striking difference between the two is the location of the M-shell-sourced kink,
which is at ~4.5 GeV/c? in the sensitivity curve and ~6 GeV/c? in the official result.
This difference is understood by recalling that the average background rate below (and
potentially under) the M-shell peak is higher than between the M-shell and L-shell
peaks, which is where the simulated-background estimate is derived from. This higher
background at lower energies in the data can weaken the resulting limit, by up to 50 %,
as indicated by the percent difference curve, and push the kink to a higher WIMP mass.
Additionally, the 95 % uncertainty bands for the two minimally overlap over that mass

range, making them still marginally consistent results.
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12.5.2 Official Limit vs. Best-Fit Limit

An alternative to the uncertainty-sampling approach is to set a limit using the best-fit
efficiency and conversion to keVy,. This is how the Run 1 limit was computed and, as
such, is a better direct comparison between Run 2 and Run 1. The best-fit® efficiency
is the final black curve in Fig. 12.2 while the spectrum, threshold, and efficiency using
the best-fit conversion to keV,; are shown as the blue curves in Figs. 12.10 and 12.11.

This single limit is shown in Fig. 12.18 along with the percent difference between
it and the official limit. The best-fit curve is comparable with the official curve for
higher masses but becomes increasing lower below ~4 GeV/c?. This is understood
by recalling the asymmetric shape of the limit distributions at low masses and that
the best-fit Lindhard conversion giving limits closer to the peak of the distribution
than the median. The limit distributions become more asymmetric with lowering mass
which explains why the percent difference increases at lower masses. These differences,

however, are well contained in the 95 % uncertainty of the official limit.

12.5.3 Official Limit vs. Loose Radial Cut Limit

The radial cut threshold is set at —4 for Run 2a and —5 for Run 2b. The motivations for

the different threshold values are a shift in the radial parameter distribution between

5 The name “best-fit” is a slight misnomer as no fitting is occurring. It is simply the central value
of the efficiency curve.
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Figure 12.19: Comparison of the official (black solid) and loose-radial-threshold (blue
dot) final event spectrum (left) and efficiency (right). The looser radial cut leads to
slightly more efficiency and additional events, particularly near threshold.

the runs and the additional background at low energies in Run 2b. The validity of
setting different thresholds between the periods is confirmed by calculating what the
final limit would be if an identical threshold of —4 were used for the entire run. This
looser threshold changes the final spectrum, passing more events, and the final efficiency,
raising the Run 2b contribution to the efficiency. The new spectrum and efficiency curve
are compared to the official ones in Fig. 12.19. Most importantly, an additional “peak”
of events is now present just above threshold. This “peak” is likely leakage from the
low-energy background in Run 2b.

The loose radial cut limit is computed in an identical manner as the official limit by
sampling, 1000 times, the efficiency and conversion to keV,, uncertainties and comput-
ing a limit. The radial-cut efficiency uncertainty is changed to those values appropriate
for the new threshold. The median and 95 % confidence intervals of the official and loose
radial limits are shown in Fig. 12.20. The largest difference, giving up to 40 % differ-
ence between the medians, is the presence of a second kink in the limit at ~1.6 GeV /c?.
This kink is a result of the new “peak” above threshold. The difference between the
loose radial cut median and the official limit, however, are well contained in the official

uncertainty.
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12.5.4 Official Limit vs. July-Trigger-Efficiency-Corrected Limit

For 10.87 raw days (4.22 days after applying live time cuts) in July, at the end of
Run 2a, the hardware trigger threshold was increased. This change in threshold went
unnoticed until after the completion of the final Run 2 result. For all other portions of
the analysis, it is assumed that these 4.22 days had the same 75 eV, threshold as the
rest of Run 2a. The effect of this error must be considered to verify that the official
limit is not incorrect in a major way.

The 50% efficiency point for this July period is computed in Sec. 11.7.5 to be
79.81330 €Vee. This is slightly higher than the main Run 2a 50 % point of 74.777 eV,
and the uncertainty is large enough to fully encompass the Run 2a trigger efficiency
curve. There are 5 events passing all cuts and in the limit setting energy range in this
July period, however none of them are between 74.7 and 79.8 eV, having energies of
[1.31,1.31,1.45,1.57,1.87] keVee.

Two approaches are taken to understand the effect of the July trigger-period. The
first includes the July exposure and trigger efficiency curve (assuming the efficiency for
all other cuts is the same as in Run 2a during this period) while the second completely
excludes the July exposure and events. These are termed “with July” and “without
July” respectively. In the first approach, no additional events are removed, while in the

second the 5 July events are removed. Both approaches have new, live-time-weighted,
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efficiency curves e,y (with July) and €, /o5 (without July) given by

6a7a+€b7b+6J7J

= 12.18

Cw/J To+To+ Ty (12.18)
€ala + Ty

€w/oJ = ﬁy

(12.19)

where €,/,/7 and T,5/7 are the efficiencies and live times of Run 2a without the July
period (93.59 days), Run 2b (17.78 days), and the July period (4.22 days) respectively.

In this notation, the efficiency of the official result epg is

€ (Ta+T7) + T

12.20
To+To+Ts ( )

€off =

These three efficiencies are compared in Fig. 12.21 and the differences between them are
very small. For the with-July scheme, the main difference is a slight drop in efficiency
at the July 50 % trigger point. For the without-July scheme, the main difference is the
efficiency below the Run 2a 50 % cutoff is slightly higher due to the weight of Run 2a
being reduced compared to Run 2b.

The changes in efficiency and spectra are small, and within the official uncertainties,
such that the effect on the final limit should also be small. The limits are computed

using the best-fit efficiencies and Lindhard k-value and compared to the best-fit with the
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official efficiency (Sec. 12.5.2). The percent differences between the limits are shown in
Fig. 12.22. The with-July limit is ~1% weaker between 1.5-5.5 GeV/c?. The without-
July limit is ~4 % weaker over the entire mass range. This study concludes that although
neglecting the July trigger-threshold change was a mistake in the analysis, the impact

of that mistake is negligible and well within the uncertainties of the official result.

12.6 Uncertainty from the Standard Halo Model

The official limits are computed using the standard halo model (SHM) as the astro-
physical input to Eq. 12.2. The SHM (Sec. 3.3) assumes an isothermal, isotropic, and
non-rotating sphere for the dark matter distribution, a Maxwellian velocity distribu-
tion, and an agreed-upon set of measured astrophysical quantities. The astrophysical
quantities are the local dark matter density pg, the Galactic escape velocity vesc, the
Solar peculiar velocity vg, the Galactic rotational velocity at the Sun’s radius ©g, and
the Earth’s orbital velocity vg. The Maxwellian velocity distribution, boosted to the
Earth’s frame, is
e*(v+vE)2/U3 V < Vese
f(v,vE) x , (12.21)
0 U 2 Vesc
with the earth’s velocity as vp = ®¢+ve+vg. The characteristic velocity vy is identical
to ©p in the SHM. The values of these astrophysical measurements adopted in the SHM

are given in Table 12.6. The orbital velocity is usually assumed to average out over a
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Constant Symbol SHM Value Source
Characteristic Velocity Vo 220 kms ™! [370]
Solar Peculiar Velocity Ve 12.2 kms™! [371]
Earth Orbital Velocity Vg 29.8 kms™! [183]
Galactic Escape Velocity Vesc 544 kms™! [372]
Local Dark Matter Density  po 0.3 GeVc2em™3  [29]

Table 12.6: Astrophysical constants and their values in the Standard Halo Model.

year and neglected in all but annual modulation searches.

As with any astrophysical measurement, there are uncertainties associated with the
values in Table 12.6 and the SHM assumptions. The reviews by McCabe [208] and
Green [207] provide overviews of the uncertainties on these parameters and their effects
on dark-matter direct-detection experiments. They provide a basis for the following
discussion on the uncertainty in the Run 2 result from the SHM.

The least certain astrophysical value is the local dark matter density pg, which
is usually quoted as having an uncertainty of a factor of 2 or 3 [29]. However, the
ultimate source for this canonical value is unclear [373] and measuring the local density
has many difficulties as detailed in [374, 375]. Several recent estimates of py can be
found in Table 12.7. There are reasonably large differences between the measurements,
with one contribution to this being differences in the assumed dark matter halo. Since
po is a proportionality constant in the WIMP rate calculation, changing py by some
factor scales the limit by that factor (a larger py gives more dark matter particles to
interact with at the detector, making a non-detection give a stronger limit by the same
factor). Knowing that such a shift is possible for all limits, the canonical value of
po = 0.3 GeV e 2cm™3 is still used.

The SHM measurement for the galactic escape velocity vesc comes from the 2007
RAVE Survey. That measurement uses a marginalized MLE fit to the survey data,
giving a median value of 544 kms~! with a 90% uncertainty of 498 < wege <
608 kms~! [372]. In 2014, the RAVE collaboration released a more recent result [384],
where a similar MLE fit was performed with a median value of 533 kms™' and 90 %

1

uncertainty of 492 < wveee < 587 kms™ . The posterior distribution from which these
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Author Year p [GeV c? cm_?’] Source
Widrow et al. 2008 0.30£0.05 [376]
Weber and de Boer 2010 0.3+0.1 [377]
Catena and Ullio 2010 0.394+0.03 [378]
Salucci et al. 2010 0.43+0.15 [373]
Garbari et al. 2011 0.1115:32-1.257030  [379]
Garbari et al. 2012 0.8515:27-0.95T053  [380]
Nesti and Salucci 2013 0.497505 381]
Bienaymé et al. 2014 0.54 4+0.04 [382]
Lavalle and Magni 2015 0.08-0.42 [383]

Table 12.7: Recent estimates of the local dark matter halo density. Due to the large sys-
tematic differences between the results, including in assumed halo profiles, the canonical
value of p = 0.3 GeV e 2cm™? is still used. The Garbari et al. sources give a range of
models.

values are taken from are given in Fig. 12.23 for both the 2007 and 2014 results. Al-
though fits to Galactic parameters, such as those done to determine vy, also provide
values of vese, the direct measurements from the RAVE Survey are considered more
accurate. The 2007 RAVE value is still the standard for use in the field, however the
adoption of the 2014 result would likely be more accurate.

The Solar velocity with respect to neighboring stars, the peculiar velocity ve), used

in both the dark matter and astrophysical fields have come from one of two direct
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measurements. The total peculiar velocity is parameterized as (Ug, Vi, W), where Ug,
is the radial velocity towards the Galactic Center, Vi is the velocity in the direction
of the Galactic rotation, and W is the upward vertical velocity. In 1998, Dehnen
and Binney found (10.00 4 0.36,5.23 & 0.62,7.17 £ 0.38) kms~! [385] which was used
until it was superseded by Schonrich, Binney, and Dehnnen in 2010 with values of
(11.0 £1.2,12.24 +2.1,7.25+ 1.1) kms™! [371]. The SHM takes vy = (0,Vy,0) =
(0,12.24,0) kms™ .

Assuming the Galactic rotation curve has reached its asymptotic value at the Solar
radius Ry, the characteristic velocity vg is identical to the Galactic circular velocity at
Ry in the SHM. This Galactic velocity is labeled in the literature both as the circular
velocity (Og, V¢, ve) or the local-standard-of-rest velocity (©rsr, Visr, vrsr). There
are numerous estimates of this parameter using various approaches, a selection of which
are given in Table 12.8. The large, and inconsistent, spread of values indicates likely
systematics between measurements. One source of this uncertainty is the various Galac-
tic modeling employ with another being that ©¢ and V are strongly correlated [386]
and thus the choice of prior on Vg (usually between the two values quoted above, or
V& can be a free parameter in a Galactic fit) can affect the reported vale of ©g. The
canonical value is an older recommendation and a newer value is likely more accu-
rate. The smallest allowed value from these measurements is 196 kms~! from McMillan
and Binney [387]. The largest allowed value is 270 kms™' from the 2009 Reid et al.
result [388].

All of the astrophysical measurements are interrelated and values of different pa-
rameters are correlated. As already stated, Vi and ©g are correlated with Reid et al.
finding a Pearson product-moment correlation coefficient of -0.796 [386]. ©q is also
correlated to wvese, With the RAVE survey performing two different fits and finding
Vese(©p) = 533751/511738 kms™! for Oy = 220/240 kms™! respectively [384]. Lastly,
©p and p are both correlated to measurements of Ry (Reid et al. finds a correlation co-
efficient between 0y and Ry of 0.465) and hence each other. If A®¢ ~ +30 km s7!, then
Ap/p =~ F20 % [208]. Any approach to estimating the uncertainty in a dark matter limit
by considering the different astrophysical measurements independently will inherently
over-estimate the total uncertainty due to these correlations.

Building an updated complete model accounting for these correlates was initiated
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Author Year ©Og [km s_l] Source
Kerr and Lynden-Bell 1986 220 + 20 [370]
Reid et al. 2009 254+£16 [388]
Bovy et al. 2009 236+ 13 [389]
McMillan and Binney 2010 225 + 29 [387]
Koposov et al. 2010 221+18 [390]
Bobylev and Bajkova 2010 248 +14 [391]
McMillan 2011 239+5 392]
Bovy et al. 2012 218+ 16 [393]
Carlin et al. 2012 232414 [394]
Honma et al. 2012 238+ 14 [395]
Reid et al. 2014 240+ 8 [386]
Reid ef al. 2014 243 + 6 1386]
Bobylev and Bajkova 2016 230 + 12 [396]

Table 12.8: Measurements of the Galactic circular velocity at the Sun’s location ©g. The
canonical value is the Kerr and Lynden-Bell recommendation of 220 kms~!. Systemat-
ics, notably differing model assumptions made by the authors, are evident between all
of the measurements. The two values from the 2014 Reid et al. result assume different
priors.
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by Lavalle and Magni [383]. They start with the 2014 RAVE result and then incor-
porate the 2014 Reid et al. result as it makes similar prior assumptions to the RAVE
paper. Specifically, an alternative fit by Reid et al. assumes the solar peculiar veloc-
ity from [371], same as the RAVE paper, and gets O = 243 + 6 kms~! with similar
goodness-of-fit as their primary result 240 + 6 kms~! [386]. A new, more consistent,
and unified halo parameterization could perhaps then be to use Vi = 12.24 km st
from [371], vese = 533 kms™! from [384], and ©¢ = 243 kms~! from [386]. Lavalle and
Magni also note that such a model would indicate p = 0.37-0.57 GeV/c?cm™3 at the
20 level.

For the present study, the uncertainties on ves. and vg = ©g are propagated into
the Run 2 limit as uncorrelated. The uncertainty on vg is small in comparison and
is neglected while the uncertainty on pg is understood as a scaling factor (neglecting
correlations). The two uncertainties are propagated in a similar fashion as the analysis
uncertainties, where uncertainty distributions for each are defined and sampled 1000
times, with the final uncertainty bands being drawn from the resulting 1000 limits.
For vy, wary of unknown systematics between the many measurements in Table 12.8, a
conservative flat distribution is used between 196 < vg < 270 kms ™! to encompass all of
the measurements. For vegc, the posterior distribution from the 2014 paper which gives
the vese = 533 kms™! value is directly used. It would be technically more consistent
with the SHM to use the 2007 RAVE distribution, but changing which median value has
an almost negligible effect on the Run 2 limit. This justifies using the more precise 2014
likelihood distribution. For these halo-mode- uncertainty studies, the best-fit analysis
parameters, as described in Sec. 12.5.2, are used such that the only uncertainty is from
the astrophysical measurements.

Before combining the two uncertainty distributions, their individual effects are stud-
ied. Figure 12.24 shows the effect of varying vy while keeping all other SHM parameters
constant. The three curves shown give the Run 2 limit using the bounds of the vy
distribution along with the canonical value. Varying vy has two effects: (1) the disper-
sion of the Maxwellian distribution changes, which shifts where the most sensitive part
of the curve is, where larger vy gives more sensitivity to lower WIMP masses and (2)
the boost from the dark matter to lab frame changes, affecting which WIMP velocities

create recoils above threshold, where, again, a higher vy gives more sensitivity to lower
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Figure 12.24: Effect on the Run 2 best-fit limit from varying the characteristic velocity
in the SHMI vy while keeping all other parameters constant. Curves shown are for the

SHM value of 220 kms™* (black solid), and the upper and lower bounds of the measured
values at 270 kms~! (green dash) and 196 kms™! (purple dash-dot). Varying vg changes
where the most sensitive part of the curve lies in addition to slight changes in the lowest
accessible WIMP mass.

WIMP masses. Figure 12.25 shows the effect of varying ves. alone. The medians from
both RAVE papers and the 90 % uncertainty limits from the 2014 fit are given. The
difference between the median values is <1 %, which justifies using the 2014 fit’s smaller
uncertainty. Having a larger ves. allows for the higher velocity tail of the distribution

to be sampled, which in turn allows lower-mass WIMPs, by having a higher velocity, to
create recoils above thresholds.

The effect of propagating the vy and vesc uncertainties simultaneously is shown in

Fig. 12.26 by the 68 % and 95 % confidence bands from the 1000 limits. The best-fit
curve substituting the 2014 RAVE wves. value for the 2007 SHM value is also shown.
The uncertainty band from the astrophysical uncertainties is of comparable width to
the band derived from the analysis uncertainties.

The SHM assumption of a Maxwellian velocity distribution is also uncertain. Phys-

ically motivated alternatives or adjustments have been used in attempts to reconcile
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Figure 12.25: Effect on the Run 2 best-fit limit from varying the Galactic escape velocity
in the SHM ves. while keeping all other parameters constant. Curves shown are the
median values of the 2007 and 2014 RAVE Survey results at 544 kms~! (black solid)
and 533 kms™! (red dash) respectively, as well as the 90 % confidence bounds of the
2014 result at 492 kms™! (green dash) and 587 kms™! (purple dash-dot). The inset
shows an enlargement below WIMP masses of 2 GeV/c?. Varying ves changes the
lowest WIMP mass that can produce recoils above threshold and hence gives access to
lower /higher masses. The difference between the median-value curves is minimal.
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Figure 12.26: 68 % (yellow) and 95 % (orange) uncertainty bands on the best-fit Run 2
spin-independent limit (black) due to the uncertainties in most probable WIMP velocity
(vo) and Galactic escape velocity (vesc) used in the Standard Halo Model (SHM). The
uncertainty bands are found by computing 1000 different limits, each time sampling the
distributions for vy and vegs, and finding the desired confidence intervals in the resulting
distribution. The 2014 RAVE survey ves. distribution is sampled and thus the best-fit
curve substituting the 2014 median value into the SHM is given for consistency (red
dot). The best-fit limit computed using an alternative velocity distribution [397, 398]
is also presented (blue dash).
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experimental discrepancies [183, 207, 399]. Cosmological simulations also suggest that
the isothermal assumption of the halo is not accurate [400]. Many empirical models of
the velocity distribution have been built and fit to these simulations [401]. One such
model is that of Mao et al. [397] which gives a velocity distribution in the rest frame of
the dark matter of the form

flv) e~ V/va (U2 — U2)p, (12.22)

esc

where v,, and p are parameters of the model. One desirable characteristic of this model
is that it smoothly goes to zero at the escape velocity as compared to the artificial
cut-off needed in the SHM. A fit of this model to a Milky Way-like simulation, with
baryons, gives p = 2.7 and vy /vese = 0.6875 [398], where veg. is taken from the 2007
RAVE result. This distribution is boosted to the lab frame via v — |v + @¢ + vg + vgl,
where @9 = 220 km s~ ! is taken as the canonical circular velocity. The Run 2 limit
using this alternative velocity distribution and the best-fit efficiency is also shown in
Fig. 12.26. The limit is steeper at lower masses due to the more natural cut-off at the

escape velocity.

12.7 Spin-Dependent Limits

While SuperCDMS, including CDMSlite, is most sensitive to the spin-independent
WIMP-nucleon cross section, the presence of neutron-odd 3Ge (7.73 % natural abun-
dance) gives sensitivity to spin-dependent interactions. Even though "Ge is an odd-
neutron nuclei, recall that polarization and two-body currents also give sensitivity
to WIMP-proton interactions. The WIMP-nucleus standard cross section for spin-

dependent interactions is written in terms of the WIMP-nucleon cross section as (Sec. 3.2.2)

sp_ 1J+1 < Ur >2 |(ao + a}) (Sp) + (ag — a}) <Sn>|2 SD (12.23)

oy = o
3 J Hp/n a?]/n o

where J is the total nuclear spin, ag is the isoscalar coupling, a} = a1 (1 + day (0)) is the

isovector coupling including two-body currents da; (0), pur is the reduced mass between
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the WIMP and the nucleus, a,/, are the proton/neutron couplings, f,/, the WIMP-

p/n

proton/-neutron reduced mass, and crEPn the WIMP-proton/-neutron cross section. The
isoscalar /isovector couplings are related to the proton/neutron couplings as ag = ap+an,
and a1 = a, — a,. Given the dependencies of this expression, there is no single two-
dimensional plane in which spin-dependent results are compared. Two projections which
are considered here are: (1) pick a generic model for the couplings and set upper limits
as a function of WIMP mass and (2) pick a WIMP mass and set a limit on the coupling
coefficients a, and an.”

For the first approach, two special models are chosen: the proton-only (agp = a;) and
neutron-only (ap = —aj) bases. In these two bases, the WIMP-proton/-neutron cross
sections O'S/Dn are written in terms of the total-nucleus cross section agD by re-arranging
Eq. 12.23 and substituting the coupling values. The 90% upper limits in the two
planes, WIMP mass vs. WIMP-proton/-neutron cross section, from the Run 2 analysis
are given in Figs. 12.27 and 12.28 compared to other experimental limits. The limits are
computed in an identical manner as the spin-independent limit by sampling the analysis

uncertainty distributions 1000 times at each WIMP mass and presenting curves based

SD

on the resulting limit distributions. The limit on o}

restrictive than that on JSD

models, this result sets the most stringent limit for mwyp < 4 GeV/c2.

is ~1 order of magnitude more

, which is expected since "3Ge is neutron-odd. For both

These limits are computed with the Klos et al. structure function [198] which includes
two-body currents. For comparison, they are also computed using the older Dimitrov et
al. [200] structure function, which does not include two-body currents. For simplicity,
the comparison is done using the best-fit analysis parameters. These curves are given in
Fig. 12.29. The neutron-only limit is only slightly better with two-body currents while
the proton-only limit is ~1 order of magnitude better. Note that the SuperCDMS LT
and Run 1 curves used in Figs. 12.28 and 12.27 use the older Dimitrov et al. structure
function.

The second limit-setting approach is, for any given WIMP mass, to set a two-
dimensional exclusion curve in the a,-a, plane. This is most easily done by recasting

the coupling coefficients in polar coordinates as a,, = acosf and a, = asinf. The

" A third option exists: computing the coupling parameters from a specific WIMP model. Since the
field is no longer focused on any particular model, this method is not considered further.
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Figure 12.27: Spin-dependent (100 % neutron interaction) upper limit from CDMSlite
Run 2 median (90% C.L) and 95% confidence interval (thick black solid curve sur-
rounded by orange band) compared to other limits from the first run of CDMSlite
(thin red solid curve) [275], SuperCDMS (thin red dash curve) [402], LUX (thick yel-
low dot-dash curve) [217], XENON100 (thick yellow dot curve) [403], PICASSO (thick
magneta dash curve) [404], CDEX-0 (filled green triangles) [405], and CDEX-1 (open
green triangles) [406].
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Figure 12.28: Spin-dependent (100 % proton interaction) upper limit from CDMSlite
Run 2 median (90% C.L) and 95% confidence interval (thick black solid curve sur-
rounded by orange band) compared to other limits from the first run of CDMSlite (thin
red solid curve) [275], SuperCDMS (thin red dash curve) [402], LUX (thick yellow dot-
dash curve) [217], XENON100 (thick yellow dot curve) [403], PICO-60 (thin purple dot
curve) [230], and PICO-2L (thin purple dot-dash curve) [229], PICASSO (thick magenta
dash curve) [227], and SIMPLE (orange crosses) [231].
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Figure 12.29: Comparison of the best-fit SD limits computed using structure fuctions
from Dimitrov et al. (blue dash) and Klos et al. (black solid) for the proton- (a) and
neutron-only (b) interactions. The neutron-only limits have an ~8 % percent difference
between the two while the proton only limit are different by a factor of ~7.

proton-/neutron-only interactions above are recovered by taking § = 7/2 and 6 = 0

respectively. In the polar coordinates, the spin-structure function S(g) is then
S(q) = a®[(1 + sin 26) Soo(q) 4 cos 20.S10(q) + (1 — sinf cos 0) S11(q)] - (12.24)

A factor of a? similarly factors out of S7(0). For a given 6, a limit is set on the total-
nucleus cross section, as given by Eq. 3.32, which directly translates to a limit on the

2

radius parameter a®. For consistency, the free-proton in the proton-only scattering is

used as a normalization for all limits
SD 2 2 9 2 29
=—G = —G . 12.25
o —Gru —Grhpa (12.25)

The mechanics for creating a contour are, for a chosen WIMP mass, scan over 6 and
compute the upper limit on a? for each # value. The 90 % upper limits for WIMP masses
of mwmvp = 2, 5, 10, 20 GeV/c? using Run 2 data are shown in Fig. 12.30. Regions
outside of the ellipses are excluded. These limits are set using the analysis uncertainty
sampling method and the 68 % and 95 % uncertainty bands from the 1000 samples, at

each angle, are also given in the figure. The ellipses are rotated slightly from vertical
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due to the order of magnitude difference in sensitivity to a, over a,.

An alternative procedure for setting limits in the a,-a,, plane was proposed by Tovey
et al. in [407]. In that work, the authors derived a simple expression relating the allowed
values of a, and a, given the proton- and neutron-only limits

2
™

a a
> P 4 0
2 - bl
24Gp; ok oV ok

(12.26)

where aﬁ/n are the limits on the proton-/neutron-only cross sections for a given mass, the
small difference between p,, and p, is ignored, and the sign of the addition is the same
as the sign of the ratio (S,) /(Sp). This expression gives limits in the form of parallel
lines in the coupling-constants plane which are easy to compute once the proton- and
neutron-only limits are computed.

The Tovey result was derived before two-body currents were considered in the inter-
action. Including two-body currents into their derivation, done here for the first time,
shows a significantly more complicated relationship. The derivation starts with the ob-
vious observation that the allowed total-nucleus cross section is less than the limit set
upon it, i.e. agD / O'é‘ < 1, where O'OL is the limit on the total-nucleus cross section. The
total cross section is then split into terms proportional to (S,) and (S,). Under the
term proportional to (S,), o is written in terms of O'I[; via Eq. 12.23, while under the
term proportional to (S,) it is similarly written in terms of ol The resulting expression

is

{Sp)|

™ S |a0+a1 (1+5a1(0))|

(5,
24G3p2 = ol |2 + 0a1 (0)] {Sp) — da1(0) {Sn)]|
2
lag — ay (1 4+ 60,(0) (5]
* oL —5ai(0) (S + 2+ s Sy |+ 122D

which reduces to Eq. 12.26 when daq(0) — 0. The sign is now determined by the sign
of the ratio (ap — a}) (Syn) / (ap + a}) (Sp). The derivation could continue by writing
ap and ap is terms of a, and a,, but there is no general property of absolute values

which allows for the sum of the coupling terms to be separated. Deriving a limit would
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Figure 12.30: Upper limits on the spin-dependent WIMP-proton/-neutron coupling
coefficients a,/a, for WIMP masses of mwip = 2, 5, 10, 20 GeV. Limits are at the
90 % confidence level with the median (thick black), 68 % (yellow band), and 95%
(orange band) uncertainty intervals given.
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require numerical sampling and evaluation of (a,,a,) pairs. This limit-setting method
is more complicated now than it was without two-body currents. Specifically, not only
do O’é’ and ¢ depend on the nuclear physics model (which they did before as well),
but how they are related to each other now also depends on the nuclear model; a new
and undesirable property. This fact, and the added complexity of the expression, yields

preference to the polar coordinates method used in the main result.
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Chapter 13

Future Outlook

The power of the CDMSlite operating mode is apparent given the strong upper lim-
its set by the second SuperCDMS Soudan run. These limits are world-leading below
WIMP masses of ~4 GeV/c? on both the spin-independent and various spin-dependent
WIMP-nucleon cross sections. In light of this success, the SuperCDMS Collaboration
has put renewed focus and study into the method. This includes a third, and final,
CDMSIite run at Soudan with special calibration and plans for deployment in the next
experiment: SuperCDMS SNOLAB. It is largely due to the high-voltage operating mode
that SuperCDMS SNOLARB is extremely compelling as an experiment. Both of these

efforts should yield ever-stronger low-mass sensitivity.

13.1 Soudan Photo-neutron and CDMSIlite Run 3 Data

SuperCDMS Soudan Run 135 was the final data-taking run at Soudan and ran from
early-fall 2014 to late-fall 2015. The 2015 portion of the run was dedicated to two data
sets: ~3 months of CDMSlite WIMP-search data and ~6 months of photo-neutron
calibration data. For the latter data, a beryllium wafer was exposed to one of two
radioactive sources, 8Y or 124Sb, which emitted s that subsequently impinged on the
9Be (100 % natural abundance) and created neutrons. The 7’s released these so-called
“photo-neutrons” in a narrow energy range. The 1.84 MeV ~’s from ®8Y produced
148-156 keV n’s while the 1.69 MeV ~ from '?4Sb produced 21-25 keV n’s, where the
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energy range corresponds to the outgoing angles of the n’s.! The goal of the photo-
neutron data analysis is to use these neutrons with a known energy range to calibrate
the nuclear-recoil equivalent energy scale. This is generally important as the data at
low-recoil-energy are sparse in Fig. 12.7 and they do not extend to such low energies. It
is particularly important to help inform CDMSlite analyses in converting from keVe to
keVyp. At minimum, it should allow for a better evaluation of the systematic uncertainty
taken in that conversion. Other low-energy nuclear recoil calibration methods are being
considered and will hopefully be measured at test facilities in the near future.

CDMSlite Run 3 ran from Feb.-May 2015. In most aspects, Run 3 was similar to
Run 2 as it used a single detector with the same biasing and read-out electronics. The
most notable difference between them is that Run 3 used iT2Z1 instead of iT5Z2. The
change in detector was motivated by the lower LF-noise and threshold achieved in the
SuperCDMS LT analysis for that detector. The biasing potential difference was also
different, increased by 5 V to V;, = 75 V. Both of these changes were made with the goal
of lowering the analysis threshold compared to Run 2.

Preliminary studies by W. Page show that the 50 % trigger efficiency point reached
as low as 50 eV throughout the run [408]. The phrase “as low as” has more meaning
in this context than stating “as low as 55 eV,.” in Run 2. This is because the leakage
current, due to parasitic resistance, was significantly more variable in Run 3. Mid-
way through the run, the air-handler which supplied fresh air to the RF room was
turned off, after which the power-supply current stabilized. The response to this change
indicates more sensitivity to the atmosphere (although the CDMSlite adapter board
was the same between runs, the front-end electronics board was different) and could
also be related to the lower parasitic resistance indicated by Fig. 9.5. While Run 2 has
a ~2 % correction to the keVy energy scale due to the leakage current, Run 3 has an up
to ~33 % correction. This means that, prior to the stabilization, the threshold was as
high as ~75 eVee. The entire run was below the Run 2a threshold and approximately
40 (raw) days were spent in the stable configuration, which is significantly longer than
Run 2b. This larger effective exposure at lower thresholds, coupled with the expected

reduction in LF-noise rate, means that Run 3 should be more sensitive than Run 2

! A single outgoing angle corresponds to a single energy, and thus a mono-energetic source is obtained
at any given angle. The uncertainty on the incoming 7’s energy and how the ®Be nucleus is modeled
can also affect the resulting energy. Calculations courtesy of private communication with A. Villano.
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below WIMP masses of 3-5 GeV/c2. The overall lowest WIMP mass accessible should
also decrease slightly, to ~1.24 GeV/c? compared to ~1.29 GeV/c? in Run 2.2

A planned improvement to the Run 3 analysis is the implementation of a background
model and a corresponding fit to the energy spectrum. The components expected in the
spectrum are: electron-capture lines (both 'Ge and cosmogenic activation), Compton
scatters, tritium, and 2'9Pb surface decays. Detailed study is required to understand
how each of these backgrounds behave at such low energies. An example of the detail
needed is shown by D. Barker, who considered the Compton scatter background [409].
The Compton scatter spectrum is commonly considered to be flat at low energies, but,
as the energy of the incoming v becomes lower than the electron-binding energies of the
material, this flat behavior is no longer valid: i.e. in order to scatter and remove a bound
electron, the incoming v must have energy greater than the binding energy. There are
thus fewer available bound electrons to scatter with as the v’s energy decreases, creating
step-like behavior in the observed spectrum. The magnitudes of these steps are related
to the electron-shell geometry. As an example, an incoming 8 keV ~+ cannot release a
K-shell electron in Ge, with a binding energy of ~11 keV, and therefore only 30 of the
32 bound electrons are available for Compton scattering and the overall rate is reduced
compared to above the K shell. These steps have been observed in calibration data and
should be included in any spectral fitting of either run’s spectrum.

An estimate of the Run 3 sensitivity, again computed by W. Page [410], is given in
Fig. 13.1. This calculation assumes the same inter-peak background level as Run 2a,?
a flat 50 % efficiency based on the radial cut efficiency in Run 2, and a live time repre-
sentative of the later portion of Run 3, when the trigger threshold is lowest and most
stable. The model is sampled 100 times, using standard Lindhard to convert to keVy;,
and the 90 % confidence level upper limit computed using the optimum interval method.
The median, with the 95% uncertainty band, is presented and, in comparison to the
Run 2 limit, a reasonable increase in sensitivity below ~3 GeV/c? is expected. The

implementation of a MLE-style fit should also increase the sensitivity even further.

2 Both estimated using the standard Lindhard conversion (Sec. 12.2.2).

3 The presence of the high-radius background in Run 2b gives a, likely-unphysical, high background
rate below the M-shell line in that part of the run and subsequently increases the overall average
rate (Table 12.2). In general, such a background is not expected in Run 3, justifying the use of the
Run 2a-only rate.
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Figure 13.1: Projected sensitivity
for CDMSIlite Run 3 assuming a
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13.2 SuperCDMS SNOLAB Project

The next stage of the SuperCDMS Collaboration is building a larger and more sensi-
tive experimental apparatus at SNOLAB in the Creighton mine in Sudbury, Ontario.
SuperCDMS SNOLAB should be superior to the Soudan experiments in almost every
way, notably in larger and better performing detectors and in reduced backgrounds.
Research and development work for these improvements have been occurring for a num-
ber of years, with initial funding proposals submitted in 2012 and 2013 and the final
decision by the agencies to fund the experiment in 2014 as part of the “Second Gen-
eration” dark matter direct detection program put forth by the Department of Energy
and National Science Foundation in the United States. The power of the high-voltage
detector mode was one of, if not the, primary reason the experiment was chosen. The
mandate from the funding agencies upon selection was that SuperCDMS SNOLAB is
to focus on exploring the low-mass-WIMP parameter space. This shift from high-mass
WIMPs to low-mass WIMPs, and the correspondingly necessary shift in analysis pa-
rameters, changes the backgrounds and sensitivities compared to the initial simulations
in Sec. 8.2. The sensitivity estimates of the more mature planned SuperCDMS SNO-

LAB experiment are published in [411], and the description in the following sub-sections
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(a) iZIP Detector (b) HV Detector

Figure 13.2: iZIP- (a) and high-voltage- (b) type detectors to be used in the SuperCDMS
SNOLAB experiment. The crystals are 33.3 mm in radius, 100 mm in diameter, and
have a mass of 1.39 kg. The iZIP detector has interleaved phonon and ionization sensors
while the HV detector only has phonon sensors which cover a larger percentage of the
face’s area.

follows the discussion therein.

13.2.1 Physical Description

The detector technology is the heart of SuperCDMS and it has improved with each
generation of the experiment. T'wo detector designs will be used in SuperCDMS SNO-
LAB are shown in Fig. 13.2. For both designs the detectors will be larger than those
used in Soudan, with a height of 33.3 mm, a diameter of 100 mm, and a total mass of
1.39/0.61 kg for Ge/Si detectors. The first detector type, iZIP, interleaves the ionization
and phonon sensors and has 6 phonon and 2 ionization channels per side. The second
detector type, high voltage (HV), was designed specifically for CDMSlite-style operating
and contains only phonon sensors, with a higher percentage of the surface covered by
TESes, with six channels per side. In addition to being larger, the energy resolution and
other detector characteristics will improve over the Soudan detectors. Both germanium
and silicon detectors will be used. The inclusion of silicon detectors will allow a direct

cross-check of the c¢58R Si result and generally give access to lower-mass WIMPs.



CHAPTER 13. FUTURE OUTLOOK 328

iZIP HV Table 13.1: Planned characteri-

. . zation of the four types of SNO-

Ge S Ge & LAB detectors: Ge iZIP, Si
Number of detectors 10 2 8 4 iZIP, Ge HV, Si HV. The HV

Expected Exposure [kgd] 56 4.8 44 96 detectors do not have ionization
sensors. The arrangement will

Phonon Resolution [eV] 50 2 10 g be 4 towers of 6 detectors each.
Ionization Resolution [eV] 100 110 - - Table reproduced from [411].
Bias Voltage [V] 6 8 100 100

The number of, and expected parameters for, the four different types of detectors
are given in Table 13.1. The four types correspond to the two detector materials and
the two sensor layouts. The HV-style detector is expected to have phonon noise of
<10 eV, which corresponds to <1 eV, at the planned 100 V. Such a baseline noise
value will be an improvement of 10x over the CDMSIlite-Soudan runs. Note that as
SuperCDMS SNOLAB is to be a low-mass WIMP experiment, the initial payload will
be significantly smaller than that proposed in 2012 (4 instead of 12 towers): low-energy
searches become background limited more quickly. The cryostat will be larger than is
needed for this payload, allowing for upgrades in the future. In particular, if a signal
consistent with a WIMP of mass 10-30 GeV/c? is observed in a different, high-mass
focused, experiment, the SuperCDMS SNOLAB cryostat could be filled with iZIP-
style detectors to validate the signal. Complementarity between material types is also
important to study a positive signal as multiple targets are required to fully characterize
such a detection.

The experimental apparatus is shown in Fig. 13.3. The shielding, to first order,
follows the initial proposals’ geometry in that it is entirely passive. The outer-neutron
shield will consist of 60 cm of water (top and sides) or polyethylene (bottom). Inside of
the outer-neutron shielding will be a ?22Rn shield, inside of which will be continuously
purged by N, gas to mitigate atmospheric 222Rn. The inner shielding will consist of
23 cm of low-activity lead, for v shielding, and 40 cm of polyethylene for additional
neutron shielding. The cryostat will contain six copper cans, each 0.325 in. thick, and
space for up-to 31 towers of six detectors each. The operating temperature is designed

to be 15-30 mK, cooler than the 5060 mK at Soudan, which allows for better resolution
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Figure 13.3: Apparatus planned for the SuperCDMS SNOLAB experiment. Shielding
consists of, from outer to inner: 60 cm of water (top and side) or high-density polyethy-
lene (HDPE, bottom), 23 cm lead, 40 cm HDPE, and six 0.325 in. copper cryostat
cans (Snobox). Cans are thermally connected to the stages of the dilution refrigerator
through the C-stem (left) and electronics from the towers are fed through the E-stem
to the E-tank (right). The entire apparatus is seismically isolated from the cavern floor
as the mine is active and there is occasional blasting. Figure from [411].

in the detectors.

13.2.2 Backgrounds

The advantage of moving to the SNOLARB site is found from comparing the cosmogenic-
background fluxes. The fluxes of cosmogenic muons and neutrons are reduced by
approximately 2.5 orders of magnitude between Soudan and Sudbury, which relieves
the necessity of a specific muon veto layer. The iZIP detectors are estimated to have
cosmogenic-neutron rates of 73-77x1076 [kgyrkeV] .

In addition to cosmogenic neutrons and the bulk contamination of the shield, the
background model includes the cosmogenic 3H, 32Si, and numerous electron-capture

sources in the detector crystals, bulk contamination from components of the read-out
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Figure 13.4: Differential rates for the expected backgrounds in the Ge (a) and Si (b)
SuperCDMS SNOLAB detectors. Backgrounds are: 3H (pink), 32Si (purple), Ge activa-
tion lines (black), Compton scatters (red), surface 3’s (green), surface 2°Pb (orange),
neutrons (blue), and coherent neutrino scattering (cyan). The neutron spectrum ap-
pears to have a peaky structure, which is due to poor statistics on the cosmogenic
neutron simulation. Figures from [411].

electronics, surface sources resulting from 2??Rn, cavern-sourced radiation, and coherent
neutrino interactions due to solar neutrinos. The differential rates from each of these
backgrounds in the Ge and Si detectors are given in Fig. 13.4. The 2H and 32Si in the

crystals are expected to be the dominant backgrounds.

13.2.3 Sensitivity Projection

An analytical model is developed in [411] to represent the detector responses to the
input background spectra and analysis cuts. This model is applied to the backgrounds
in Fig. 13.4 to generate spectra usable for estimating the WIMP-search sensitivities,
assuming no WIMPs are present, of the four detector types. For the HV detectors, a
radial fiducial volume cut is applied, while for the iZIP detectors, radial and vertical-
depth fiducial-volume cuts and an NR/ER discriminating ionization-yield cut are all
applied. The energy ranges used for each of the four detector types are given in Ta-
ble 13.2. Although the noise resolution, in eVy, given in Table 13.1 would indicate lower

thresholds for the HV detectors, the ionization yield has not been measured at such
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Detector Type  Erow  FHhigh

[eVi]  [keVi] Table 13.2: Energy ranges used in
the SuperCDMS SNOLAB sensi-
Ge HV 40 25 tivity estimate for the four differ-
Si HV 78 25 ent detector types. Values taken
' from [411].
Ge iZIP 166 120
Si iZIP 272 120
107 ‘ 107 Figure 13.5: Expected sen-
1038 | 4oz sitivity of  the SuperCDMS
E ol 2 SNOLAB experiment on the
5 107 \\< lf; '10_3_§ spin-independent WIMP-nucleon
8 100 '\ 11048 cross section from Ge HV (dark
8 W\ -8 red dash), Ge iZIP (light red
S N\ g dash), Si HV (dark blue dash),
8 10 10°g and Si iZIP (light blue dash)
?10_437 710_7;_ detector types. These are com-
= Ipatsa % pared to current exclusion limits
= 104 sy S 10°7 given by solid curves. Figure
10-45 from [411].

0.5
WIMP Mass [GeV/c?]

low energies and therefore a conservative upper bound is taken. With more low-energy
calibration studies, these thresholds could be lowered.

The expected sensitivity reach of the SuperCDMS SNOLAB experiment for the spin-
independent WIMP-nucleon cross section is given in Fig. 13.5. The curves for each of
the detector types are calculated by sampling from the background model to create a
pseudo-experiment-spectrum and using the optimum interval to find the 90 % confidence
level limit for that sample. Numerous pseudo-experiments are simulated and the median
of the collection is given in the figure. SuperCDMS SNOLAB is expected to greatly
increase in sensitivity over current results below WIMP masses of ~5 GeV/c?, mainly
due to the Ge HV detectors. These sensitivities are calculated using the conservative
optimum interval. Using a likelihood-fitting approach will likely improve the sensitivity
and the collaboration is actively investigating such a method, both in these sensitivity
studies and in the CDMSlite Run 3 result.
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13.3 Finale

The dark matter direct detection field has evolved considerably since the early exper-
iments of the 1990’s. Evidence for historically favored solutions to the dark matter
problem, such as the supersymmetric neutralino, has been lacking, both from dark mat-
ter experiments and from colliders. Confronted with this, and with no firm and/or
verified detection signals, the field has been forced to broaden its search parameters
and to consider alternatives. In the United States, this has taken the form of a set
of second generation experiments. In addition to SuperCDMS SNOLAB, this includes
LUX-ZEPLIN (LZ) [412] and ADMX [413]. The three experiments are targeted at
low-mass WIMPs, high-mass WIMPs, and axions, respectively. This program is also
strengthened by non-US-based efforts, with the general classification of crystal experi-
ments pushing to lighter masses and liquid-noble detectors searching at heavier masses.
The CDMSIlite high-voltage technique will play a crucial role in in the upcoming low-
mass portion of this global push.

This global effort, however, has a potential stopping point ahead: the coherent neu-
trino scattering (CNS) background [414]. CNS, in which neutrinos elastically scatter
with the nucleus, is a prediction of the standard model which has yet to be experimen-
tally verified. In a direct detection experiment, these events would be nuclear recoils
and indistinguishable from dark matter. The sun provides a constant flux of neutrinos,
from various nuclear reactions, which could interact with a dark matter detector in this
way. This has both positive and negative consequences for the field. The positive is
that observing CNS would be a discovery of new physics. Precision measurements of
the interaction cross section would be another check of the standard model, and, as
neutrinos are one promising avenue for beyond-the-standard-model physics, such a ver-
ification is of general interest. The negative is that when CNS is detected, it will be an
irreducible background in dark matter searches; hence the “floor” moniker. Spectral-
shape fitting will be required to push below this level, which requires analyses to be
background subtracted. The curves given in the sensitivity plots are the dark-matter
equivalent (i.e. from interpreting CNS events as WIMPs) mass-cross section pairing for

the predicted standard model interaction.
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The future of the dark-matter direct-detection field is thus extremely exciting. Hope-
fully the upcoming experiments will observe a detection signal. If this is the case, a new
generation of experiments will be needed to hone in on that signal and tease out the
properties of dark matter, which is the first step to building an adequate theory and
discerning all the potential new physics therein. If the upcoming searches do not detect
a signal, the study of CNS will still be fruitful and the excitement shifts to looking at
new theories, paradigms, and other potential new physics. Approximately 25 % of the
universe consists of unknown matter, and the physics community will not stop until the

nature of this dark matter has been illuminated.
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Appendix A

Optimal Filter Theory

In an optimal filter (OF) fit, the amplitude of a signal with known profile is estimated by
maximizing the signal-to-noise. This is done by minimizing a x? parameter in frequency
space, which necessitates performing Fourier transformations on the signal traces. The
OF fit is superior to a simple time-domain y? minimization as non-white noise can
cause correlations in the time domain fit, while being uncorrelated between frequency
bins in the OF fit. The theory of OF fitting has been derived in several CDMS theses —
notably Golwala [415], Filippini [203], and Basuthakur [275] — and only the simplest

case is reviewed here in detail, with more complex results quoted from those sources.

Al 1x1OF

The simplest scenario is that of fitting a single template to a single signal pulse, known
as the 1 x 1 OF. In this case, it is assumed that the signal S(¢) is a sum of a known

template shape A(t) and Gaussian noise n(t) as!

S(t) = aA(t) + n(t), (A1)

where the template is scaled by some amplitude a, whose optimal value @ is desired. In

order to obtain a, the signal and template traces are transformed to frequency v space

! The optimal filter is in fact only “optimal” if this assumption is strictly true.
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via Fourier transformations as

Y(t) = - P(v)e 2™ dy (A.2)
. too
b(v) = Y(t)e ™ dt (A-3)

to give A(v) and S(v). For the noise, an autocorrelation function from many noise

traces £(t) is defined, along with its Fourier transformation, the power-spectral-density

(PSD) J(v), a

1 [T/2
&(t) = lim / n(t)n(t+ 7)dr (A.4)
T—)OOT —T/2
- +T/2 ‘
J(v) = lim E(t)e 2™ At (A.5)
T—00 7T/2

For Gaussian noise with variance o2, the PSD evaluates to that o2. Note that the
PSD can also be computed directly from the Fourier transformation of the noise traces
themselves as [415]

J) = lim = [a)?. (A.6)

+oo |S(v) —aA(v)
X2 —/ = dv (A7)
. W)
which is minimized by 9x?/ 8a}a:& = 0 giving
e AW )dz/
= J (”) (A.8)
[
with variance .
400 ‘S ‘
ol = / dv| . (A.9)
o J(V)

There are two immediate factors which make the above derivation too ideal for
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CDMS uses: the start time of any given pulse may not match the start time of the
template and CDMS pulses are digitized by an ADC, making them discrete vectors
instead of continuous functions.

The first factor is addressed by writing the signal pulse as having some delay tg from

the template pulse as
S(t) = aA(t — to) + n(t). (A.10)

This delay modifies Eqs. A.7 and A.8 by taking A(v) — e 2™ A(v).2 In addition to
optimizing the amplitude, the delay ¢y must also be computed. Doing so analytically is
intensive, but it can be shown that dx?/dty o< da/dty with second derivatives such that

the delay which maximizes the amplitude is the best-fit delay ty. The variance of fg is
‘1

dv| (A.11)

+oo A(V)
O'tgo = |a? /OO (27v)? ‘ 7o)

and decreases with increasing pulse-height.

The second complication is handled by converting continuous functions of time to
discrete vectors of k bins of size At, g(t) <> gx. These are transformed by applying
discrete Fourier Transforms (DFTs) to make frequency-space vectors of n bins of size

Av, §(v) < s,/Av. Integrals must also be converted to summations as fj;o dt <

N/2-1 +00 N/2—1
k:/—N/2 Ator [T dv Zni—N/2 Av.

A.2 OF Extensions

The theory can be expanded to include M templates being simultaneously fit to N
traces [275], which is termed the N x M OF. For CDMS uses, the 1 x 2 and 2 x 2
manifestations are needed in the 2T-fit and OFX algorithms respectively. These two

problems are formatted using matrices as

S=[a A B (A.12)
a2

2 The complex conjugation in Eq. A.8 also applies to the o prefactor.
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for the 1 x 2 case and

S A A n
o 1 2x | |01 L™ ’ (A.13)

So Aix Ao a2 n2

for the 2 x 2 case, where the explicit time dependence has been omitted for simplicity.
The general solution lies in writing the y? as
X2 _ Z [g*a _ e+i27rut0aj;1;§o¢:| {Va_ﬁl} [56 _ e—i27rut0ak:A£ ’ (A.14)

v

where the explicit dependence on v of tilde quantities is suppressed, Greek indicies are
over the N traces, Latin indices are over the M templates, Einstein summation notation
is used with both, and ‘Nfag = 0apPap0g is the covariance matrix between the different
traces’ noise which have correlation j,s and individual variances 2. In the usual case
of the noise being uncorrelated, V is a diagonal matrix with the J, along the diagonal.

The x? is minimized by solving the N equations
=P qlty), (A.15)

where the matrices are defined via
Py =S A {v A (A.16)

g = Z zzl;k»o‘ {Va_ﬁl} SBeti2mvto (A.17)

Several computation tricks are used to write the x* only in terms of ¢ [275], allowing for

a simple scan of possible ty’s with the optimal solution being that ty with the minimum

X2

The final OF-algorithm used by CDMS is for when the trace profile shape varies.
The above derivations assume that the signal profile is identical to that of the tem-
plate profile. The presence of non-stationary noise breaks this assumption and must

be addressed. Non-stationary noise is that for which the noise distribution shape has
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time dependence.? This is relevant if one portion of a signal trace matches the template
while another part does not, meaning the noise profile changes, i.e. has time-dependence,
during the portion which does not match the template.

Non-stationary noise is accounted for by using a non-stationary OF (NSOF'), which,
mathematically, is very similar to the general N x M OF. For this case, there is only
one template and trace (1 x 1 scheme), but there are correlations between different

frequencies in the noise. The x? is written as

2= Z [S*(V)e+i2””t° — afl*(y)} {V(l/, l//)_l} {5(1/) e~i2m/'to _ afi(yl)} , (A.18)

v’

where V (v,1/) is the auto-covariance, which is non-diagonal. The auto-covariance is
computed by considering, in frequency space, the residual differences between many
signal traces and the template. If there is a strong correlation between two frequencies
V1, 9, then V(yl, v9) is large and its inverse is small. The result is that the frequencies
which have strong correlations are de-weighted in the x? computation. The optimal

amplitude, as a function of ¢ is

) Zw/ S*(V)€+i27wto {f/(y’ I/I)_l} A(V’)
a(to) = - - —
S A ) {V ) Aw)

(A.19)

Numerically, Eq. A.19 is substituted into Eq. A.18 to have x?(tg). A scan is performed
over ty to find the minimum value of x2. This gives ¢y and, by Eq. A.19, a.

3 The noise n(t) discussed previous does have time dependence, but the overall shape, usually assumed
to be Gaussian, does not change. It is therefore stationary noise.



Appendix B

Electron Capture on 1Ge and the

Resulting De-excitation

The energy spectrum resulting from the decay of "'Ge via electron capture is crucial
for calibrating the energy scale of CDMSlite. "'Ge is created by neutron capture on the
natural "“Ge found in the iZIP detectors, with the neutrons originating from the 2*2Cf

calibration source utilized by SuperCDMS. This entire processes is

0Ge +n — "Ge
MGe+e— "Ga+ v,

Ga — ™Ga+ s, €’s.

where the last line depicts atomic relaxation and the unstable "'Ge has a half-life of
11.43 days [326]. The purpose of this appendix is to explore the details of the last
two steps in this process with the goal of characterizing, in better detail than other

sources [416, 417], the ratios of the final decay product ’s and e’s.

B.1 The "Ge Electron Capture Process

An extensive review of electron-capture physics is given by Bambynek et al. in [418],
where the underlying particle physics is espoused and many properties of the decay

tabulated. At the particle level, the electron capture process is the same process as the

379
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Shell K Ll L2 L3 Ml Mg M3 M4 M5 N1 N2

Number 2 2 4 2 2 4 2 8 2 2 2
Orbital 1s 2s 2p1/2 2p3/2 3s 3]?1/2 3p3/2 3d3/2 3d5/2 4s 4p1/2

Table B.1: Number of electrons in each shell for free germanium.

BT decay of a proton to neutron, where instead the 3 is brought to the left side of the
reaction giving

p+e—n-+rve.

This process occurs within a parent atom of atomic mass and number (A, Z) leading to
a daughter atom of (A, Z — 1). For the particular decay of interest for CDMSlite, the
parent is "'Ge and the daughter "'Ga. For many nuclei, the daughter nucleus is initially
in an excited state and promptly decays to its ground state while emitting O(MeV) ~
rays. This processes, however, does not occur for "'Ga and is not further discussed.

The first step in understanding the process for the "'Ge decay is considering which
electron is captured by the germanium nucleus. In principal, the captured electron
can originate from any electron shell, as long as conservation rules are observed. For
unbound germanium, there are 32 electrons in the 15225%2p%3523p®4523d'%4p? orbitals,
which completely fill the K, L, and M shells and partially fill the N shell as is shown
in Table B.1. A method for computing the fractional electron-capture probabilities for
each shell is given in [419] and is used for the following discussion.

The starting point for the calculation is with the obvious fact that the fractional

capture probability from each shell must sum to unity
P+ Pr, + Py + Py =1, (B.1)

where P; is the total probability of capture for the entire " shell. For the L and
higher shells, the capture probability is dominated by the first sub-shell with small
contributions from the second sub-shell. Higher sub-shells can, and will, be neglected
in this discussion, though it should be explicitly stated that capture from the L3 sub-
shell is a forbidden transition and has an effective probability of zero. If the ratios of

the probabilities between different shells are known, Px can be calculated by rewriting
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Eq. B.1 as
Py Py Py -1
Pr=<{1+>"2 1+ (1422 . B.2
K {+PK{+PL(+PM>H (B2)

Pr, Py, and Py are then calculated using the known ratios and this value of Pg.
These ratios are “known” by computation, and are products of energetic and geo-

metrical factors as

Py Q-Fr,\’
me o (G me) (59
Py Q- Eu, \?
PL _kML<Q_EL1> (BA)
Py Q- En, \*
Py v <Q - EM1> ’ ()

where ) = 232.5 keV is the energy available for the electron-capture process, F; is the
electron binding energy of the i*! shell of the daughter nucleus (see Sec. B.2), and kji, is
the geometrical factor between the j*™ and k' shells of the parent atom. The geometry
of import in kjj is that of the electron orbitals as the probability for capture increases
if the given electron cloud is denser in the region of the nucleus. Subtleties involving
the overlap and uncertainty on the electron waveforms in atomic configuration, as well
as the relation between different sub-shells also contribute. The kj; were tabulated by
Schonfeld [419] and the values for germanium are krx = 0.1110(16), kry = 0.167(4),
and knpr = 0.078(7).

The last component to consider for this initial process is what portion of the cap-
tures occur in the second sub-shells compared to the first. These values for a selec-
tion of atoms were collected in [418] and extrapolation to germanium gives the ratios
Pr,/Pr, =0.0093, Py, /P, = 0.0094, and Py, /Pn, = 0.0046. This last value is almost
certainly not correct for crystalline germanium since the Ns electrons are conduction
band electrons and participate in chemical bonds, which affects the electron-capture
process [420]. These effects are ignored here since the capture probability for that shell
is very small, and, since the energy released is so low, any difference is not observable in
an iZIP detector. The final fractional electron-capture probabilities for "'Ge are given
in Table B.2.
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Shell  Probability [%] Sub-shell Probability [%]

K 87.57

L 10.53 L4 10.43
Lo 0.10

M 1.78 My 1.76
Mo 0.02

N 0.12 Ny 0.12
Ny < 0.01

Table B.2: Fractional electron capture probabilities by shell and sub-shell for "'Ge.
Sub-shells not listed have negligible capture probability. The value listed for capture
from the Ny shell is for a free atom and is most certainly not correct for a crystal and
can be ignored.

B.2 The "'Ga De-excitation Process

Once an electron is captured, the resulting "!Ga atom has a vacancy in an electron shell
due to the missing (captured) electron. This excited atom quickly de-excites through
atomic processes and fills the vacant shell either by x-ray or Auger-electron (Auger-e)
emission. This is a multi-step process which shifts the vacant spot to the outer shells
until a stable electron configuration is reached. For an atom in a crystal, such as an
iZIP detector, stability is reached when the vacancy reaches the band-gap. The energy
available for release during the de-excitation process corresponds to the electron binding
energy, of the daughter atom, from the shell where the vacancy starts, i.e. the shell from
which the initial electron was captured. For the specific case studied here, the daughter
atom is 'Ga and the electron binding energies, defined to be positive for use here, for
gallium are given in Table B.3.

The vacancy is filled in one of two ways: x-ray emission or Auger-e emission. For
an x ray, an electron from a higher shell with binding energy FEs falls into the vacancy
at binding energy F; and a ~ is emitted with energy equal to the difference in shell
binding energies £, = FE; — E (note that the final and initial designations on the
energies correspond to the position of the shell vacancy). Auger-e emission is similar in

that a higher shell electron falls to the lower shell, but, instead of emitting an x ray, an
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Shell Energy [eV]  Shell Energy [eV]

K 10367.0 Mo 103.5
Ly 1299.0 M3 100.0
Lo 1143.2 My 18.7
Ls 1116.4 Ms 18.7
M, 159.5 Ny 1.5

Table B.3: Electron binding energies for "'Ga for the K through N; shells. Values
from [421].

electron from a different higher shell is ejected. If the binding energy of the shell from
which this electron is ejected is Fs3, then the kinetic energy of the ejected Auger-e is
E4 = FE1 — E5 — E3. The probability for undergoing x-ray or Auger-e emission depends
on which shell contains the vacancy.

In these processes, the vacancy shifts from a lower shell to a higher shell. For
instance, if the vacancy starts in the K shell and is filled by an L-shell electron, there
would now be a vacancy in the L shell which would need to be filled. If the vacancy
is filled by an Auger-e process, there would potentially be two vacancies. A cascade of
x rays and Auger electrons occurs until the vacancy reaches the outermost shell and
the "'Ga becomes stable. This cascade contains nearly all of the energy of the original
vacancy binding energy. The reason for this is that, in a semiconducting germanium
crystal, the valance electrons in the last full electron shell, M5, are just below the
band-gap of E; = 0.74 eV (at ~50 mK [261]) which is below the resolution of current
detectors. The cascade eventually ends with valence electrons being ejected, which
reduces the kinetic energy by this negligible amount. As an example, consider an initial
vacancy in the K shell which is filled by an L-shell electron and emits an x ray (process
1). The vacancy in the L shell is then filled by an Auger-e process which takes an
electron from the M shell and ejects a valance electron (process 2). The M-shell gap

then is both filled by and ejects a valence electron in another Auger-e process (process
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3). The total energy E; released to the crystal for this cascade is

process 1 process 2 process 3
E;, = (EK—EL>+(EL —EM—Eg)—l-(EM—Eg —Eg) (B.G)
E, = Ex — 3E,. (B.7)

At this point there are three holes in the valence band of this atom. However, when the
ejected electrons relax back to the Fermi sea, two of them are filled (gallium requires one
less electron than germanium to be neutral) releasing the 2E, of energy to the crystal.

This gives the total energy released

E; = Ex — E,

—~
™
oo

~—

Et ~ EK

—
oe
)

~—

This very simple! argument demonstrates that it is reasonable to associate the full or-
bital binding energy of "'Ga with the features observed in the energy spectrum following
an electron—capture.2

One final comment should be made about a particular type of Auger-electron process.
This sub-process, called a Coster-Kronig transition [422], is the process whereby the
initial vacancy and the filling electron come from different sub-shells of the same shell,
i.e. an inter shell transition which ejects on outer electron. This process is prominent in
gallium for filling vacancies in the L shell and is treated along with the other Auger-e
processes in the following discussion.

The lifetime 7(i) for filling a vacancy in the i*" shell and the total natural width

I'(7) of the associated feature are related by the uncertainty principle as
L(i)7(i) ~ h. (B.10)

The lifetime can be calculated using the width, which is the sum of the x-ray (radiative)

width T'p(i) and the Auger-e width T'4(i) (where I'4(i) includes any Coster-Kronig

! Likely oversimplified if all lattice physics were to be considered.

2 The band gap energy becomes significant if the initial vacancy is created in the outer M or N
shells, but the probability for such captures is minimal and the features which would be created by
them are below current detector thresholds. This subtlety will be ignored for now, though it may
become important for future detectors with better resolution and thresholds.
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effects). These natural widths have been measured for gallium [423], are of O (eV), and
give lifetimes of O (10_16 s). For all practical purposes, the de-excitation of "'Ga can
be treated as instantaneous.

Characterizing the de-excitation of 'Ga requires a large and complete set of pa-
rameters which have been theoretically predicted and/or measured over many years.
A guide for what is required can be found in [424], from which the following discus-
sion is based. The first parameter is the fluorescence yield w; = I'g(7)/T'(¢) which
characterizes, for the i*" shell, what percentage of vacancies lead to an x-ray emis-
sion. The Auger yield, the percentage of vacancies which lead to an Auger-e process,
is T4(7)/T(i) = (1 —w;) = P(e;). The other parameters indicate what type of x-ray or
Auger-electron process occurs.

The nomenclature to describe these different processes is as follows. For x rays, a
convention has been established to name specific transitions as shown in Fig. B.1. For
an x ray which does not have a specific name, the two shell levels associated with the
transition are given, i.e. I'(Ly — L1) is the width of the x-ray resulting from an Lo
electron filling a vacancy in the L; shell. The naming convention for Auger-electron
processes uses three letters which denote, in this order: the shell of the initial vacancy,
the shell of the filling electron, and the shell of the ejected electron. If the shell is denoted
as X or Y, it means an M- or N-shell electron, i.e. P(KLX) =T (KLX) /T(K) is the
probability of the process where a K-shell vacancy is filled by an L-shell electron and

ejects a M- or N-shell electron.

B.2.1 K-Shell Vacancies

Five measurable ratios are used to characterize the K-shell vacancy-filling process

x = P(Kg)/P(Kq) (B.11)
y = P(Kay)/(Kay) (B.12)
r= P(Kg,)/P(Kj) (B.13)
uw= P(KLX)/P(KLL) (B.14)
v=P(KXY)/P(KLL), (B.15)
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Figure B.1: Schematic of x-ray transitions along with the naming conventions used for
each line. Figure from [421].

where P(Ko) = Y, P(Ka,), P(Kg) = 5, P(Kg,), P(Kp, ) = 5, P(M; - K), and
P(KéQ) =Y, P(N; = K). The values for wg, z, y, u, and v are found in [425], and
the value for r is extrapolated from [426]. The resulting probabilities for different K-
shell filling processes, along with their computation from these ratios and wg, are given
in Table B.4.

Knowing where the new vacancies in the L, M, and N shells occur for the Auger-e
processes is difficult, but can be characterized by a vacancy transfer function 7;;, where
7;j is the number of a vacancies created in the 4t shell for every vacancy in the i shell.
As an example, consider nxr,, the number of vacancies created in the Ly sub-shell by

a vacancy in the K-shell, as

FR(LQ — K) n 2FA(KL2L2) + FA(KLlLQ) + FA(KLQLg) + FA(KLQX)
I'(K) I'(K)

NKLy, =
(B.16)

NKL, = P(Kaz) =+ n;(Lp (B'17)

where ng-;, is the number of vacancies created only by Auger-e processes. This gives
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Process Derivation Energy [eV] Probability [%] New Vacancy
WK 51.70

P(K.)  wi/(1+) 45.13 L

P(Ka)  wi/(1+y) 9250.6 29.80 Ls

P(Ka,)  yP(Ka,) 9223.8 15.33 L

P(Kpg) zP(K,) 6.58 M or N
P(KL)  P(Kg)/(1+7) 10267.0,/10263.5 6.54 M

P(K)  rP(K}) 10365.5 0.03 N

Pleg)  (1-wg) 48.30

P(KLL) P(ex)/(1+u+wv 155.8 36.81 L1, Ly
P(KLX) uP(KLL) <9249.1 10.71 L, Mor N
P(KXY) vP(KLL) <10367.0 0.89 2% (M or N)

Table B.4: De-excitation probabilities and energies for a vacancy in the K shell of "'Ga.

the number of vacancies created in the Ly shell from Auger-e processes only as

77;{142 =TMNKLy — P(Koc2)'

(B.18)

Such Computations are also performed for vacancies created in the L1, L3, and M shells.

Values for ng; are found in [427] and they, along with the computed values for 7%, are

given in Table B.5.

Coefficient Value Coefficient Value
NKL, 0.177  n%p, 0.177
NK Ly 0.468 U?{LQ 0.315
NKLs 0.647 T]?(Lg 0.349
KM 0.303 7% 0.237

Table B.5: Vacancy transfer coefficients, both total (left) and from only Auger-e pro-
cesses (right), for a vacancy in the K shell. Values for the total coefficients are from [427].
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Process Derivation Energy [eV] Probability [%] New Vacancy
w1 0.089

P(Lg,) wy - P(Ms), 1195.5 0.031 M,

P(Lg,) wy - P(Ms), 1199.0 0.057 M

P(L3 — Ll) w1 - P(Lg)l 182.6 0.001 L3

P(er,) (1 —wi) 99.911

P(LlLQX) f12 §155.8 20.500 LQ, M or N
P(LngX) f13 §1826 72.600 L3, M or N
P(LlXY) (P(eLl) — f12 — flg) <1299.0 6.811 2X(M or N)

Table B.6: De-excitation probabilities and energies for a vacancy in the L shell of ' Ga.

B.2.2 [- and Higher-Shell Vacancies

If a vacancy is present in one of the L sub-shells, calculations similar to that of the
K shell can be performed. This is complicated, however, by the L shell having three
sub-shells which must all be treated separately. There are three fluorescence yields w1,
ws, and ws for the L1, Lo, and L3 sub-shells respectively. There are also three Coster-
Kronig probabilities fi2, fi3, and fo3, where f;; indicates an Auger-e transfer from the
L; to the L; sub-shell. Many x-ray transitions going to the L sub-shells are possible as
indicated by Fig. B.1, all of which must be considered. Understanding how to fill one
of the L-shell vacancies is complicated, but crucial since, in addition to the 10.5% of
electrons which capture from the L-shell, many of the K-shell filling processes create
an L-shell vacancy.

Values for the fluorescence yields and Coster-Kronig probabilities can be found
in [428] and values for the x-ray widths can be found in [429]. The widths are used,
with the fluorescence yields, to derive the probability for a given x-ray, i.e. P(Ly,) =
w3 - I'(Ms = L3)/ >, T'(X; = L3) = ws - P(Ms);. The probabilities for filling L-shell
vacancies are given in Tables B.6-B.8 for the L;—L3 sub-shells respectively. In the ta-
bles, a < sign indicates that the exact energy of the process cannot be given, due to the
participation of X and Y electrons, and the listed amount is available.

The vacancy transfer coefficients 1y, for transferring a vacancy from an L; shell
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Process Derivation Energy [eV] Probability (%] New Vacancy
w9 1.220

P(Ly) wy - P(Mjy), 983.7 0.064 My

P(Lg,) wa - P(My), 1124.5 1.152 M,y

P(Lyy) wa - P(N1), 1141.7 0.005 N

P(er,) (1 —w2) 98.780

P(L2L3X) f23 §26.8 2.600 L3, Mor N
P(LQXY) (P(CLQ) — f23) §11432 96.180 QX(M or N)

Table B.7: De-excitation probabilities and energies for a vacancy in the Ly shell of 'Ga.

Process Derivation  Energy [eV] Probability [%] New Vacancy

w3 1.180
P(Ly) w3 - P(M), 959.9 0.055 M

P(Lay,) ws - P(My), 1097.7 0.115 My

P(Lq,) w3 - P(Ms5), 1097.7 1.006 Ny

P(Lgg) ws - P(N1)4 1114.9 0.009 N

P(er,) (1 —ws3) 98.820

P(L3XY) Pl(er,) <1116.4 98.820 2x(M or N)

Table B.8: De-excitation probabilities and energies for a vacancy in the Ls shell of ' Ga.
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Coefficient Value Coefficient Value

nNram 1.030 T]EIM 1.029
Lo M 1.944 75y, 1.932
MLy M 1.984  np 1.973

Table B.9: Vacancy transfer coefficients, both total (left) and from only Auger-e pro-
cesses (right), for a vacancy in the L shell. Values for the total coefficients are from [427].

to the M shell can also be considered. These, along with the 77 ), transfer coefficients
from only Auger-e processes are defined in the same manner as Eq. B.18. These values
are given in Table B.9.

After the K- and L-shell de-excitations, vacancies are left in the M or N shells,
where the data and theory are scarce for such a low atomic number. For the M shell,
the average (between all sub-shells) fluorescence yield wy; = 1.35 x 1074 has at least
been measured and fit in [430]. This means that an M-shell vacancy will be filled by an
Auger-e >98% of the time and, for the purposes here, 100% is assumed.

For the energy levels of the M and N shells, what type of radiation is generated
in the de-excitation is effectively non-consequential. The reason for this is that the
path-length for both x rays and electrons at these energies is so small (O (10 nm) for
~100 eV photons [421]) that neither will escape the detector and any energy deposition
will appear the same. Considering that the cascades given in Tables B.4 and B.6-B.8
mostly end with these low energy interactions, and that the time-scale for the de-
excitation is nearly-instantaneous, the low-energy part of the cascade will appear the
same in a SuperCDMS detector, regardless of whether it is an x ray or an Auger-e.

A general summarization table, which combines the information in Table B.2 with
that of Tables B.4-B.8, is given in Table B.10. In the summary table, the word “cascade”
is used to indicate where the vacancy has shifted to and information on the new vacancy’s
de-excitation needs to be considered. Typically more information should be sought in the
detailed de-excitation and vacancy transfer coefficient tables to completely understand
what occurs during such a cascade. Also, for uncommon processes which have more
than one sub-processes, i.e. Kz, the sub-process which gives the most energy to the first

x ray/Auger-e is given. It is not possible to indicate the exact energy for each entry
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in the table, due to summarizing multiple processes or Auger-e possibilities, and such
instances are indicated with a < sign in the table meaning that this amount of energy

is available for the resulting processes.
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Appendix C

Correlated Noise Score

Development

In order to assist in the understanding and removal of low-frequency noise (LF-noise)
in the CDMSlite Run 2 analysis, vibrational noise monitors were installed in Soudan
(Sec. 9.3). The output from those monitors is utilized in the analysis through a corre-
lated noise score (Sec. 11.3.2). The purpose of this appendix is to detail the theoretical
development of this score, and demonstrate its uses in removing LF-noise. The devel-
opment proceeded in two major steps, starting with a one-dimensional score which was
subsequently generalized to two-dimensions as described below. The one-dimensional
score was initially developed by R. Basu Thakur [336-338, 431, 432], who was also

instrumental to the creation of the SuperCDMS noise-monitoring program.

C.1 One-Dimensional Score

In this appendix, the score is developed based on a set of fake data which demonstrates
the primary characteristics which the score should identify. This fake data is shown in
Fig. C.1. Some variable, call it E, is measured as a function of a time. Different behavior
in F is seen at different times. There is a baseline width in E with both short- and
long-term fluctuations. The desired property of the final score is to identify correlated,
in time, fluctuations in £. Thus the shorter bursts early and later in time should score

similar to the baseline (low), while the extended burst in the middle of the data should

393
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Figure C.1: Fake data, with sig-
nal E, (grey points on left ver-
tical axis) generated to test and
develop a correlated noise score.
The first iteration of this score
s (blue line on right vertical
axis) considers, in each time bin,
what percentage of the E distri-
bution is above the baseline dis-
tribution.
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score poorly (high).

An initial score s(© is developed which measures how high above baseline each
portion of time is. The baseline is defined by taking an identified “good” period in time
and determining the pu + no point of the corresponding PDF in E. In practice, p and
o are found through an iterative procedure which removes outliers of the distribution.
For this test data, the full time range is split into bins and the baseline Ej is computed
as the p + 20 point of the data within the first five time bins. For the k' bin, sI(CO) is
then defined as

s = / PDF,(E) = 1 — CDF(Ey), (C.1)
Ey

where PDF(E) and CDFy(E) are PDF and CDF in E of that bin. Note that although
the test data has similar ug for each bin, thus giving higher scores to those bins with
broader oy, the score will also give poor values for a distribution with an elevated ug.
This initial score is, for each bin, given in Fig. C.1 as the blue line. The score tracks
the behavior of the population in a linear fashion.

In addition to identifying fluctuations in F, it is desired that the score differentiate
between uncorrelated and correlated fluctuations; something not accomplished by s(©)
alone. To achieve this, corrections are made to s(®©) based upon the score values in
neighboring bins.

The first step in the correction process is to define a new score s(), which is a
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geometric mean of the N previous bins, as

N-1 1/N
st = <H s,g0_>d> . (C.2)
d=0
Assuming that the cause of the correlated noise has a finite injection window, the
k — 1 bin should exert a stronger influence on the £ bin than the k — 3 or earlier bins.
Conversely, in the s(!) metric, every bin has the same effect. This is adjusted by defining
a distance-dependent weight 0 < wy < 1 for each bin. The weight is higher for greater
d, i.e. since 5,(2 4 < 1, correcting it upwards, closer to unity, decreases its effect on the

k™™ bin. This weighted score s is then defined as
N-1 W\ Y a0 wa
2 0 d
o2 — (H (s12) ) . (C.3)
d=0
An expression for the weight wy can be gleaned by noticing that In s(™ resembles a
digital low-pass filter. Such a filter is described by the recurrence relation

yi = az; + (1 — a)yi1, (C.4)

where x; /y; are the i*! input /output respectively. The weight parameter is related to the
configuration of the filter as a = 1/ (1 + RCfs) where R, C, and f, are the resistance,

capacitance, and sampling frequency of the filter circuit respectively. Comparing this

to
N
tn (%) o woln () + 3 wan (52, ). (C.5)
d=1
leads to the inspiration for s of wy; = (1-— a)d, where 0 < a < 1 is now a free

parameter and d accounts for the fact that multiple bins are weighted over. As e — 0,
s@ = s while as a — 1, s — s, The analogy is not perfect, as wy = 1 instead
of o, but the desired effect is the true goal, which is accomplished.

The initial and first two orders of corrections to the score are shown in Fig. C.2,

2)

where s(?) is given for a = 0.5. Each score is corrected over the previous N = 3 bins. In

considering the s} curve, the second-order score is shifted with respect to the actual
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fluctuations, as given by the uncorrected score. This is because the correction only
considers one temporal direction, i.e. the past. Whether the fluctuation continues into
the future should also be considered to accurately score the fluctuations.

To account for the future duration of a fluctuation, the score is a-causally extended,

i.e. correcting for neighboring bins on either side, as

= (I (™) () (T (2))

d=—N

N
1/ Zd:—N Wy

(C.6)

This final, third-order, corrected score is shown in Fig. C.3 for a collection of « values.
The zeroth-order score is still recovered for @ — 1 while for a« — 0, an a-causally
extended version of s(!) is found. From the scan of « presented here, a reasonable value
of a = 0.2 is chosen such that the correlated burst is scored high while the uncorrelated
fluctuations are scored low. Given that varying « adjusts how rounded the score is for
a burst, « is also referred to as the shaping parameter.

The number of bins over which to correlate has, to this point, been taken as N = 3
somewhat arbitrarily. A scan over N € {0,1,2,3,4,5} is shown in Fig. C.4. From this
scan, N = 3 still appears reasonable and is carried forward as the correlation size.

With the satisfactory correlated-noise score s®)(E,t; N = 3, = 0.2) developed on
test data, its behavior on real data is next considered. For SuperCDMS, and CDMSlite
Run 2 in particular, this score is used to identified LF-noise associated with the cry-

ocooler. The timing quantity is _, which is the time during the cryocooler’s t. = 0.83 s
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Figure C.3: A-causal correlated
score s®) for various shaping pa-
rameters o compared to the ini-
tial score (blue line). a = 0.2 is
chosen as a reasonable parameter
value which identifies correlated
noise while ignoring fluctuations.

Figure C.4: A-causal correlated
score 50 correlated over vari-
ous number of bins N compared
to the initial score (blue line).
N = 3 is chosen as a reason-
able parameter value which iden-
tifies correlated noise while ignor-
ing fluctuations.
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Figure C.5: Time since the start of the cryocooler cycle f_ compared to total phonon
energy for the early (top) and late (bottom) parts of Run 2a (gray points, left vertical
axis) and the correlated noise score s(3) (blue line, right axis). Triggering events are
highlighted in black. Two high scoring noise fluctuations are seen due to the LF-noise
(populations at ~1 keVy) in the early portion of the run. The later portion has induced
LF-noise throughout the cryocooler cycle. Note also the difference in magnitude of s()
between the periods.

cycle at which a given event triggered in the detector. The FE variable is the total
phonon energy, using the OF algorithm. The data for the early months of CDMSIlite
Run 2a, along with the s(®) score, are given in the top panel of Fig. C.5. The baseline is
identified as the quiet periods of £_ € [0.25,0.45] V [0.65,0.83] s. The two high-scoring
regions are termed the “chirp” (~0.15 s) and the “thump” (~0.55 s).

The cryocooler degraded during Run 2a, resulting in increased LF-noise triggers.
This is evident in examining the noise score as well. The data and score for the latter
portion of Run 2a are given in the bottom panel of Fig. C.5. LF-noise is more prominent,
occurring throughout more of the cryocooler’s cycle. The baseline period used for this
score is £ € [0.65,0.83] s. The initial goal of such a score was to define a cut threshold
n such that portions of the cryocooler cycle where s&®) > 1 would be removed as a live-
time cut. However, given the change in cryocooler behavior during the run, defining a

single score and 7 is no longer feasible.
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Figure C.6: Number of triggered events, near the noise, for Run 2a in the two-
dimensional plane of cryocooler time, t_, and calendar time. The color scale is log-
arithmic with empty bins mapped to the lowest color. The thump and chirp identified
in the one-dimensional plane can be seen as horizontal bands near _ ~ 0.15,0.55 s.

C.2 Two-Dimensional Score

A new score is developed which naturally accounts for variation during the run by
correlating in two dimensions: cryocooler time and calendar time. This two-dimensional
plane can be seen in Fig. C.6, where the color scale gives the number of triggered events,
near the noise, in each bin. The chirp and thump are identifiable as horizontal bands
in cryocooler time. Importantly, notice that the rate of LF-noise injection during this
cryocooler’s period is not constant throughout the run. Noticeably, the thump fades
in and out with calendar time and the overall deterioration is evident in late May and
June.

The new score is defined directly in this plane. Since the primary quantity used in
identifying noise is now a counting variable, using a Poisson distribution to define the

zeroth-order score, as below, is reasonable
50 — CDFpoigs(n; ), (C.7)

where n is the number of counts in each time bin and € is a filter parameter to be tuned.
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The value of this score over a range of n and £ values is given in Fig. C.7. These curves
are just Poisson CDF's of mean . Each score saturates to unity above some value of n.
For high enough &, the score also tends to zero for low enough n.

Care is required when defining a quantity directly on the number of counts since
fluctuations of the true background can occur and should not be treated as LF-noise.
To verify that the features in the 2D plane are not true background fluctuations, the
expected rate per bin is computed. The triggered event rate between the L- and K-shell
activation peaks (1.4-10 keVe), after applying all cuts defined prior to the LF-noise
cut, is (AR/dFee) = 4.57 £+ 0.09 kg™' day ' keVee '. The expected number of counts
per bin in Fig. 11.11 is

dR At
(n) = <dEee> mATAEZ (C.8)

= (4.66 +0.01) x 1073,

where m = 0.6065 kg is the mass of the detector, AT is the calendar-time bin size, AF
is the energy range of interest, and At is the £_ bin size. For a Poisson process with a
mean of (n}), the probability of having 2 counts is at the 6o level: bins with > O(10-100)
counts are not caused by background fluctuations. Distinguishing between the highest
count bins is less important than distinguishing between the lower counts bins which
motivates using lower values of €.

Choosing £ = 3 by eye from Fig. C.7, using the above logic, and applying this metric
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Figure C.8: Zeroth-order two-dimensional noise score (9 with filter parameter £ = 3
for Run 2a (color scale). Bins in calendar time are 1.2 hr while bins in cryocooler time
t_ are 0.01 s. Periods of dead time are highlighted in cyan.

to the full two-dimensional plane, gives Fig. C.8. True fluctuations are seen in addition
to the extremely noisy periods which saturate the score. Periods when the experiment
was not taking data (dead time) are shown in cyan. These periods were for taking
calibration data.

The correlation method in the two-dimensional plane is a natural extension of the

one-dimensional score following Eq. C.6 which, for the 7, j bin, is

1
4N 4N / Xom,n Wa

sg’) _ H H (Sgg))wd(i,j;m,n) 7 (C.g)

m=i—N n=j—N

where N, a, and wg = (1 — a)d are again the number of bins to correlate over, the

shaping parameter, and the weight at distance d, where that distance is now defined

as d = \/ (i — m)2 +(j — n)2. There are several variables used by the score which need
to be selected and optimized, if possible. N = 3 and o = 0.2 are kept from the one-
dimensional scans done in Figs. C.4 and C.3. Dead time should not be used in the
score correlation, as it would artificially lower the scores around it, so the calendar time

bins are taken as 1.2 hr so as to be able to identify single calibration series (typically
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of length 3 hr). The binning in cryocooler time is essentially arbitrary as long as the
thump and chirp are resolved and not influencing each other. Here it is taken as 0.01 s.
A value of £ is found by scanning various values as in Fig. C.9. £ = 3 is kept as a
reasonable filter parameter.

The two-dimensional correlated score in the full time-time plane, using the above
parameter values, is shown in Fig. C.10. The thump and chirp are still identifiable and
the extremely-high trigger periods at the end of the run are seen as well.

Defining a cut threshold n on the noise score is difficult. Four methods were inves-
tigated to simultaneously optimize 1 and £. Note that a full optimization would also
include «, N, and possibly the size of time bins. However, given the soon-to-be-apparent
difficulty in the simpler optimization, such a full optimization was not attempted. The

four methods used were:

By Eye: This uses the already described method of scanning the parameter space and

picking a “reasonable” choice.

Noise Distribution Ratio: This method attempts to minimize the number of events
in the LF-noise distribution above a certain threshold while maximizing the live

time kept by the cut. This (rather ad hoc) ratio is

sum(1.5<FEy<2)

- BmCOTE (C.10)

where energies are in keVy, Ey is found via the OF fit, and € is the percentage of

live time remaining after the cut.

Poisson Sensitivity: The most physically motivated optimization is on WIMP sensi-
tivity. The Poisson sensitivity is considered using four WIMP masses mwmnp €
{5,7,10,15} GeV/c%. The optimized score and cut for the i*" mass is that which

minimizing the cross section

_ {n: Jg G dt =09}
MTG (f %(mi,ao) dE) /0'07

(C.11)

i

where M is the detector mass, T is the total live time, € is again the fraction of

remaining live time after the cut, and the term in parenthesis in the denominator
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Figure C.9: Triggered events (blue, left vertical axis) and two-dimensional correlated
score (right vertical axis) as a function of cryocooler time #_ for various values of the
filter parameter & (£ = 2, 3, 4, 5 as green, purple, orange, yellow, brown respectively) for
ten consecutive calendar time bins. The score correlates in cryocooler time (left-right
within a row) and calendar time (up-down between rows). A value of £ = 3 is seen as
reasonable.
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Figure C.10: Final a-causal correlated two-dimensional noise score s with filter pa-
rameter £ = 3 and shaping parameter a = 0.2 for Run 2a. Scores are correlated over
N = 3 bins in each direction. Bins in calendar time are 1.2 hr while bins in cryocooler
time £_ are 0.01 s. Periods of dead time are highlighted in cyan.

is the integrated WIMP rate for the giving mass m; and dummy cross section oy
(which is then divided out).

Ax%F Hybrid: This method attempts to minimize the number of events identified as
LF-noise in the Ax?p plane (see Sec. 11.3.2) and above some threshold in addition

to maximizing live time. The (ad hoc) function to be minimized is
§ =sum(Ey > 1.5 A Axip > —25) + 1/, (C.12)

where E; and e are defined above.

The optimization results for each method are given in Table C.1. Each method gives
a value of £ = 2-3 with an apparent anti-correlation with the cut value . The by-eye
method is inherently biased and rejected. The noise distribution ratio is too ad hoc
and not to be trusted. The sensitivity method, which has the best physical motivation,
provides a biased result as it selects only live time with no events present (a full optimal
interval calculation could perhaps alleviate this) and is rejected. The hybrid method is

promising, but would require complicated live time-efficiency calculations to use.
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Method 13 i Optimization Value = Comments

By Eye 3 0.054 N/A Inherentley biased

Noise Distribution Ratio 2.4 0.098 R=33x10"6 Ad hoc, unjustified
Biased in picking

Poisson Sensitivity 2.5 0.085 o5=7.1x10"" cm? .
event free times.
Ad hock, complicated
2 : _ )
Axip Hybrid 2 0 0=24 efficiency calculation.

Table C.1: Summary of two-dimensional correlated noise score optimization methods
and results. All methods yield & = 2-3 with an apparent anti-correlation with the cut

position 7.

None of the attempted optimization methods were promising and this led to the
abandonment of a pure score-based cut. Instead, the development shifted to the deter-
mination of time blocks based on the score (Sec. 11.3.2) and a pulse-shape-based cut

(Sec. 11.3.2).
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