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Coarse-grained models access large length and time scales by combining groups of atoms into beads
or superatoms while retaining some atomistic details. Using linear polyethylene as a model system,

we show how the coarse-graining scale affects the measured properties of the system.

Iterative

Boltzmann inversion is used to derive coarse-grained potentials with 2, 3, 4 or 6 methylene groups
per coarse-grained bead from a fully atomistic polyethylene melt simulation. The dynamics of these
four models are 6-10 times faster than in atomistic simulations due to the smoother free energy
landscape. While the coefficient of thermal expansion and plateau modulus depend only weakly
on the degree of coarse graining, the crystallization temperature depends strongly on the degree
of coarse graining. Using these coarse-grained models we are able to simulate melts of Cig20H3s42
chains for times longer than 200 ps to study the long-time behavior of well-entangled polymer chains.

Polymer properties depend on a wide range of cou-
pled length and time scales, with unique viscoelastic
characteristics stemming from interactions at the atom-
istic level. The need to probe polymers across time and
length scales makes computational modeling inherently
challenging. With increasing molecular weight, polymer
melts become highly entangled and the long-time diffu-
sive regime becomes computationally inaccessible using
atomistic simulations. In these systems the diffusive time
scale increases with polymerization number N faster than
N3, becoming greater than 100 times larger than the
shortest time scales even for modest molecular weight
polymers. The challenge is to develop a model that cap-
tures important atomistic details and can simulate long
polymer chains over very long time scales.

One path to overcoming this challenge is to coarse
grain the polymer, thereby reducing the number of de-
grees of freedom and increasing the fundamental time
scale. The process of coarse graining amounts to com-
bining groups of atoms into pseudoatom beads and de-
termining appropriate interaction potentials [1]. Sim-
ple models such as the bead-spring model [2], capture
characteristics described by scaling theories, but disre-
gard atomistic details and cannot quantitatively describe
properties such as structure, local dynamics or densities.
Immense efforts have been made to coarse grain polymers
and bridge the gap of time and length scales, while retain-
ing atomistic characteristics. Using this procedure, much
larger time and length scales can be accessed while main-
taining a connection to the atomistic details of the poly-
mer [3]. One critical issue underlying the coarse graining
process is the degree to which a polymer can be coarse
grained and still appropriately capture the properties and
dynamics of the polymer. The current study uses simula-
tions to probe the effects of the degree of coarse graining
of polymers on their properties.

With the immense efforts to coarse grain polymers,
several models have emerged whose differences lie in the
number of atoms captured by each bead and the proce-
dure for determining the interaction potentials. One of
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FIG. 1. A single Cg6Hi94 PE chain represented with increas-

ing degree of coarse graining A = 2, 3, 4, and 6 methylene
groups per CG bead.

the most common coarse-grained (CG) models for poly-
mers is united atom (UA) model, which combines each
CH,, group into a pseudoatom. The UA interaction pa-
rameters are determined phenomenologically to repro-
duce physical properties such as densities and critical
temperatures [4-7]. Another model commonly used is
the MARTINI model, which utilizes the same approach,
matching bulk densities and compressiblities of short
alkane chains at a larger scale of four CHy groups per CG
bead.[8] More advanced methods such as force matching,
iterative Boltzmann inversion, and optimized relative en-
tropy [9-11] have recently been developed to incorporate
atomistic detail into the CG model. With these methods
there is still an open question as to the optimum number
of atoms to represent by a single bead and its effect on
the measured properties of the system.

Here, we develop CG models with varying degree
of coarse graining using iterative Boltzmann inversion.
We study how well these CG models describe both the



static and dynamic properties of a polymer melt, using
polyethylene (PE) as a model system. The backbone of
PE consists of -CHy- methylene groups that provide a
natural unit or scale for coarse graining. Though the
chemical structure of PE is simple, it is a thermoplas-
tic material used in a large number of applications, with
its mechanical properties determined by the degree of
branching.

Polyethylene chains have been previously studied using
CG models with beads of A = 3 — 48 methylene groups
per bead [12-17]. These studies were able to capture
the radius of gyration as a function of molecular weight
and the pair correlation function between CG beads. As
most of these studies used a large degree of coarse grain-
ing (A ~ 20) to study dynamical properties, an extra con-
straint was needed to prevent chains cutting through each
other [18]. With this extra constraint, the mean squared
displacement (MSD), stress autocorrelation function and
shear viscosity of linear and branched PE [18-20] have
been studied for long, entangled chains. However, these
studies did not account for or study the effects of the
coarse-graining degree A on dynamic properties.

Here for the first time, we elucidate the effects of
coarse-graining degree on the ability to capture both the
structure and dynamics of PE. We are able to capture the
dynamics of polymer chains of length up to Cig20Hsg42
for time scales of order 200 ps using models that accu-
rately represent atomistic detail. By accessing these large
length and time scales we are able to measure quantities
like the plateau modulus which depend on a hierarchy of
length and time scales.

Coarse-grained beads shown in Fig. 1 represent A
methylene groups. Here we study A = 2, 3, 4 and 6 and
refer to these models as CGA. We find that for a surpris-
ing small A, as small as CG6, an additional soft segmen-
tal repulsive interaction is required between each pair of
bonded beads to enforce non-crossing of the chains. We
include the CG6 model in our study to compare with
smaller bead models, but do not model larger CG beads.

The CG PE potentials were derived from a single fully-
atomistic simulation of a melt of CggHi94 PE chains
at 500K. The simulation details are given in the Sup-
plement. The study was then generalized to melts of
C, Ho, 10 with n=96, 480 for the fully atomistic model,
and n=96, 480, 960 and 1920 using the CG models.
Atomistic simulations used a modified version of the Op-
timized Potentials for Liquid Simulations (OPLS) poten-
tial with modified dihedral potential coefficients that bet-
ter reproduce the properties of long alkane chains [21].
With this modified potential the mean squared radius of
gyration (R?) and end to end distance (R®) match ex-
perimental values [22, 23] better than with the original
OPLS parameters [24]. For the CGA models, the end to
end distance (R?) for n=96 chains is within 20% of the
atomistic value, while (R?) for the MARTINI model is
about 50% too high. Measurements of static properties
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FIG. 2. Pair potential between CG beads. The UA and CG4-
M potentials are included for comparison.

for different chain lengths are reported in the Supple-
ment.

The CG angle and bond potentials were determined by
Boltzmann inversion of the atomistic bond and angle dis-
tributions shown in Fig. S1. Torsion terms were omitted
in all CG models, which may account for the shorter end
to end distances listed in Table SI for the CG2 model.
The bond and angle potentials were determined by iter-
ative Boltzmann inversion [3]. The intermolecular radial
distribution function g(r) shown in Fig. S2 determined
from the atomistic simulation was used as the target for
iteration of the pair potential between CG beads. The
resulting pair potentials are shown in Fig. 2. Also shown
are the 6-12 Lennard Jones pair potentials for the united
atom (UA) model of Yoon et al. [4], as well as the MAR-
TINI (CG4-M) model.[8] In our simulations the MAR-
TINT parameter € was reduced from ¢ = 0.8365 kcal/mol
to € = 0.803 kcal/mol so that the system has the same
density p = 0.72 g/cm® as our atomistic simulations for
CggHqg4 chains. For each CG model a pressure correction
is applied so that each model has density p = 0.72 g/cm3
for n=96. The similarity in length and energy scales be-
tween the CG4 and CG4-M models is visible in Fig. 2.
For all the CGA models the end beads and inner beads
are treated with the same interaction potential, however
the mass of the end beads is higher by that of a hydrogen
atom.

Surprisingly, the CG6 model has a large equilibrium
bond distance relative to the bead diameter. Therefore
a modified soft segmental repulsive potential [25] was
added between CG beads to inhibit chain crossing. We
used a segmental bead diameter of 0.5 nm. This scheme
increases the pressure in our samples by about 80 atm at
fixed density compared to simulations with no crossing
constraint. Due to the reduction in number of degrees of
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FIG. 3. (a) The MSD of the inner 24 methylene groups of
each polymer chain. (b) Same data as in (a), scaled by a.
The solid lines represent the scaling predictions ¢! for the
long time diffusive time and ¢'/* for the reptation regime

freedom, CG models allow a significantly larger time step
than atomistic models. Here we have used a time step &t
= 20 fs for the CG6, CG4 and CG4-M models, 10 fs for
the CG3 model and 2 fs for the CG2 model, compared
to 1 fs for the fully atomistic model.

Coarse graining reduces the number of degrees of free-
dom in a system, creating a smoother free-energy land-
scape compared with fully atomistic simulations. It has
been shown that this leads to CG dynamics that can be
significantly faster than their atomistic counterparts [26—
32]. To determine the dynamic scaling factor of the CG
models we compared the mean squared displacement of
the inner 24 methylene groups (4, 6, 8 or 12 beads) for
CG models and the inner 24 carbon atoms for atomistic
simulations for n=96 and 480 as shown in Fig. 3 (a). As
expected, the mobility of the chains in the CG models is
larger than for the atomistic simulation. By scaling the
time for each of the CG models we can create a single col-
lapsed curve each chain length for both the atomistic and

CG monomer MSD data as shown in Fig.3 (b). The time
shift « required to collapse the atomistic and CG data
also collapses the n = 960 and 1920 data. Notably, a sin-
gle scaling factor a has been applied for each CG model,
independent of chain length. As seen in Fig. 3b the MSD
has reached the diffusive regime where MSD ~ t!' even
for the longest chain length n = 1920. Over the inter-
mediate time scales, the chains show the expected ¢1/4
scaling predicted by reptation theory [33]. These results
demonstrate that one can capture long time and length
scales with CG models that account for the atomistic
characteristics of the system.

The MSD of the center of mass was then measured
to test the scaling factor «. Figure 4 shows the MSD
of the polymer chain center of mass for chain lengths
n=96, 480, 960, and 1920. These data have been scaled
by the same a as for the MSD of the center methylene
groups. The scale factor a as a function of CG model
is shown inset in Fig. 4 along with « for the MARTINI
[8] and UA [4] models. Our CG potentials have a signif-
icantly larger time scaling factor than either the MAR-
TINT or UA models, similar to the time-scaling factor
determined previously by Depa and Maranas for PE for
a single value of A.[27] Values of the time-scaling fac-
tor are also of the same order as those previously calcu-
lated for polystyrene modeled at a similar coarse-graining
level.[31] The UA model has long been considered ap-
proximate to the fully-atomistic simulation and indeed
is only ~40% faster than the fully-atomistic simulation.
Interestingly, the time scaling factor is not monotonic in
CG level, with the CG2 and CG6 models exhibiting the
largest speedup. This feature can be related to the po-
tential well depths shown in Fig. 2, with the shallowest
potentials associated with the largest value of «, as de-
scribed previously by Depa and Maranas.[27]

The polymer entanglement mass M, governs a number
of properties of the polymer chain and provides infor-
mation about mobility within the polymer mesh. Ex-

perimentally, M, = "CI})T is determined from the plateau
N

modulus G of the stress relaxation function G(¢) [22].
Experimental values for polyethylene range from 1.6-2.5
MPa, corresponding to an entanglement mass of 1300-
2000 g/mol [22, 23, 34, 35].

The relaxation modulus in each of our CG models was
measured for the four different chain lengths via equilib-
rium stress correlations using the Green-Kubo relation
G(t) = (V/ksT){(oap(t)oas(0)) where o,p are the off-
diagonal components xy, xz, and yz of stress. Figure 5
shows the stress relaxation modulus for each of the CG
models for n=96 and 480 and for A > 3 for n = 1920. The
times for each CG model have been scaled by the corre-
sponding « time scaling factor. Though it shows simi-
lar behavior, the UA model is omitted because the zero-
pressure density is higher than the other models, making
comparison difficult. The curves collapse for the short-
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FIG. 4. Mean squared displacement of center of mass scaled
with the same « scale factor as the MSD of the inner methy-
lene groups in Fig. 3 (b). The solid line has slope t'. Inset:
The alpha scale factor for the different coarse-grained models
and the UA and Martini models.
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FIG. 5. Modulus G(t) for each of the CG polymer models.
Filled and open symbols represent the n=96 and n=480 chain
length, respectively. Solid lines represent the n=1920 chain
length, while n=960 chains are omitted for clarity.

time ¢~'/2 regime, with longer, more entangled chains

forming progressively more distinct plateau regions. The
plateau modulus is measured as the value of the relax-
ation modulus in the plateau region. Using the longest
chain length, n = 1920, the plateau modulus measured
from the CGA models is G = 1.6 £+ 0.2 MPa for the
CG6 model, G{ = 2.5 £ 0.75 MPa for the CG3 and
G% = 2.2+ 0.5 MPa for the CG4 model, all within the
experimental range. For the CG4-M model the measured
plateau modulus is significantly higher G%, = 3.0 & 0.3
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FIG. 6. Density versus temperature for the n=96 samples
cooled at 1.4K/ns.

MPa and does not agree with experimental values. Un-
certainties are measured by dividing the datasets into
two and measuring the variation in the plateau value for
each model. Similar values for the plateau modulus were
calculated by Padding and Briels [18] for n < 1000 with
A = 20 model with a non-crossing constraint. We note
that for each of the CG models except the MARTINI
model, the plateau value is within the range of the exper-
imental values. Measurement of the plateau modulus is
only possible because our CG models allow us to simulate
the longest chain lengths to hundreds of microseconds.
Measuring the thermal expansion coefficient is another
way to assess the validity of the CG models. The lin-
ear thermal expansion coefficients for the n=96 samples
in the temperature range from 495K to 480K are 5.0,
3.4, 3.5, 3.3, 3.4 x107*T~! respectively for the CG2,
CG3, CG4, CG4-M, and CG6 models, compared with
3.1 x 10747~ for the atomistic model. Hence, all the
CG models with A > 3 are in good agreement with the
thermal expansion from the atomistic simulation.
Although it is possible to derive CG potentials using
multiple state-points [36], our CG models are developed
in the traditional way at single state point. Hence there is
uncertainty about the validity of these models away from
the chosen point [37]. Shown in Fig. 6 are temperature-
density data for the CG models from 400K to 200K. For
the CG2, CG3 and CG4 models the curves show a pro-
nounced density increase between 250K and 330K, cor-
responding to an ordering of the sample to a crystalline
phase. The CG6 model does not capture crystallinity
and we expect that coarser models will not, either. Pre-
vious studies of simple bead-spring polymer models indi-
cate that commensurate length scales between the bond
length and bead size can lead to crystallization [38]. This
surprising feature indicates that even though our poten-
tials were derived at 500K they may have validity away



from this temperature. The melting temperature for
n=96 chain is about 400K, so the crystallization occurs
at a lower temperature than it should, yet it is remark-
able that we observe a semi-crystalline phase at all. We
intend to investigate the transferability of these CG PE
potentials by reparameterizing the CG potentials at dif-
ferent temperatures for comparison in future studies.

The main goal of coarse-graining is to reach larger
length and time scales by reducing the computational
requirements of a given problem. The CG potentials de-
veloped here successfully capture the properties of PE
and appropriate dynamics within entangled melts, allow-
ing us to better model entanglements in real polymer
systems. As described above, the CG6 model requires
a non-crossing constraint which effectively doubles the
number of sites, making it equivalent to a CG3 model,
with respect to computational efficiency. This makes the
CG4 model the most computationally efficient, reducing
the number of degrees of freedom by more than a factor
of 10. Both the CG6 and CG4 model allow a time step of
20 fs which, combined with the CG4 « time scaling factor
the total computational reduction is greater than three
orders of magnitude, enabling simulations of long, entan-
gled chains for time scales approaching milliseconds. In
fact, simulations of our longest chain lengths require only
about 200,000 cpu core-hours on current processors.

The CG models of PE developed and tested capture
static polymer properties. Further, monomer and poly-
mer dynamics match atomistic simulations when a time
scaling factor is applied. This time scaling factor can be
deduced from either monomer or polymer diffusion data
and ranges from 6-10, depending on model. Values of
static properties like the end to end distance and entan-
glement length match between the CG models and atom-
istic simulations. The CG models developed here pro-
vide significant computational speedup over atomistic or
united atom models while preserving dynamic and static
properties, allowing large length and time scales to be
reached.
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