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Scalable Back-End Storage Using the
Hadoop Distributed File System

Motivation

The SHERPA (SUMMIT for Homeland Emergency Response, Planning and Analysis) application now has batch run capabilities, and with batch

run creation comes a need for large amounts of data storage. “The System should support an average high profile event with at least 50 GB of

disk space. The System will require 220 GB of disk space per year for saving template runs, and must provide a data capacity to accommodate

a growth rate by at least 20%.” (SUMMIT System Design Document). In order to enable scalable back-end storage, an interface that uses the
Hadoop Distributed File System (HDFS) as the back-end filestore was designed and implemented.

What is HDFS? Challenges -Implementation
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Results and Conclusion

HDES is a good option for back-end server storage given certain conditions. Advantages are scalability and maintainability, high-throughput of data
to/from nodes. There is a learning curve and documentation is fairly limited. If your main concerns are speed, security, and ease of use, HDFS is
probably not the best option to pursue. However, if you are looking for big-data storage with high availability and scalability, HDFS is great and
achieves those goals very well.

Future Plans

* We would like to embed a MiniHDFS Cluster into the development server to make localhost development easier
* |Integrate with live-data feeds to automatically generate batch data
* Test other implementations for large-scale storage, such as a NoSQL database, and compare performance
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