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Sculpt

6

CAD geometry Global overlay Cartesian grid

Cartesian grid decomposed and 
distributed amongst many 

processors

Each processor independently 
meshes its portion of Cartesian grid 



Refinement Requirements
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 Structured (Cartesian) Grid

 One-to-eight uniform refinement

 Controlled mesh size gradients

 Computable Quality

 Scalable to massively parallel environments

 Parallel-consistent (Same result regardless of 
decomposition)

 Multiple levels of refinement
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2-Refinement Algorithm

Enumerate Cartesian grid 

Identify and mark elements to be uniformly refined 

For each direction I, J, K do

Mark nodes between odd-even layers at marked elements

Apply refinement templates to elements with marked nodes

Expand marked elements to include refined elements

End For
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3D Templates



3D Face Templates
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Distributed Parallel
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CAD geometry Global overlay Cartesian grid

Cartesian grid decomposed and 
distributed amongst many 

processors

Each processor independently 
meshes its portion of Cartesian grid 
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Parallel Results
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Initial Hexes in Cartesian Grid
Hexes in Refined Grid

Minimum Scaled Jacobian

498,960
4,750,848

0.408

Redsky Chama

32,400
730,512

0.408

519/4,152 nodes/cores 
2.93GHz Intel, 12GB/node

1,232/19,712 nodes/cores 
2.6GHz Intel, 64GB/node
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Conclusions

 2-Refinement based on node marking procedure and 4 
templates (3D)

 Uses up to 3 layers to transition

 Minimum Scaled Jacobian 0.408

 Distributed Parallel Implementation with Sculpt

135

 Parallel-consistent (Same 
result regardless of 
decomposition)

 Multiple levels of 
refinement


