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- 1. Summary

In this document, the code MCNP is validated with ENDF/B-VII.1 cross section data under the
purview of ANSI/ANS-8.24-2007, for use with uranium systems!. MCNP (Monte Carlo N-
Particle) is a computer code based on Monte Carlo transport methods [1]. While MCNP has
wide-reaching capability in nuclear-transport simulation, this validation is limited to the
functionality related to neutron transport and calculation of criticality parameters such as kefr.

The following Upper Subcritical Limit (USL) is justified within the body of this document and is
subject to the Area of Applicability (AoA) defined in Section 11. It accounts for a Margin of
Safety (MoS) of 0.02 and for a bounding level of bias and bias uncertainty (by,,x = 0.017).

USL2 = 1 — b, — MoS = 0.963

2. Introduction

ANSI/ANS-8.1 requires that ‘before a new operation with fissionable material is begun, or
before an existing operation is changed, it shall be determined that the entire process will be
subcritical under both normal and credible abnormal conditions’ [2]. A variety of methods may
be used to support that determination including application of standards-based single and multi-
parameter limits, hand calculations, comparison with experimental data, in-situ measurement,
and simulation using any one of a number of computer-based methods.

! Uranium systems including uranium metal, oxide, nitrate, and fluoride

2 See Section 12. for a definition of terms and expanded discussion
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Because uncertainty and error may exist in any of the methods, special treatments must be
applied that quantify and account for those discrepancies when making a determination of
subcriticality. Those treatments are part of inclusive validations that determine the overall
suitability of a method for particular nuclear criticality analyses. ANSI/ANS-8.24 provides
requirements and recommendations for method validation with an emphasis on computer-based
methods [3].

In this document MCNP is validated and an appropriate USL is developed. The USL accounts
for a bounding level of anticipated bias between MCNP predictions of neutron multiplication and
that actually present in operations.

3. MCNP6

MCNP version 6.1 (here referred to as MCNP) is a computer code based on Monte Carlo
transport methods that can be used for neutron transport calculations including the capability to
estimate neutron multiplication factors. The code treats an arbitrary three-dimensional
configuration of materials in geometric cells bounded by first and second-degree surfaces and
fourth-degree elliptical tori. While MCNP has wide-reaching capability in nuclear-transport
simulation [4], the discussion in this document is limited to the functionality related to neutron
transport and calculation of criticality parameters such as Kefr.

MCNP has the capability to use a variety of cross section data including continuous and multi-
group data from any of several sources. Here, only two categories of data are considered:
continuous, point-wise cross section data based on the free-gas model and continuous, point-wise
cross section data based on the S(a,) model. The two models differ in the treatment of effects of
collision physics with chemically bonded targets. The free-gas model ignores effects of chemical
bonding and is appropriate® when neutron energy is greater than approximately 10 eV or when
the atomic weight of the target nucleus exceeds approximately 16. In contrast, the S(a,) model
includes effects of chemical bonding and is appropriate’ when neutron energy is less than
approximately 10 eV and when the atomic weight of the target nucleus is less than
approximately 16 [5]. Data for both categories are drawn from the ENDF/B-VII.1 evaluated
nuclear data file at room temperature (293.6 K) as found in ACE data files (.80c and .20t) [6].

More detailed discussion of MCNP theory and application can be found in references 4 and 7.

4. Computer Code System
Verification of MCNP

Verification of MCNP is accomplished by executing a suite of regression-test cases provided
with the distribution. The following description is found in an accompanying ‘readme’ file:

‘The regression test suite contains many short runs that serve as an MCNP code coverage tool,
and may intentionally contain errors to check MCNP input processing. There are templates of
expected tally and output files for each of these problems, for two different computer platforms

3 Appropriate as the treatment relates to criticality calculations



(Linux and Windows). When installed on any system, this suite should be run to ensure that
MCNP executes correctly on that system.’

Successful verification is demonstrated by null diff results when comparing template outputs
(generated from the code in a known, acceptable configuration) with output from the test
implementation.

The regression suite was executed on the test platform and returned no significant differences.
Standard output from execution of the suite and the subsequent table of diff results is captured in
the following file:

Name: regression.log
Location: (hpss)* ncs-sqm/ML/NCS-TECH-16-005/NCS-TECH-16-005.tar
mdS5sum’: 40f68a49a02b0c60eac79431d8ab31fd

Configuration Control

The computation platform (Moonlight) is a public-use system owned and operated by the HPC
division. While the HPC division intentionally minimizes changes to the system, small changes
such as kernel updates and hardware replacement are anticipated and are outside of the control of
the NCS division. In-use testing is conducted with fixed periodicity to ensure that any changes to
configuration that could potentially impact results from MCNP calculations are identified. That
testing program is discussed in detail in reference 9.

Nodes of the Moonlight platform have two, eight-core Intel Xeon model E5-2670 processor
chips with a base frequency of 2.6 GHz and x86-64 architecture. The operating system is the
Clustered High Availability Operating System (CHAOS), a Lawrence Livermore National
Laboratory-modified version of RedHat Linux

The MCNP binary is a custom build provided by the XCP division that allows for shared-
memory multiprocessing. The following are file listings for the code binary and data files:
MCNP Binary

Name: mcnp6.1.0

Location: (moonlight) /usr/projects/ncs/MCNP/bin

md5sum: 90618388bc1d3fa3ca37413122ec290b

MCNP “xsdir’ File

Name: xsdir_mcnp6.1
Location: (moonlight) /usr/projects/ncs/Data

md5Ssum: 40fbf1bb0d3fc145dbcf366de5724df5

4 HPSS (the High Performance Storage System) is the Laboratory's archival storage system.

> md5sum is a computer program that calculates and verifies unique 128-bit MD35 hashes [8]



MCNP Cross Section Data Files

The ENDF/B-VII.1 cross section library is comprised of a large collection of nuclide-specific
files. Each cross section with a .80c or .20t reference in xsdir file has been listed in the
following file:

Name: data_md>5.txt
Location: (hpss) ncs-sgm/ML/NCS-TECH-16-005/NCS-TECH-16-005.tar
md5sum: 035908bf624492f6b4dc656b7ddf88c1

5. Validation Methodology

The basis of this validation is direct comparison of MCNP results with measured results for a
large collection of benchmark systems from the International Handbook of Evaluated Criticality
Safety Benchmark Experiments [10]. The benchmarks are selected for their similarities with the
systems that will be subject to future evaluations. The similarities are gauged by the following
attributes: elemental/nuclide composition, fissile form (i.e. metal, oxide, solution), enrichment of
U-235, and ANECF and EALF as indicators of the spectrum of neutron energy in systems.

From the comparison between MCNP and measured values, appropriate bias values are derived.
The collection of those bias values is then subjected to parametric and non-parametric statistical
analysis to determine a bounding bias value that accounts for bias uncertainty.

6. Benchmarks

556 benchmark cases were selected drawing heavily from the WHISPER input collection [11].
Additional cases were added to extend the Area of Applicability (AoA). The 556 benchmarks
correspond to systems of uranium metal, oxide, fluoride, and nitrate with 272, 186, 11, and 87
cases, respectively. Benchmarks with experimental uncertainty exceeding 0.005 were not
included. This is justifiable because the exclusion did not compromise the AoA and because the
inclusion of high experimental error benchmarks is fundamentally at odds with precise
determination of bias. Inputs were created by members of the Nuclear Criticality Safety Division
(NCSD) and members of the X Computational Physics Division (XCP) and have been heavily
reviewed.

A complete list of the benchmarks used can be found in the following spreadsheet under the tab
named ‘common values’.

Name: ncs-tech-16-005_analysis.xIsx

Location: (hpss) ncs-sgm/ML/NCS-TECH-16-005/NCS-TECH-16-005.tar

md5sum: 26af24fb254d31ee7487289f00bcd9a6

Table 1 provides a summary of the ranges of trending parameters observed in the benchmark set.
Cross sections represented in the benchmark models are given in Tables 2 and 3 (free-gas and
S(a.,P), respectively). In the tables, the column “frequency” indicates the number of benchmarks
that include the corresponding cross section.



Table 1 — AoA of Benchmark Collection

Form Parameter | Minimum | Maximum

EALF 3.0E-08 | 8.3E-01

1 ANECF | 2.0E-03 | 1.5E+00
wt. % U235 | 1.3% 97.7%

H/U235 | 0.0E+00 | 2.1E+03

EALF 6.3E-08 | 8.3E-01

. ANECF | 14E-02 | 1.5E+00
uranium metal =0y 5o e 30 97.7%

H/U235 | 0.0E+00 | 3.9E+02

EALF 52E-08 | 1.3E-01

ramiurm oxide | ANECE | 9.7E-03 | 9.0E-01
wt. % U235 | 1.8% 93.2%

H/U235 | 0.0E+00 | 2.4E+02

EALF 32E-08 | 5.1E-07

. ANECF | 2.7E-03 | 5.7E-02
uranyl fluoride = 5o 35T 4. 9% 93.2%

H/U235 | 3.6E+01 | 1.4E+03

EALF 3.0E-08 | 4.0E-07

uranyl nitrate | —ANECE | 2.0E-03 [ 4.8F-02
wt. % U235 | 10.0% 93.4%

H/U235 | 5.5E+01 | 2.1E+03




Table 2 — List of Elements / Isotopes Found in Benchmarks

Element / Isotope / Frequency

Hydrogen 1001 | 371 20040 | 64 Zinc 30070 | 203 50117 | 36 Dyprosium 66163 2
1002 9 20042 | 64 Gallium 31069 1 50118 | 36 66164 2
Lithium 3006 | 207 Calcium 20043 | 64 ' 31071 1 Tin 50119 | 36 72174 6
3007 | 205 20044 | 64 Arsenic 33075 6 50120 | 36 72176 6
Beryllium 4009 | 127 20046 | 64 Bromine 35079 2 50122 | 36 Hafnium 72177 6
Boron 5010 | 122 20048 | 64 35081 2 50124 | 36 72178 6
5011 | 133 22046 | 213 40090 | 42 Antimony 51121 ] 10 72179 6
Carbon 6000 | 433 22047 | 213 40091 | 42 51123 | 10 72180 6
Nitrogen 7014 | 191 Titanium 22048 | 213 Zirconium 40092 | 42 56130 | 2 Tantalum | 73181 | 10
7015 | 176 22049 | 213 40094 | 42 56132 | 2 74180 | 74
Oxygen 8016 | 349 22050 | 213 _ 40096 | 42 ' 56134 | 2 74182 | 94
8017 | 324 Vanadium 23050 | 15 Niobium 41093 | 13 Barium 56135 | 2 Tungsten 74183 | 94
Fluorine 9019 | 22 23051 | 15 42092 | 121 56136 | 2 74184 | 122
Sodium 11023 | 70 24050 | 338 42094 | 121 56137 | 3 74186 | 94
12024 | 231 Chromium 24052 | 338 42095 | 121 56138 | 2 82204 | 70
Magnesium | 12025 | 231 24053 | 338 Molybdenum | 42096 | 121 62144 | 2 Lead 82206 | 70
12026 | 231 24054 | 338 42097 | 121 62147 | 2 82207 | 70
Aluminum | 13027 | 320 Manganese | 25055 | 351 42098 | 121 62148 | 2 82208 | 70
14028 | 339 26054 | 363 42100 | 121 Samarium | 62149 | 2 Bismuth 83209 | 12
Silicon 14029 | 339 Iron 26056 | 363 Rhodium 45103 | 10 62150 | 2 92233 1
14030 | 339 26057 | 363 Silver 47107 | 12 62152 | 2 92234 | 547
Phosphorus | 15031 | 123 26058 | 363 47109 | 12 62154 | 2 Uranium 92235 | 556
16032 | 168 Cobalt 27059 | 14 48106 | 79 64152 | 40 92236 | 326
Sulfur 16033 | 161 28058 | 296 48108 | 79 64154 | 40 92238 | 556
16034 | 161 28060 | 296 48110 | 79 64155 | 40
16036 | 161 Nickel 28061 | 296 Cadmium 48111 | 79 Gadolinium | 64156 | 40
Chlorine 17035 2 28062 | 296 48112 | 80 64157 | 40
17037 2 28064 | 296 48113 | 79 64158 | 40
18036 | 14 Copper 29063 | 272 48114 | 79 64160 | 40
Argon 18038 | 14 29065 | 272 48116 | 79 66156 | 2
18040 | 14 30064 | 203 50112 | 36 D . 66158 | 30
19039 | 10| | Zinc 30066 | 203 | | Tin 50114 | 36 (g(fl‘l’;‘r’lsd:g; 66160 | 2
Potassium | 19040 | 10 (Continued) | 30067 | 203 (Continued) | 50115 | 36 66161 | 2
19041 6 30068 | 203 50116 | 36 66162 | 30




Table 3 — List of S(a,) Cards Found in Benchmark Models

Description / Card / Frequency
Beryllium in BeO be-o 9
Beryllium in Beryllium be 439
Carbon in Graphite grph | 33
Deuterium in Water hwtr 2
Hydrogen in Water lwtr | 282
Oxygen in BeO 0-be 9
Hydrogen in Polyethylene | poly | 215

7. Execution of Benchmark Models

Benchmark model inputs were executed on moonlight using the binary and data files listed in
Section 4. The input and output files are listed to the following file.

Name: io_md>5.txt
Location: (hpss) ncs-sgm/ML/NCS-TECH-16-005/NCS-TECH-16-005.tar
mdSsum: 267220b47a8d5de41f96306b6c961867

8. Determination of Bias

The bias between MCNP estimates of multiplication factors and that observed in corresponding
experiments was calculated using Equation 1. In Equation 1, ‘n’ denotes the nth benchmark.

biasn = keff,benchmarkn - keff,mcnprl Equation 1

The corresponding bias uncertainty was calculated using Equation 2.

— 2 2 .
O-biasn - \/erff,benchmarkn + O-keff,MCNPn Equatlon 2

A complete list of bias and bias uncertainty values can be found in the following spreadsheet
under the tab named ‘common values’. Bias values are also presented graphically in Figures A-1
through A-20 in Appendix A (p. 16).

Name: ncs-tech-16-005_analysis.xlsx

Location: (hpss) ncs-sqgm/ML/NCS-TECH-16-005/NCS-TECH-16-005.tar
md5sum: 26af24fb254d31ee7487289f00bcd9a6

9. Normality Tests

The collection of bias values was evaluated to determine if the data set, or subsets of the data,
followed a normal distribution. The evaluation was done using Chi-Squared tests and quantiles
dividing the distributions into 10 bins of equal integrated probability.



For the entire data set and for subsets of the data representing particular compounds (metal,
oxide, uranyl nitrate, and uranyl fluoride) the set mean and standard deviation were determined
using Equations 3 and 4, respectively.

Y biasp

bias = Equation 3

Obias = \/ﬁZ(biaSn - blaS)Z Equation 4

Bin boundaries were determined using a standard Z-table and the standard error given by
Equation 4 as described by Equation 5 and 6.

z; such that P(Z < z;) = P, Equation 5
where P, ={0.1,0.2,-:- 0.9, 1.0}
biasp, = z; * Opjas Equation 6

Within the bins derived above, data was organized into histograms for comparison with the
expected values of sample frequency (Chi-Squared test). The ‘test statistic’ was calculated using
Equation 7 and subsequently compared to standard Chi-Squared (x?) values given specific
degrees of freedom (DF) and P-Values. Because data were grouped into 10 bins, 9 degrees of
freedom were present. A P-Value of 0.05 was selected to deliver 95 % confidence in the finding
of non-normality of the data.

(0-E)?
E

X=X Equation 7

where O is the observed frequency of data in a bin, and

E is the expected frequency of data in a bin

Tables B-1 through B-5 of Appendix B (p. 37) present the test parameters and results. For each
data set, the Chi-Squared test statistic (x*) was found to exceed the acceptable value (x2=16.9).

Because the sets of bias data failed the Chi-Squared normality test, no credit is taken for a
normal distribution and alternative tests of normality will not be considered.

10. Determination of Bounding Bias
Because the bias data presented in Section 8 failed tests for normality as discussed in Section 9, a

non-parametric method was used to develop a bounding bias.

The method follows closely that presented in NUREG/CR-6698 (reference 11) and has two parts.
The first establishes a bounding bias and the second establishes the level of confidence that the
bounding bias is truly bounding.



10.1 Bounding Bias

The NUREG methodology prescribes the selection of the lowest kefr observed in the data set and
it’s corresponding error to establish a bounding bias. It is assumed in the NUREG methodology
that the bias is difference between the lowest ket less one standard deviation and 1.0. Here a
minor, conservative, departure is made. Rather than finding the minimum ket observed, the
maximum of biasy, + Opj,s, Was found (as were calculated using Equations 1 and 2). This is
different from the NUREG methodology because it finds the maximum combination of bias and
bias uncertainty rather than the maximum bias with subsequent addition of corresponding bias
uncertainty. Equation 8 presents the method in set notation.

. Equation 8
bmax = max{blasn + cbiasn} q

where b, 1s the bounding value of bias including bias uncertainty

Bounding combinations of bias and bias uncertainty are presented in Table 4, with values
corresponding to data sets for each form and for the data set as a whole (all).

Table 4 — Bounding Bias Values

Form binax
all 0.017
uranium metal | 0.017
uranium oxide | 0.015
uranyl fluoride | 0.009
uranyl nitrate | 0.010

10.2 Confidence in Bounding Bias

NUREG/CR6698 presents a method for estimating confidence in the bounding bias that is based
on binomial statistics [12]. For clarity, that method is derived here.

The binomial distribution describes the probability of ‘success’ in a series of ‘trials’ where any
one trial can only result in a success or failure (hence, binomial). The number of trails is denoted
by ‘n’. The probability of a success is denoted by ‘p’ and the probability of a failure is denoted by

‘q’ (g + p = 1). It can be shown that the probability of ‘v’ successes in n trials (Bn_p (V)) is given
by Equation 9 [13, p. 229].

n!

Bnp(v) = o pYq"Vv Equation 9

vi(n—

NUREG/CR6698 uses Equation 9 to establish a level of confidence in a proposed bounding bias
value. The logic is based on the assumption that the bias exhibited for each benchmark represents
a random sampling of the true distribution of bias (P(b)). It is therefore implied that the
distribution of biases well approximates a true, converged distribution of bias. The interpretation
of Equation 9 in terms of bias sampling is as such: a success is defined to be a sample of bias that
is greater than the bounding bias (occurring with probability p) and a failure is a sample of bias



that is bound by the bounding bias (occurring with probability q). q is equal to the cumulative
probability of the bias distribution up to the bounding bias value as show in Equation 10.

bmax

q= j P(b) db

— 00

Equation 10

where by, 1S the bounding value of bias

While P(b) is not known, values of q can be tested against the data set to indicate how
completely the bias distribution is bound by the bounding bias value. The case where v =0
corresponds to the probability that of n samplings, no sample is found to be greater than the
bounding bias. In that case, Equation 9 reduces to Equation 11

Bhp(v=0)=q" Equation 11

Equation 12 is used to estimate the probability that one or more values in the set of n values will
exceed the bounding bias. Equation 12 is plotted as a function of q in Figure 1.

Bhp(v>1)=1-B,,(v=0)=1—-q" Equation 12

This result is equivalent to the confidence that the bounding bias corresponds to a cumulative
probability of q or greater. Table 5 provides values associated with varied confidence levels
based on 556 bias observations (n). To illustrate use of the table, consider values for the 99.6 %
confidence level. In that case, there is 99.6 % confidence that 99 % of future bias values will be
less than by, and, conversely, that 1 % of future bias values may be greater than by, ..

Table 5 — Confidence in Bounding Bias

Confidence q(bmax) 1-— q(bmax)
99.6 % 199.000 %| 1.000 %
75 % 199.750 %| 0.250 %
50% 199.875 %| 0.125 %

10
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11. Trends in Bias and Determination of Area of Applicability

Trends in bias data with respect to the trending parameters (EALF, ANECF, wt. % U235, and
H/U235) were evaluated visually (see Appendix A figures) and using linear least-squares fits.
Higher-order fits were not considered because there are no apparent physical drivers that would
correspond with, and hence justify, their application. Further, projection of higher-order fits
outside of the corresponding AoA would not yield meaningful results. NUREG/CR6698 also
endorses the use of linear fits [11].

Table 6 contains linear fit parameters along with interpolated and extrapolated values of bias.
Within each form-specific AoA, there is no indication of a trend in bias that would exceed the
bias envelope. Linear regression fits to the entire data set trend in strong agreement with the data
as a function of each of the four trending parameters. Figure 2 shows the distribution of bias
residuals supporting that assertion. While the distribution of residuals is not normally distributed,
it is strongly biased toward zero with a slight positive skew. Because the bounding bias
methodology used (see Section 10.1) captures the most extreme bias value and because the bias
residual distribution indicates small probability of residuals beyond the maximum observed
value, a high confidence exists in both the trend and consequently the adequacy of the bounding
bias value.

Because the subsets of data form a predictable superset, the acceptable range of trending
parameters (ranges considered to be part of the AoA) for each material form are taken to be that
of the entire data set. The AoA for uranium systems of metal, oxide, nitrate and fluoride is
therefore defined to be the range of parameters listed in Table 6 (an excerpt from Table 1, “all”)
and the set of materials presented in Table 2.

Table 6 — AoA, Parameter Ranges

Parameter | Minimum | Maximum
EALF 3.0E-08 8.3E-01
ANECF 2.0E-03 1.5E+00
wt. % U235 1.3% 97.7%
H/U235 0.0E+00 | 2.1E+03

12. Determination of USL

A general USL for uranium systems (metal, oxide, nitrate, fluoride) is calculated using Equation
13. In the equation, by, is taken to be the maximum observed in the entire data set.

USL = 1 — by.x — MoS — MoA
=1-0.017 — 0.02 — 0 = 0.963

where by, .4 1s the bounding value of bias including bias uncertainty

Equation 13

MoS is the margin of subcriticality (0.02)
MoA is the margin of applicability (0 within the AoA defined in Section 11.)

An appropriate USL for any system outside of the AoA presented here (Section 11.) requires
application of an appropriate margin of applicability (MoA). See discussion of MoS and MoA in
the following subsections.

12



Because the USL derived here applies to kefr values as determined by a probabilistic method
(MCNP), it will necessarily be compared to kefr estimates with associated statistical uncertainty.
Equation 14 demonstrates the minimum acceptable criteria for kefr and its uncertainty when
making a determination of subcriticality.

KettMenp + 20k g vene = USL Equation 14

where Kegrmcenp 1S the well converged value of kefr reported by MCNP

Okegemenp 1S the standard deviation of the ker value reported MCNP

12.1 Margin of Subcriticality (MoS)

The administrative margin of subcriticality (MoS) is required by ANSI/ANS-8.24-2007. The
standard discusses the requirements of that margin as follows:

“A margin of subcriticality shall be applied that is sufficiently large to ensure that calculated
conditions will actually be subcritical. The selection of a margin of subcriticality should take
into account the sensitivity of the system or process to variations in fissile form, geometry, or
other physical characteristics. A single margin might not be appropriate over the entire
validation applicability.”

The Nuclear Criticality Safety division defines that margin as a sum of margins for the following
considerations: 0.005 for nuclear data uncertainty, 0.005 for potential undiscovered errors in the
computation software, and an additional 0.01 for conservatism, for a total of 0.02 [14].

12.2 Margin of Applicability (MoA)

The margin of applicability (MoA)® is defined here as additional margin in the USL intended to
compensate for the lack of characterization outside of the defined area of applicability (AoA)
(see Section 11.). An appropriate margin is determined on a case-by-case basis depending on the
nature of the departure from the AoA. However, in any case, the MoA must be adequate to
ensure that calculated conditions will be subcritical when the bounding bias and the MoS can’t
be argued to collectively bound uncertainty of a result.

12.3 Validation Cautions of Use
The following cautions are applicable to this validation.

e Not all nuclides (stable or radioactive) of any given element are necessarily included in
the validation. If modeling nuclides not included in this validation additional margin or
sensitivity analyses may be required.

e [sotopes not included with a high frequency within the set of modeled benchmarks may
require additional margin. For example, only one benchmark critical experiment case
includes U-233 as a fissionable material. The frequency of isotope inclusion within the
modeled benchmarks can be found in Table 2.

It is ultimately the responsibility of the analyst to ensure that a system being analyzed is
within the scope of this validation. Careful consideration is required when this determination
is being made.

® MoA may also be found referred to as “Applicability Margin” or “AoA”
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Table 7 — Linear Fit Parameters and Bias Projections

Projected | Projected

Form Parameter | Y-Intercept Slope B;?S B:S
Form Min | Form Max

EALF 3.13E-05 | -1.00E-03 0.000 -0.001

all ANECF 2.64E-04 | -7.31E-04 0.000 -0.001

wt. % U235 | 6.85E-04 | -1.49E-03 0.001 -0.001

H/U235 -2.63E-04 | 5.71E-07 0.000 0.001

EALF -1.39E-03 | 1.06E-03 -0.001 0.000

uranium metal ANECF -3.46E-03 | 2.18E-03 -0.003 0.000

wt. % U235 | -1.03E-03 | 1.62E-04 -0.001 -0.001

H/U235 -8.70E-04 | -1.02E-05 -0.001 -0.005

EALF 3.04E-04 | -1.92E-02 0.000 -0.002

uranium oxide ANECF -1.79E-04 | 2.83E-03 0.000 0.002

wt. % U235 | 9.59E-04 | -7.45E-03 0.001 -0.006

H/U235 3.76E-04 | -4.75E-06 0.000 -0.001

EALF 7.89E-05 | -6.93E+03 0.000 -0.003

uranyl fluoride ANECF -1.10E-03 | 1.71E-02 -0.001 0.000

wt. % U235 | 5.17E-03 | -7.68E-03 0.005 -0.002

H/U235 -1.65E-03 | 1.56E-06 -0.002 0.001

EALF -2.26E-04 | 7.87E+03 0.000 0.003

uranyl nitrate ANECF -6.75E-04 | 7.40E-02 -0.001 0.003

wt. % U235 | 4.67E-04 | 8.34E-04 0.001 0.001

H/U235 1.55E-03 | -8.63E-07 0.002 0.000
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Figure A-17 — Bias as a Function of EALF, Metal Benchmarks
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Figure A-18 — Bias as a Function of EALF, Oxide Benchmarks
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APPENDIX B — Chi-Squared Test Data
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Table B-1 — Chi-Squared Test for All Data

mean | -0.000199
std dev | 0.003871
N 556
p-value 0.05
df 9
P(Z<z 1) z(P) x_lower | x upper | observed | expected | (O-E)"2/E
0.1 -1.282 -00 -0.0052 49 55.6 0.8
0.2 -0.842 | -0.0052 | -0.0035 26 55.6 15.8
0.3 -0.524 | -0.0035 | -0.0022 39 55.6 5.0
0.4 -0.253 | -0.0022 | -0.0012 56 55.6 0.0
0.5 0.000 -0.0012 | -0.0002 63 55.6 1.0
0.6 0.253 -0.0002 | 0.0008 81 55.6 11.6
0.7 0.524 0.0008 | 0.0018 89 55.6 20.1
0.8 0.842 0.0018 | 0.0031 86 55.6 16.6
0.9 1.282 0.0031 | 0.0048 39 55.6 5.0
1.0 0.0048 o0 28 55.6 13.7
= 89.4
¥2 16.9
Table B-2 — Chi-Squared Test for Metal System Data
mean | -0.000889
std dev | 0.004095
N 272
p-value 0.05
df 9
P(Z<z 1) z(P) x_lower | x upper | observed | expected | (O-E)"2/E
0.1 -1.282 -00 -0.0061 21 27.2 1.4
0.2 -0.842 | -0.0061 | -0.0043 18 27.2 3.1
0.3 -0.524 | -0.0043 | -0.0030 16 27.2 4.6
0.4 -0.253 | -0.0030 | -0.0019 35 27.2 2.2
0.5 0.000 -0.0019 | -0.0009 34 27.2 1.7
0.6 0.253 -0.0009 | 0.0001 33 27.2 1.2
0.7 0.524 0.0001 | 0.0013 39 27.2 5.1
0.8 0.842 0.0013 | 0.0026 38 27.2 4.3
0.9 1.282 0.0026 | 0.0044 23 27.2 0.6
1.0 0.0044 o0 15 27.2 5.5
= 29.8
¥2 16.9
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Table B-3 — Chi-Squared Test for Oxide System Data

mean | 0.000263
std dev | 0.003582
N 186
p-value 0.05
df 9
P(Z<z 1) z(P) x_lower | x upper | observed | expected | (O-E)"2/E
0.1 -1.282 -0 -0.0043 18 18.6 0.0
0.2 -0.842 | -0.0043 | -0.0028 5 18.6 9.9
0.3 -0.524 | -0.0028 | -0.0016 3 18.6 13.1
0.4 -0.253 | -0.0016 | -0.0006 15 18.6 0.7
0.5 0.000 | -0.0006 | 0.0003 26 18.6 2.9
0.6 0.253 0.0003 | 0.0012 38 18.6 20.2
0.7 0.524 0.0012 | 0.0021 40 18.6 24.6
0.8 0.842 0.0021 | 0.0033 24 18.6 1.6
0.9 1.282 0.0033 | 0.0049 12 18.6 23
1.0 0.000 0.0049 0 5 18.6 9.9
= 85.4
12 16.9

Table B-4 — Chi-Squared Test for Nitrate System Data

mean | 0.001041
std dev | 0.003271
N 87
p-value 0.05
df 9
P(Z<z 1) z(P) x_lower | x upper | observed | expected | (O-E)"2/E
0.1 -1.282 -0 -0.0032 5 8.7 1.6
0.2 -0.842 | -0.0032 | -0.0017 3 8.7 3.7
0.3 -0.524 | -0.0017 | -0.0007 12 8.7 1.3
0.4 -0.253 | -0.0007 | 0.0002 10 8.7 0.2
0.5 0.000 0.0002 | 0.0010 7 8.7 0.3
0.6 0.253 0.0010 | 0.0019 9 8.7 0.0
0.7 0.524 0.0019 | 0.0028 17 8.7 7.9
0.8 0.842 0.0028 | 0.0038 12 8.7 1.3
0.9 1.282 0.0038 | 0.0052 7 8.7 0.3
1.0 0.000 0.0052 -0 5 8.7 1.6
= 18.2
12 16.9
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Table B-5 — Chi-Squared Test for Fluoride System Data

mean | -0.000756
std dev | 0.003650
N 11
p-value 0.05
df 9
P(Z<z 1) z(P) x_lower | x upper | observed | expected | (O-E)"2/E
0.1 -1.282 -00 -0.0054 0 1.1 1.1
0.2 -0.842 | -0.0054 | -0.0038 2 1.1 0.7
0.3 -0.524 | -0.0038 | -0.0027 3 1.1 33
0.4 -0.253 -0.0027 | -0.0017 0 1.1 1.1
0.5 0.000 -0.0017 | -0.0008 3 1.1 33
0.6 0.253 -0.0008 | 0.0002 0 1.1 1.1
0.7 0.524 0.0002 | 0.0012 0 1.1 1.1
0.8 0.842 0.0012 | 0.0023 0 1.1 1.1
0.9 1.282 0.0023 | 0.0039 0 1.1 1.1
1.0 0.000 0.0039 o0 3 1.1 33
= 17.2
12 16.9
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