
Sandia National Laboratories

Enhancement of Enterprise Search 
With Neural Network Language Model

Pengchu Zhang, Laritza Saenz and John Mareda

Sandia National Laboratories

November 30, 2015

SAND2015-10252C



Sandia National Laboratories

Problems in Enterprise Search

 Search engines are basically matching the query 
terms and the terms in documents, this may result 
in a large number of false positives;

 Some terms may be overly represented in search:
• E.g., “composite materials”

 Search engines may fail to deliver if the query 
terms not exist in the enterprise datasets but the 
datasets have the relevant information, e.g.,
• Buckyballs vs. fullerene
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Current Approaches to Enhance Information finding

 Boosting some terms;
• E.g., Composite(+2) materials

 Synonym to expand query terms;
• Java vs. coffee

 Others such as applying various similarity 
algorithms

In this presentation, we propose to 
improve information findability with Neural 
Network Language Models
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NNLM in NATURE

From Nature 521, 4346-444 (28 May 2015)
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From Theory to Application to Codes

https://code.google.com/p/word2vec/

arXiv:1103.0398v1

arXiv:1301.3781v3

http://arxiv.org/abs/1301.3781v3
http://arxiv.org/abs/1103.0398v1


Sandia National Laboratories

Neural Network

What is Neural Network Language Model?
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Term P

Computer 0.9
Algorithm 0.8
Software 0.8
Brain 0.5
Food 0.2
Ghost 0.3
Dog 0.2

Concept of Neural Network Language Model
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(0.12, 0.23, 0.22)
(0.32, 0.27, 0.94)
(0.18, 0.88, 0.45)
(0.23, 0.92, 0.23)
(0.77, 0.25, 0.11)
(0.12, 0.23, 0.22)
(0.41, 0.13, 0.29)

vectorWord in sentence

(0.12, 0.23, 0.22)
(0.62, 0.99, 0.14)
(0.18, 0.88, 0.45)
(0.23, 0.92, 0.23)
(0.77, 0.25, 0.11)
(0.12, 0.23, 0.22)
(0.41, 0.13, 0.29)

New vector

Build and optimize word vectors(Google 2013)



Sandia National Laboratories

Motivations in Applying Neural Network 
Language Model (NNLM) 

 NNLM projects the terms into vector space, 
meaning the words that were used together will 
stay together at the vector space;

 NNLM vectorizes the terms that makes it possible 
to compute the distances between the terms;

 Most importantly, NNLM learns from natural 
language semantically and syntactically. With this 
NNLM meaningfully brings words together without 
parsing a speech or a document.



Sandia National Laboratories

Concept for Enhanced Enterprise Search

Note: All images are from online
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What and How NNLM helps Enterprise Search

 Deliver the relevant information even the query 
terms not in enterprise dataset;

 Increase the quality of information delivered:
• Relevance

• Related
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Query term “carcerands” not the in enterprise dataset

• Deliver the relevant information even the query terms not in 
enterprise dataset
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Term “carcerands” is found in Wikipedia English and a set
of close terms are generated from NNLM
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Sandia has a number of document associated with “carcerands”
for which it is related to “calixarenes”
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Increase the quality of retrieved information delivered: Relevant
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Increase the quality of retrieved information delivered: Related
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Challenges  of Applying NNLM in 
Enterprise Search

 Domain Specific?
• A NNLM trained from a domain may not be directly applied 

to other domains in a data repository with multiple domains

 Maintenance?
• Data in an organization are updated dynamically, there is a 

need to update NNLM accordingly.
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Differences among domains
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Conclusions and Further Efforts
 Enterprise search can significantly improved in:

• Deliver relevant information even the query terms not 
appear in the enterprise dataset

• Increase the quality of retrieved information 

• Expand retrieved information to closely related 
documents

 Implementation of NNLM in Enterprise Search 
requires minor search engine reconfiguration

 Efforts are needed to improve training a NNLM to 
cover more domains in an enterprise data 
repository

 Further developments are needed to update 
NNLMs in real time


