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Large-­‐Scale	
  HPC	
  is	
  Power	
  Intensive	
  
§  Trinity	
  2016	
  ATS-­‐1	
  pla=orm:	
  42	
  PF	
  @	
  <	
  10	
  MW	
  

§  Procurement	
  contract: 	
  $174M	
  
§  Five	
  year	
  energy	
  bill: 	
  ~$50M	
  

§  APEX	
  2020	
  system	
  targets:	
  
§  Wall	
  plate	
  power 	
  <	
  20	
  MW	
  
§  Peak	
  power 	
  <	
  18	
  MW	
  	
  (max	
  achievable	
  in	
  pracAce)	
  
§  Nominal	
  power 	
  <	
  15	
  MW	
  	
  (for	
  APEX	
  workloads)	
  

§  MulA-­‐megawa`	
  transient	
  swings	
  a	
  possible	
  issue	
  
§  Current	
  pracAce	
  mostly	
  ignores	
  power	
  management	
  

§  Run	
  system	
  at	
  max	
  performance	
  (max	
  power)	
  seangs	
  all	
  the	
  Ame	
  
§  No	
  real	
  incenAve	
  to	
  acAvely	
  manage	
  power,	
  other	
  than	
  for	
  research	
  

§  Expect	
  future	
  large-­‐scale	
  systems	
  to	
  be	
  power	
  constrained	
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Alliance for 
Application Performance 

at Extreme Scale 
LANL, LBL, SNL  

Power budget is a critical resource 
Need to direct it to where it has most benefit 



Many	
  Power	
  Management	
  Techniques	
  
§  P-­‐states,	
  C-­‐states,	
  T-­‐states,	
  turbo	
  boost,	
  slack	
  Ame	
  thro`ling,	
  

power	
  caps,	
  concurrency	
  thro`ling,	
  GPU/CPU	
  power	
  shifing,	
  
hardware	
  overprovisioning,	
  mem	
  thro`ling,	
  net	
  thro`ling,	
  …	
  

§  Key	
  quesAons:	
  
§  Which	
  techniques	
  are	
  effecAve	
  for	
  large-­‐scale	
  HPC	
  systems?	
  
§  Can	
  we	
  actually	
  deploy	
  these	
  on	
  large-­‐scale	
  systems	
  +	
  show	
  benefit?	
  
§  How	
  do	
  we	
  get	
  vendors,	
  system	
  operators,	
  and	
  users	
  on	
  board?	
  

§  Vendors	
  starAng	
  to	
  provide	
  system-­‐level	
  power	
  measurement	
  
and	
  control	
  capabiliAes;	
  how	
  well	
  do	
  they	
  work?	
  J	
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We evaluate Cray’s power capping infrastructure, 
intended for use by workload managers and admins 



Power	
  Capping	
  
§  Sofware	
  specifies	
  desired	
  power	
  limit,	
  hardware	
  enforces	
  
§  Hardware	
  conAnuously	
  monitors	
  power	
  draw,	
  takes	
  acAon	
  if	
  

power	
  usage	
  over	
  limit	
  (e.g.,	
  lower	
  CPU	
  freq,	
  clock	
  gaAng)	
  
§  Usually	
  implemented	
  as	
  avg.	
  power	
  over	
  sliding	
  Ame	
  window	
  
§  IniAal	
  work	
  in	
  HPC	
  context	
  by	
  Rountree’12	
  et	
  al.	
  using	
  RAPL	
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Power	
  Caps	
  Provide	
  Predictable	
  Power	
  
§  Power	
  capping	
  appealing	
  due	
  to	
  max	
  power	
  draw	
  “guarantee”	
  

§  Recapture	
  (WallPlate	
  –	
  Pcap)	
  headroom	
  and	
  reallocate	
  elsewhere	
  
§  PotenAally	
  useful	
  for	
  doing	
  power	
  aware	
  scheduling	
  

§  P-­‐state	
  control	
  appealing	
  due	
  to	
  predictable	
  performance,	
  power	
  unknown	
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Node-­‐Level	
  Power	
  Capping	
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64 GB Memory
DDR4 2133, 4 Ch.

68 GB/s

64 GB Memory
DDR4 2133, 4 Ch.

68 GB/s

Haswell
Xeon E5-2698V3

16 Cores, 2.3 GHz
588 GFLOPS

QPI x2,
9.6 GT/s

Platform Controller Hub,
Runs Intel Node 

Manager Firmware

Haswell
Xeon E5-2698V3

16 Cores, 2.3 GHz
588 GFLOPS

DMI2

Compute Node

Blade Controller,
Runs Embedded Linux,

Controls 4 Nodes

SMBus / I2C
System 

Management 
Workstation

(SMW)

Cray Aries
NIC / Router

GigE

PCIe3
x16

Node 
Power 
Meter 

Trinity “Haswell” Compute Node §  Blade	
  controller	
  receives	
  
power	
  cap	
  command	
  from	
  
management	
  network	
  

§  Blade	
  controller	
  relays	
  
command	
  to	
  Intel	
  PCH	
  

§  PCH	
  runs	
  Intel’s	
  Node	
  
Manager	
  firmware,	
  which	
  
enforces	
  the	
  power	
  cap	
  

§  Cray	
  node-­‐level	
  power	
  
meter	
  provides	
  feedback	
  
to	
  Node	
  Manager	
  

§  Node	
  manager	
  makes	
  use	
  
of	
  each	
  socket’s	
  RAPL	
  

§  Power	
  capping	
  algorithm	
  
not	
  disclosed	
  by	
  Intel	
  

Specification: Intel Intelligent Power Node Manager 3.0, March 2015, Doc# 32200-001US  
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  Power	
  Capping	
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Compute Nodes

System 
Management 
Workstation

(SMW)

Set Node Power-Cap
Commands

Workload 
Manager / Job 

Scheduler

CAPMC
Power-Cap
Commands

User Front-End
Nodes

Launch Application at
Static P-state Commands

Job Allocation
Requests

See: Monitoring and Managing Power Consumption on the Cray XC System, April 2015, S-0043-7203  
  
 

§  A	
  single	
  management	
  
workstaAon	
  controls	
  
system,	
  the	
  SMW	
  

§  Node-­‐level	
  power	
  caps	
  set	
  
from	
  SMW,	
  distributed	
  to	
  
compute	
  nodes	
  via	
  out-­‐of-­‐
band	
  management	
  network	
  

§  Admins	
  use	
  xtpmaction	
  
command	
  to	
  set	
  power	
  caps	
  
manually	
  

§  Workload	
  managers	
  use	
  
Cray’s	
  CAPMC	
  web	
  API	
  to	
  
set	
  power	
  caps	
  

§  Users	
  may	
  launch	
  their	
  job	
  
at	
  a	
  fixed	
  p-­‐state,	
  default	
  is	
  
P0	
  (turbo	
  on)	
  

Cray XC40 Power Management Architecture 



Power	
  Management	
  LimitaAons	
  

§  Seang	
  power	
  cap	
  requires	
  administraAve	
  privilege	
  
§  Users	
  cannot	
  dynamically	
  change	
  P-­‐states	
  
§  Users	
  cannot	
  dynamically	
  change	
  Power	
  Caps	
  
§  Users	
  cannot	
  access	
  RAPL,	
  other	
  than	
  via	
  read-­‐only	
  PAPI	
  
§  Users	
  cannot	
  access	
  Cray	
  Power	
  Management	
  Database	
  
§  1	
  Hz	
  power	
  samples	
  for	
  each	
  node	
  collected	
  by	
  default,	
  

configurable	
  up	
  to	
  5	
  Hz	
  for	
  small	
  sets	
  of	
  nodes	
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TesAng	
  Procedure	
  
§  Test	
  system	
  was	
  “Mutrino”	
  Cray	
  XC40	
  @	
  Sandia,	
  Mini	
  Trinity	
  

§  100	
  Haswell	
  compute	
  nodes,	
  idenAcal	
  to	
  Trinity	
  Haswell	
  nodes	
  
§  TesAng	
  performed	
  in	
  dedicated	
  mode	
  with	
  no	
  other	
  users	
  
§  Always	
  used	
  32	
  MPI	
  processes	
  per	
  node,	
  1-­‐1	
  pinned	
  to	
  physical	
  CPUs	
  

§  Test	
  configuraAons	
  cross-­‐product	
  of:	
  
§  4	
  workloads	
  (HPL,	
  HPCG,	
  S3D,	
  CTH)	
  
§  5	
  scales	
  (1,	
  8,	
  32,	
  64,	
  96	
  nodes)	
  
§  8	
  p-­‐states	
  (1.2,	
  1.4,	
  1.6,	
  1.8,	
  1.9	
  2.0,	
  2.3,	
  2.301	
  GHz)	
  
§  5	
  power	
  caps	
  (230,	
  276,	
  322,	
  369,	
  415	
  wa`s)	
  
§  3	
  trials	
  each	
  configuraAon	
  

§  For	
  each	
  trial,	
  collected	
  
§  Energy	
  consumed	
  and	
  total	
  runAme	
  from	
  Cray	
  RUR	
  

(energy	
  consumed	
  includes	
  CPUs,	
  memory,	
  PCH;	
  excludes	
  Aries	
  NIC)	
  
§  10	
  Hz	
  power	
  samples	
  and	
  CPU	
  0	
  freq	
  samples	
  using	
  Power	
  API	
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powerapi.sandia.gov 
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Workloads	
  	
  
§  Weak	
  scaling	
  (scaled	
  problem	
  size	
  with	
  node	
  count)	
  
§  Top	
  500	
  Benchmarks	
  

§  HPL	
  –	
  High	
  Performance	
  Linpack	
  
§  Compute	
  intensive	
  
§  24	
  GB	
  per	
  node	
  (N	
  =	
  549K	
  for	
  96	
  nodes)	
  

§  HPCG	
  –	
  High	
  Performance	
  Conjugate	
  Gradient	
  
§  Memory	
  intensive	
  
§  30	
  GB	
  per	
  node	
  (104x104x104)	
  

§  ApplicaAon	
  Benchmarks	
  
§  S3D	
  –	
  CombusAon	
  SimulaAon	
  

§  Network	
  intensive,	
  3-­‐D	
  nearest	
  neighbor	
  exchanges	
  
§  48^3	
  gridpoints	
  per	
  node	
  

§  CTH	
  –	
  Shock	
  Physics	
  Hydro	
  Code	
  
§  Memory	
  and	
  network	
  bandwidth	
  intensive	
  
§  Shaped	
  charge	
  input	
  deck,	
  ~	
  50	
  GB	
  per	
  node	
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“Mutrino”	
  Test	
  System	
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2301000 P-state enables Intel’s“Turbo Boost”feature, which
allows the processor’s clock frequency to scale up from the
2.3 GHz base up to a maximum of 3.6 GHz, depending on
factors such as the number of cores active and the currently
available thermal headroom.

Table 2: Example P-states for Mutrino

Cray P-state Clock Frequency Percent
Name (GHz) of Peak

2301000 2.3–3.6 (Turbo On) > 100%
2300000 2.3 100%
2000000 2.0 87%
1900000 1.9 83%
1800000 1.8 78%
1600000 1.6 70%
1400000 1.4 61%
1200000 1.2 52%

3. APPROACH
This section describes the MPI workloads and testing pro-

cedures used in this study.

3.1 Workloads
We evaluated two MPI benchmarks, High Performance

Linpack (HPL) [2] and High Performance Conjugate Gradi-
ent (HPCG) [13], and two real MPI applications, the CTH
hydro code [8] and S3D combustion code [6]. Test problems
for each benchmark were configured for weak scaling from 1
to 96 nodes, with 32 MPI processes per node (a maximum
of 3072 MPI processes).

HPL and HPCG are from the Top500 [3] suite and rep-
resent di↵erent extremes in a spectrum of application be-
havior. HPL is highly compute bound, consisting of a dense
LU factorization with O(n3) compute operations for O(n2)
data movement. The problem size for HPL was chosen to
use about 24 GB of memory per node, scaled from N=56,000
for 1 node to N=549,000 for 96 nodes.

HPCG, in contrast, is highly memory bound, consisting
primarily of low computational intensity operations like sparse
matrix-vector products. HPCG was configured with the de-
fault 104x104x104 problem, using about 950 MB per MPI
process (30 GB per node). To ensure that the same amount
of work was done for all test configurations at a given scale,
HPCG was modified slightly to run for a fixed number of
iterations rather than a fixed time period.

CTH is a multi-material, large deformation, strong shock
wave, solid mechanics code that uses a Eulerian finite-di↵erence
method. CTH performs a series of timesteps, and each
timestep consists of several nearest neighbor exchanges of
ghost zones and Allreduce collectives. The test problem
used for CTH was a shaped-charge explosive simulation dis-
cretized on a 3-D rectangular mesh. This problem required
about 1.5 GB per process (50 GB per node), with perfor-
mance primarily bound by memory and network bandwidth.

S3D performs a numerical simulation of turbulent combus-
tion using an explicit Runge-Kutta method. S3D was con-
figured for 483 gridpoints per node using an n-heptane/air
chemical model with 52 transported species, 16 quasi-steady
state species, and 283 chemical reactions. This configuration
was chosen to be representative of the types of problems used

in production S3D calculations. S3D is primarily network
bound, with the dominant communication pattern being 3-
D nearest-neighbor exchanges of ghost zones. MPI topology
mapping was performed to place a compact mini-box of the
overall problem on each node, minimizing o↵-node commu-
nication.

3.2 Testing Procedure
Power capping experiments were performed on Mutrino

during dedicated time with no other users on the system.
During each test window, a power cap setting was selected
from Table 1 and installed on every compute node. Once
the power cap was active, each benchmark was executed
three times at each of the p-state settings in Table 2 at
scales of 1, 8, 32, 64, and 96 nodes (32, 256, 1024, 2048,
and 3072 MPI processes). Three trials were performed for
each (pcap, pstate, nodes) configuration and all tests were
performed with a 1-to-1 pinning of the 32 MPI processes
per node to the 32 physical cores per node.
Energy usage information for each run was obtained us-

ing Cray’s RUR (Resource Utilization Reporting) tool [4].
RUR records various statistics about each job that is run on
the system, including start time, end time, and total energy
consumed. The total energy consumed includes the proces-
sor and memory energy of all compute nodes in the run.1

We use this information to calculate the average power used
by each run across its entire execution.
In addition, we sampled each node’s power usage and core

0 frequency at 10 Hz using the Power API reference imple-
mentation [1]; Cray’s tools sample power at 1 Hz, which was
too coarse grained for our purposes. In order to minimize
disturbance, our first set of runs is performed without this
sampling. A second set of runs was performed for 96 node
cases only with 10 Hz sampling enabled. The performance
obtained with and without sampling was virtually identical,
indicating the 10 Hz sampling added negligible overhead.

4. RESULTS
This section describes our empirical evaluation of node-

level power capping.

4.1 Power Caps vs. P-States for Power Con-
trol

Figure 1 compares using power capping in isolation (left
column) to using p-state control in isolation (right column)
for 3072 MPI process runs on 96 nodes, which was the largest
scale tested. For power capping experiments, p-state was
held constant at Turbo (the system default) and the power
cap was varied. For p-state experiments, no power cap was
used (NoCap) and p-state was varied. Each data point in the
figure is the average of three trials. Error bars representing
minimum and maximum values are plotted but they are so
close to the average values that they cannot be seen.
Figures 1a and 1b show how performance is impacted

for each workload. Each workload’s performance at each
power cap or p-state setting is plotted relative to the work-
load’s baseline (Turbo, NoCap) performance, listed in Ta-
ble 3 (higher relative performance is better). Figures 1c and
1The power input to each XC40 compute node is instru-
mented with an energy meter, so all downstream compo-
nents such as the processor sockets, DIMM slots, and chipset
are included in the measurement used by RUR. The Aries
network chip, which is shared by four nodes, is not included.

• We contrast the behavior of benchmarks versus pro-
duction applications under power control mechanisms.
In many scenarios, HPL di↵ers significantly from the
applications we evaluated, while HPCG demonstrates
key performance similarities.

• We observe that a non-trivial period of time is spent
operating above the specified power cap for our work-
loads. This limits the utility of node-level power cap-
ping with tight system-level power constraints (e.g., if
all nodes exceed their power caps simultaneously).

• Lastly, we o↵er prescriptive advice for users and sys-
tem operators on how to e↵ectively use the node-level
power capping mechanisms found the XC40.

The remainder of this paper in organized as follows: Sec-
tion 2 outlines the two power control methods: node-level
power capping and P-state control. Section 3 describes the
evaluation procedure and the workloads used. Section 4 de-
tails the empirical results with related work following next
in Section 5. We wrap up with conclusions and prescriptive
advice to users and system operators in Section 6.

2. CRAY XC40 POWER MANAGEMENT
Our evaluation is performed on a 100 node Cray XC40 sys-

tem at Sandia National Laboratories called Mutrino. Mutrino
is an Application Readiness Testbed (ART) for the upcom-
ing 40+ PF Trinity platform, which will consist of over
19,000 compute nodes. Mutrino is in e↵ect a mini-Trinity
that has all of the functional components of Trinity – I/O
nodes, compute nodes, burst bu↵er nodes, water cooling in-
frastructure, identical “Haswell” processors, etc. – but at a
smaller scale.

The XC40 provides two mechanisms to control power draw:
P-state control and node-level power capping. The P-states,
CPU performance states, are voltage-frequency pairs that
set the speed and power consumption of a computation.
Due to the fact that frequency is lowered in tandem with
the voltage, the lower frequency may result in degraded per-
formance of the application. Node-level power capping is a
relatively new mechanism that allows a power budget to be
set for each compute node in the system [7]. As we compare
the performance of each of these methods, we describe them
in detail in the following sections.

2.1 Node-level Power Capping
The XC40 system power capping mechanism attempts to

keep the node’s power usage at or below a set power level.
On-node firmware monitors draw and makes decisions based
on an unspecified sliding time window. If a node’s power
usage begins to exceed its power cap, the node is throttled
to a lower performance level – e.g., by running at a lower
P-state or performing clock gating – until the node’s power
usage falls below the power cap for an unspecified period of
time. Node-level power capping in Mutrino is implemented
using the Intel Node Manager firmware [15]. Each Node
Manager instance operates autonomously and independently
with no cross-node coordination.

Activating a power cap is a privileged operation. Cray
provides a set of command line utilities that allows sys-
tem administrators to set up and activate power cap pro-
files on sets of compute nodes. Additionally, Cray devel-
oped a RESTful web API called CAPMC [20] that enables

privileged system services, such as the workload manager,
to perform power capping from remote locations. Work-
load managers can use the CAPMC interface to get power
usage information (e.g., how often the nodes in a job are be-
ing throttled) and then dynamically adapt power cap levels.
Whether power capping functionality is accessed directly or
via CAPMC, activating and modifying power caps is a rel-
atively expensive operation. We measured an average time
of 6.62 s to activate a node-level power cap on all 100 nodes
of Mutrino (25 trials, � = 0.256).
Internally the power cap utilities send “Set Power-Cap”

commands to each of the targeted compute nodes via the
Ethernet monitoring and control network in the system.
Intel’s Node Manager firmware continuously monitors the
power usage of each node and its two Haswell processors
and makes dynamic power management control decisions –
such as changing CPU P-states – to maintain the desired
power cap level. The exact details of how the node manager
implements power capping are proprietary and not disclosed
by Intel but our empirical results presented in Section 4 pro-
vide some clues as to its operations. In particular, it is not
possible to change Intel Node Manager power capping con-
figuration parameters such as the unspecified time duration
used to calculate average power. This is a potential area for
future investigation.
Table 1 provides some example power cap profile config-

urations for Mutrino. Cray names its power cap levels in
terms of percentages, which represent the percentage within
the range of a node’s minimum and maximum power us-
age. For Mutrino, the minimum power required to operate
a compute node is 230 W and the maximum power is 415 W.
Thus, a 50% power cap level represents a 322 W power cap
in absolute terms. This setting of the power cap percentage
level is the only configuration option exposed to the user.

Table 1: Example Power Caps for Mutrino

Cray Power Cap Savings Savings
Power Cap Per-Node Potential Potential
Setting (Watts) (Watts) (Percentage)

No Cap ⇠ 415 W N/A N/A
75% 369 W 46 W 11%
50% 322 W 93 W 22%
25% 276 W 139 W 33%
0% 230 W 185 W 45%

2.2 Job-level P-state Selection
P-state selection on the XC40 is static and done at ap-

plication launch time. P-states are named after the associ-
ated clock frequencies. If a user knows that their particu-
lar application will not benefit from running at the default
“maximum performance”P-state setting, they can choose to
manually select a lower P-state at launch-time. Currently,
P-state selection is done for all cores within each node and
this setting cannot be dynamically changed while an appli-
cation is running.
Table 2 lists several of the available P-states for Mutrino,

along with the percentage of peak performance. The partic-
ular Intel processors used in this node operate at a maximum
base frequency of 2.3 GHz and a minimum clock frequency
of 1.2 GHz. At all P-states except for 2301000, the proces-
sors operate at the fixed frequency shown in the table. The

§  Cray	
  XC40	
  with	
  100	
  compute	
  notes	
  
§  Trinity	
  lookalike	
  system,	
  but	
  smaller	
  
§  Power	
  cap	
  range	
  230	
  to	
  415	
  W	
  
§  P-­‐state	
  range	
  1.2	
  to	
  2.3	
  GHz	
  
§  Max	
  turbo	
  3.6	
  GHz,	
  AVX	
  freq	
  1.9	
  GHz	
  

64 GB Memory
DDR4 2133, 4 Ch.

68 GB/s

64 GB Memory
DDR4 2133, 4 Ch.

68 GB/s

Haswell
Xeon E5-2698V3

16 Cores, 2.3 GHz
588 GFLOPS

QPI x2,
9.6 GT/s

Platform Controller Hub,
Runs Intel Node 

Manager Firmware

Haswell
Xeon E5-2698V3

16 Cores, 2.3 GHz
588 GFLOPS

DMI2

Compute Node

Blade Controller,
Runs Embedded Linux,

Controls 4 Nodes

SMBus / I2C
System 

Management 
Workstation

(SMW)

Cray Aries
NIC / Router

GigE

PCIe3
x16

Power Cap Settings Tested (5) P-State Settings Tested (8) 

Cray 
Power 
Meter 
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S3D	
  Summary	
  

§  As	
  power	
  cap	
  increases,	
  the	
  highest	
  N	
  p-­‐states	
  experience	
  
performance	
  degradaAon	
  with	
  scale	
  

§  This	
  seems	
  to	
  make	
  sense:	
  
When	
  you	
  hit	
  the	
  cap,	
  thus	
  triggering	
  power	
  thro`ling,	
  bad	
  
things	
  start	
  to	
  happen	
  

§  What	
  about	
  the	
  other	
  apps?	
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Unlike S3D, CTH does not experience performance 
degradation with scale when it hits the cap 
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1.4 GHz only experiences performance degradation 
with scale, performance drops below 1.2 GHz floor!  
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HPCG not affected much by p-state selection; 
1.2 GHz: 3% reduced performance, 33% reduced power  



HPCG	
  322W	
  Cap	
  (50%):	
  
“Turbo	
  Hits	
  Cap”	
  

31	
  

 2500

 3000

 3500

 4000

 4500

 5000

 5500

 6000

1 2 4 8 16 32 64 96

G
rid

po
in

ts
 P

er
 S

ec
on

d

Scale (# Nodes)

Turbo-On
2.3 GHz
2.0 GHz
1.9 GHz
1.8 GHz
1.6 GHz
1.4 GHz
1.2 GHz

Performance with 322W Cap 

P-states: 

Average Power Over Run 

 6

 7

 8

 9

 10

 11

1 2 4 8 16 32 64 96

G
FL

O
PS

 P
er

 N
od

e

Scale (# Nodes)

 200

 220

 240

 260

 280

 300

 320

 340

 360

 380

1 2 4 8 16 32 64 96

Av
g 

Po
w

er
 P

er
 N

od
e 

(W
)

Scale (# Nodes)



HPCG	
  230W	
  Cap	
  (0%):	
  
“All	
  P-­‐states	
  Hit	
  Cap”	
  

32	
  

 2500

 3000

 3500

 4000

 4500

 5000

 5500

 6000

1 2 4 8 16 32 64 96

G
rid

po
in

ts
 P

er
 S

ec
on

d

Scale (# Nodes)

Turbo-On
2.3 GHz
2.0 GHz
1.9 GHz
1.8 GHz
1.6 GHz
1.4 GHz
1.2 GHz

Performance with 230W Cap 

P-states: 

Average Power Over Run 

 6

 7

 8

 9

 10

 11

1 2 4 8 16 32 64 96

G
FL

O
PS

 P
er

 N
od

e

Scale (# Nodes)

Turbo On
2.3 GHz
2.0 GHz
1.9 GHz
1.8 GHz
1.6 GHz
1.4 GHz
1.2 GHz

 200

 220

 240

 260

 280

 300

 320

 340

 360

 380

1 2 4 8 16 32 64 96

Av
g 

Po
w

er
 P

er
 N

od
e 

(W
)

Scale (# Nodes)

What? 
Lowest P-states degrade with scale, not highest!  



Summary	
  
§  S3D	
  makes	
  sense,	
  highest	
  p-­‐states	
  degrade	
  with	
  scale	
  
§  CTH	
  looks	
  good,	
  even	
  when	
  hiang	
  cap	
  
§  HPL	
  sees	
  degradaAon	
  with	
  scale,	
  not	
  highest	
  p-­‐states	
  
§  HPCG	
  performance	
  degrades	
  with	
  scale	
  for	
  lowest	
  p-­‐states	
  

§  Don’t	
  know	
  exact	
  reason,	
  sAll	
  invesAgaAng	
  
§  Believe	
  to	
  be	
  due	
  to	
  OS-­‐noise	
  like	
  affects,	
  thro`ling	
  

mechanism	
  introducing	
  performance	
  variability	
  across	
  nodes	
  
§  Don’t	
  know	
  why	
  performance	
  would	
  drop	
  below	
  1.2	
  GHz	
  floor	
  
§  Don’t	
  know	
  why	
  not	
  always	
  highest	
  p-­‐states.	
  	
  Maybe	
  some	
  sort	
  of	
  

resonance	
  between	
  the	
  applicaAon	
  and	
  the	
  power	
  capping	
  policy	
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Don’t Hit the Cap 



S3D	
  CPU	
  0	
  Frequency	
  Over	
  Time	
  for	
  10	
  Nodes	
  
Hiang	
  Cap	
  Leads	
  to	
  Frequency	
  OscillaAon	
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J 1.8 Ghz Execution, 322 W Cap (10 of 96 nodes), 
Does NOT Hit Cap, All Nodes Run at Same Speed    

Turbo (Max Speed) Execution, 322 W Cap (10 of 96 nodes), 
Cap is Hit Frequently => Performance Variability across Nodes 

Observed 
Frequency 

Observed 
Frequency L 
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> 50% of samples can exceed cap. 
What happens if all nodes exceed cap at same time? 
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Conclusion	
  
§  Next	
  steps	
  

§  Further	
  analysis,	
  what	
  exactly	
  is	
  causing	
  poor	
  scalability?	
  
§  InvesAgate	
  miAgaAon	
  techniques	
  
§  Dig	
  deeper	
  into	
  what	
  Node	
  Manager	
  is	
  doing	
  and	
  relaAon	
  to	
  RAPL	
  
§  Test	
  at	
  large-­‐scale	
  on	
  Trinity	
  

§  Takeaways,	
  advice	
  to	
  users	
  and	
  system	
  operators	
  
§  Don’t	
  hit	
  the	
  node-­‐level	
  cap	
  if	
  possible.	
  	
  Use	
  other	
  power	
  

management	
  techniques	
  (e.g.,	
  runAme	
  system	
  concurrency	
  thro`ling)	
  
to	
  avoid	
  triggering	
  the	
  capping	
  mechanism’s	
  performance	
  thro`ling.	
  

§  Power	
  usage	
  can	
  exceed	
  the	
  cap	
  for	
  short	
  duraAons	
  
§  App	
  performance	
  under	
  p-­‐state	
  control	
  be`er	
  behaved	
  than	
  under	
  

power	
  capping.	
  	
  HPCG	
  behaves	
  more	
  similarly	
  to	
  S3D	
  and	
  CTH	
  apps	
  
than	
  HPL.	
  	
  (See	
  P-­‐state	
  vs.	
  P-­‐cap	
  comparison	
  in	
  paper)	
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Power	
  Monitoring	
  and	
  AccounAng	
  
§  Power	
  Management	
  Database	
  (PMDB)	
  runs	
  on	
  SMW	
  
§  Blade	
  controllers	
  collect	
  power	
  info,	
  funnel	
  to	
  PMDB	
  

§  Maintain	
  energy	
  counter	
  for	
  each	
  node,	
  based	
  on	
  10	
  Hz	
  power	
  samples	
  
§  1	
  Hz	
  point-­‐in-­‐Ame	
  power	
  samples	
  for	
  each	
  node	
  stored	
  in	
  PMDB	
  

§  Users	
  have	
  in-­‐band	
  access	
  to	
  Cray	
  node-­‐level	
  power	
  and	
  energy	
  
counters:	
  /sys/cray/pm_counters/energy 

§  Cray	
  Resource	
  UAlizaAon	
  ReporAng	
  (RUR)	
  gathers	
  energy	
  used	
  
for	
  each	
  job	
  run.	
  	
  Report	
  wri`en	
  to	
  user’s	
  ~/rur.out	
  file:	
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uid: 20983, apid: 175244, jobid: 349.mutrino-moab, 
cmdname: ./bin/mpicth_244, plugin: energy 
{"nodes_throttled": 2, "nodes_with_changed_power_cap": 0, 
"max_power_cap_count": 0, "energy_used": 25015991, 
"max_power_cap": 0, "nodes_accel_power_capped": 0, 
"min_power_cap": 0, "min_power_cap_count": 0, 
"nodes_power_capped": 0, "nodes": 96}



Power	
  Caps	
  –	
  Performance	
  Impact	
  

§  As	
  power	
  budget	
  is	
  decreased,	
  applicaAon	
  power	
  hits	
  the	
  cap	
  
§  System	
  slows	
  down	
  the	
  processor	
  to	
  stay	
  under	
  the	
  cap	
  
§  Performance	
  degrades	
  

§  By	
  running	
  at	
  a	
  lower	
  frequency,	
  avoid	
  hiang	
  the	
  cap	
  
§  With	
  96	
  nodes	
  &	
  230W	
  cap,	
  be`er	
  at	
  1.4	
  Ghz	
  than	
  at	
  2.3Ghz	
  
§  Best	
  is	
  the	
  highest	
  frequency	
  that	
  stays	
  below	
  the	
  cap	
  

§  Depending	
  on	
  node	
  count	
  and	
  power	
  cap	
  level	
  
§  With	
  96	
  nodes	
  &	
  230W	
  cap,	
  best	
  choice	
  is	
  1.8	
  GHz	
  
§  With	
  96	
  nodes	
  &	
  276W	
  cap,	
  best	
  choice	
  is	
  2.0	
  GHz	
  

§  Why	
  the	
  degradaAon?	
  
§  System	
  slows	
  down	
  processors	
  by	
  varying	
  amounts,	
  at	
  different	
  Ames	
  
§  Induces	
  load	
  imbalance	
   42	
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