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Key Points: (1) Marine aerosol emission scales with prognostic wind-wave model. (2)
10-meter wind speed unable to capture basin-scale wind-wave properties. (3) Wave-
based aerosol emission did not improve comparison to observed particulate Na™.

Abstract

Primary marine aerosol (PMA) is emitted into the atmosphere via breaking wind waves
on the ocean surface. Most parameterizations of PMA emissions use 10-meter wind
speed as a proxy for wave action. This investigation coupled the 3™ generation prognostic
WAVEWATCH-III wind-wave model within a coupled Earth system model (ESM) to
drive PMA production using wave energy dissipation rate — analogous to whitecapping —
in place of 10-meter wind speed. The wind speed parameterization did not capture basin-
scale variability in relations between wind and wave fields. Overall, the wave
parameterization did not improve comparison between simulated versus measured AOD
or Na*, thus highlighting large remaining uncertainties in model physics. Results confirm
the efficacy of prognostic wind-wave models for air-sea exchange studies coupled with
laboratory- and field-based characterizations of the primary physical drivers of PMA
production. No discernible correlations were evident between simulated PMA fields and

observed chlorophyll or sea surface temperature.



48
49
50
51
52
53
54
55
56
57
58
59
60
61
62
63
64
65
66
67
68
69
70
71
72
73
74
75
76
77
78

1. Introduction

Particle production by bursting bubbles at the air-sea interface is the dominant global
source of aerosol mass and a major global source of aerosol number (Andreae and
Rosenfeld, 2008). Primary marine aerosol (PMA) is an important composition-dependent
reaction medium that influences the multiphase physicochemical evolution of the marine
troposphere [von Glasow and Crutzen, 2004; Long et al., 2014a]. These particles are
highly enriched (typically by 2 to 3 orders of magnitude based on bulk composition) in
marine-derived organic matter (OM) [Hoffman and Duce, 1976; Keene et al., 2007,
Facchini et al., 2008] the chemical processing of which is a significant source of the OH
radical, hydroperoxides, and probably other low molecular weight reaction products
including carboxylic acids, ketones, and alcohols [Zhou et al., 2008]. PMA also scatters
incident solar radiation and accounts for significant fractions of cloud condensation
nuclei (CCN) over the world’s oceans thereby influencing Earth’s radiative balance and
climate [Clarke et al., 2006; Pierce and Adams, 2006; Quinn and Bates, 2011].

Despite their global significance, the size-resolved physical (mass and number) and
chemical (organic and inorganic) properties and production fluxes of PMA are not
adequately parameterized in comprehensive Earth system models as functions of major
drivers (wind and wave fields and the chemical and physical characteristics of surface
seawater). Some parameterizations are based on in situ measurements which are
advantageous in that they directly relate variability in PMA production rates as inferred
from ambient aerosol concentrations to the corresponding environmental drivers (e.g.
wind speed). These include parameterizations based on measured number size
distributions in near-surface marine air [Gong, 2003], vertical gradients in number size
distributions measured immediately downwind of coastal surf [Clarke et al., 2006],
gradients in offshore flow regimes [Reid et al., 2001], and eddy covariance measurements
of sub-pum number concentrations during onshore flow [Geever et al., 2005] and
associated measurements of ambient aerosol composition [Rinaldi et al., 2013]. However,
these and other measurement techniques for ambient marine aerosol cannot reliably
characterize size-resolved properties over the full relevant size range at high temporal
resolution [Reid et al., 2006]. In addition, size distributions of freshly produced PMA

change rapidly (minutes to hours) in response to variable size-dependent dry-deposition
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rates and meteorological conditions [Keene et al., 2009]; and the corresponding chemical
compositions change rapidly (seconds to minutes) via exposure to light and reactive trace
gases [Chameides and Stelson, 1992; Erickson et al., 1999; Zhou et al., 2008]. PMA are
also injected onto air already populated with aged particles that exhibit variable degrees
of physicochemical modification, and (in many regions) contain components from non-
marine sources (e.g. Clarke et al., [2013]) . Consequently, it is extremely difficult to
reliably deconvolve the characteristics of freshly produced versus aged aerosols based on
measurements in ambient marine air.

Other recently published parameterizations have been developed based on aerosols
generated artificially by bubbling air through or impinging water jets onto surfaces of
natural or synthetic seawater. However, some of these studies consider only the sub-pum-
diameter size fractions [Sellegri et al., 2006; Tyree et al., 2007; Hultin et al., 2010]
thereby ignoring the larger aerosols that dominate the mass and volume flux. In addition,
aerosol produced from commercial synthetic seawater [e.g. Martensson et al., 2003] or
synthetic or natural seawater amended with addition of organic surfactant concentrations
and compositions that are not representative of ambient seawater [e.g., Modini et al.,
2013] may not be representative of PMA produced from ambient seawater. The reader is
referred to [Hultin et al., 2010] for an intercomparison of normalized number size
distributions reported by the above investigators. Spatial and temporal variability in
cycling and impacts of size-resolved marine aerosols have also been simulated globally
using models incorporating PMA production parameterizations based on results of some
of the above studies (e.g., [Pierce and Adams, 2006; Langmann et al., 2008; Roelofs,
2008; Spracklen et al., 2008; Gantt et al., 2009; Long et al., 2014b]).

Most parameterizations of PMA production rely upon 10-m wind speed as a proxy for
wave action. However, this approach cannot account for important non-linear processes
involving wind waves that are not in equilibrium with local conditions, as is more
commonly the case [Hanley et al., 2010; Webb and Fox-Kemper, 2011; Edson et al.,
2013]. Several previous investigations of links between PMA emissions and wind-wave
characteristics have focused on the wave-roughness Reynolds number [Norris et al.,
2013; Partanen et al., 2014], which demonstrated better skill than wind speed alone in

reproducing observations. We report herein a new approach using a prognostic wind-
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wave model to simulate air entrainment into the surface ocean by breaking wind waves
coupled with measured characteristics of size-resolved aerosols over full size
distributions that were produced via the detrainment of artificially generated bubbles
from fresh and artificial seawater under controlled conditions [Martensson et al., 2003;
Keene et al., 2007; Facchini et al., 2008; Long et al., 2014]. This effort builds on prior
work that parameterized PMA production based on the energetics of wind-wave breaking
[Long et al., 2011]. We examine the sensitivity of simulated PMA production, PMA
burden, and associated first-order radiative impacts to the nature of the source function
based on results from production parameterizations driven by wind speed versus those
driven by the wind wave model. Simulated results are compared to measurements of
ambient marine aerosol mass and optical depth. This work is part of a larger effort to
develop, within the NCAR Community Atmosphere Model (CAM) component of the
Community Earth System Model (CESM), a more explicit description of the sources,

multiphase processing, and climatic interactions of naturally produced aerosols.

2. Methods
2.1 Models

Atmospheric processes were simulated in three dimensions (3-D) using the
Community Atmosphere Model (CAM, version 5.3.16 [Gent et al., 2009]) as part of
Community Earth System Model (CESM, version 1.3; [Hurrell et al., 2013]). Version
3.14 of the NOAA WAVEWATCH-II1 (WWIII) third-generation ocean wind-wave
model [Tolman, 2009] was included as a separate component within the standard CESM
to simulate wave fields for PMA emissions. WWIII solves the wave-number and
direction resolved wind-wave energy spectrum on an Eulerian grid. The energy source
term includes inputs from wind action on the ocean surface, dissipation from wave
breaking, non-linear wave-wave interactions, interactions with the ocean bottom, depth-
induced breaking, and terrain-based wave scattering. Zonal and meridional wind and
ocean current velocities, sea-surface temperature (SST), and air temperature at 2 m were
passed from CESM to the WWIII component. CESM’s default ocean surface roughness
parameters were used for momentum flux and atmospheric boundary layer calculations.

WWIII operates in the CESM similarly to the atmosphere, ocean, sea ice, land, land-ice,
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and runoff components via communication within the hub-and-spoke coupled system. A
top-level driver sequences all components (including WWIII) by calling component-
specific initialization, run, and final interfaces. Fields are passed into and out of
components via these interfaces, and all coupling fields are passed between models via
the central "hub™ coupler component. Synchronous restarts (from initial conditions saved
from previous model executions) and time coordination in components are handled
through the interface to the driver. The CESM was configured with online atmosphere
and land model components, and was initialized at 1 January 2000. All other components
were run in offline (‘data’) mode. To reduce model spin-up time, the sea-surface
temperature was based on offline data for the 2000 calendar year and was cycled annually
based on the NOAA Reynolds’ SST climatology [Reynolds et al., 2002, 2007]. Enhanced
ocean mixing from prognostic waves (Q. Li, A. Webb, B. Fox-Kemper, A. Craig, G.
Danabasoglu, W. G. Large, and M. Vertenstein, Langmuir mixing effects on global
climate: WAVEWATCH I11 in CESM. Submitted to Ocean Modelling, 2015) was not

active in this version of the model.

2.2 Marine Aerosol Source

Observations indicate that the total number production flux of PMA (Fr; m?s?) via
bursting bubbles at the seawater surface is linearly proportional to the flux of air
detrained from the water column [Keene et al., 2007]. Measurements demonstrate that the
total volume of air entrained within the water column by breaking waves (Vo in m) is
proportional to the energy dissipated by the wind-wave field through wave breaking (Ep
in J; [Lamarre and Melville, 1991; Loewen and Melville, 1994; Hoque, 2002;
Blenkinsopp and Chaplin, 2007]). Therefore, assuming that all air entrained into the
water column detrains as bubbles that produce particles and neglecting impacts of
surface-active material in seawater on bubble plume dynamics, the number production
flux of marine aerosol can be estimated from the corresponding energy dissipated by
wave breaking. The dissipation of wave energy by wave breaking involves work against
the buoyant force of air entrained into the water column. Although the physical
characteristics of plunging versus spilling breakers differ (e.g., [Loewen and Melville,

1994]), available evidence suggests that the Vo-to-Ep ratio (heretofore referred to as o)
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varies across a narrow range for both types of breakers [Long et al., 2011]. For example,
measurements of Vo and Ep for 2-D plunging breakers [Lamarre and Melville, 1991]
yield a values of 5.6 (£ 0.2) x 10* m? J* (n = 3) whereas measurements for both 2-D
plunging and spilling breakers reported by Blenkinsopp and Chaplin [2007] yield a
values of 2.2 (+ 0.2) x 10* m® J* (n = 103). Here, as in Long et al. [2011] we use an o
value of 4.0 x 10* m® J1,

The air detrainment flux resulting from wave breaking (Fpetin m s) can be estimated
from [Long et al., 2011]

Fo = &4 1)
where &g is the rate of energy dissipation by wave breaking (3 m2s™) simulated with
WWIII as described in more detail below.

Measurements of size-resolved PMA production efficiency, defined as the size-
resolved particle yield per unit volume of air detrained from the water column (PEnum in
units of m3, [Long et al., 2014b]) allow the PMA number production flux (Fnum in units
of m?) to be calculated from Fpet:

Fyum = PEnum - @€q (2)

Currently in CAM, emissions of PMA with dry diameters (Dy) smaller than 2.8um are
based on the parameterization of [Martensson et al., 2003] and those for larger particles
are based on Monahan et al. [1986] as described by Liu et al. [2012]. The number flux for
particles with dry diameters of 2.8 um or smaller is in the form dFnum/dLogDp (units of
Moc? Mwe st where subscripts oc and we refer to surface area of the ocean and
corresponding surface area covered by whitecaps, respectively) scaled with the wind-
speed-dependent (Uo at 10 m height in m s) white-cap area function of Monahan and
O’Muircheartaigh [1986]. Although not reported in the literature, PMA emissions based
on the default parameterization in CAM as summarized above are increased by a constant
scaling factor of 1.35 to better fit cloud droplet number concentrations measured in the
marine atmosphere (A. Gettleman, pers. comm., 2014).

Because the energy of wave breaking and associated air detrainment is a function of
interactions between both wind and wave fields [Tolman and Chalikov, 1996], we
hypothesize that sea state rather than wind velocity alone is the primary driver for PMA

production. In the ambient environment, many wave properties are not in equilibrium

7
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with associated wind fields due to temporal lags in wave response to changes in wind

speed or direction. Unlike simplified scaling based on wind speed, prognostic wave

models are able to simulate such non-equilibrium conditions. Wave breaking and

associated PMA production are highly nonlinear processes that are sensitive to wave
disequilibria [Hanley et al., 2010; Webb and Fox-Kemper, 2011; Cavaleri et al., 2012;
Edson et al., 2013]. Consequently, wave fields must be considered explicitly to reliably

simulate PMA emissions.

To evaluate the influence of sea state, PMA emissions were simulated using four

different production parameterizations as summarized below (details regarding the latter

three approaches are described in subsequent subsections):

1)

2)

3)

4)

CAM’s standard default parameterization driven by U1 and based on Martensson
et al. [2003] and Monahan et al., [1986] as described above (hereafter referred to
as STD-U1o). Results using this parameterization represent the base case.

A wind-wave parameterization based on equation (1) and (2) using size-resolved
PEnum Values measured by Long et al. [2014b] (hereafter referred to as WAVE).
A hybrid version of CAM’S default parameterization for which the wind-driven
whitecap fraction was replaced with a wind-wave mechanism based on equation
(1) and (2) and scaled to generate approximately the same integrated global PMA
mass production flux as that simulated with STD-U1o. Relative to those simulated
with STD-U1o, PMA production fluxes in this simulation (hereafter referred to as
STD-WAVE) varied spatially in response to sea state rather than wind velocity
alone.

To evaluate the influence of temperature on PMA production, a modified version
of STD-WAVE was run for which the SST term in the PMA emission function
was held constant at 291K (hereafter referred to as STD-WAVE291k).

2.2.1 WAVE

The size-resolved particle number flux can be estimated directly from the wave field

via a function of the form

darF _ AdPENum
dLogDp Det dLogDp

3)

8
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where

AdPENym
dLogDp

= 10Pv (4)
and Py are polynomials fit to the size-resolved PEnum Values reported by Long et al.
[2014b] for two aerosol size modes, N. Mode-1 corresponds to particles in the size range
0.01 < Dp< 0.4 pm, and mode-2 corresponds to particles in the range 0.04 < Dp < 14 pm.
Long et al. [2014b] reported PEnum Values for PMA produced from both biologically
productive and oligotrophic seawater and for bubble plumes generated with either a bank
of fine porosity frits (10- to 20-um pore size) or a coarse porosity frit (145- to 147-um
pore size). Since about 90% of the surface ocean is oligotrophic, the data used in this
analysis correspond to those reported for oligotrophic conditions and, thus, we infer
represent lower limits. PEnum Values for bubbles produced with fine frits were similar but
not identical to those produced with the coarse frit [Long et al., 2014b]. For consistency
with past results reported for this generator, this analysis utilized data corresponding to
the fine frits. For mode-1 and mode-2 particles, respectively,

P, = —0.28-logD3 —3.73 - logD3 — 7.31-logDp + 6.59 (5)
and
P, = —2.21-logD3 — 1.4x1072 - logD3 — 0.85 - logDp + 8.95 (6)

2.2.1. STD-WAVE

Differences between size-resolved PMA production fluxes simulated with STD-Uzq
versus WAVE originate from two primary sources: (1) Differences between the relative
shapes of PMA size distributions produced by a comparable set of physical drivers and
(2) differences between the PMA produced as a function of wind speed versus sea state.
To normalize for the influence of differences in the shape of the PMA size distribution
and thereby enable direct comparisons between results based on wind speed alone (STD-
U1o) versus the wind-wave approach, a hybrid parameterization was employed. The shape
of the size distribution based on the default STD-U1o parameterization was adapted to
utilize a wind-wave forcing in place of the wind-driven white-cap fraction. The

parameterization for size-resolved number flux in STD-Uso is
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where W is the white-cap fraction based on

W =3.84 x 1074U3H (8)
from Monahan and O 'Muirchearteigh [1986] and @ is size-resolved, SST-dependent
number production flux per whitecap fraction (m). Our revised approach converts the
whitecap fraction (W) in equation (7) to an air detrainment rate per equation (2) using a
conversion factor Cg, which represents the ratio of whitecap-area dependence to air
detrainment. Cr was calculated as

Cr=A4p- REelt 9)
where A, (Mm?) is whitecap area per Martensson et al. [2003] and Rpet (m® s?) is the air
volume detrainment rate. Martensson et al. [2003] report values for A, and Rpet of 3.0173
x 10* m? and 1.67x107 m® s, respectively, which yields a Cr of 1810 s m?. As
described in detail below (see Section 3.1), available evidence indicates that the value of
Ck calculated directly from data reported by Martensson et al. [2003] is too high by a
factor of approximately 13. It was necessary to scale Cr accordingly to yield production
fluxes for STD-WAVE that were consistent with those based on the default Martensson
et al. [2003] parameterization in STD-Uxo.

For particles larger than 2.8-um dry diameter, CAM employs the source function of
[Monahan et al., 1986], which scales directly with U1 rather than a U1o-driven white-cap
fraction. Thus, the conversion factor used for emissions of PMA smaller than 2.8-um
diameter cannot be used to parameterize production of larger particles. For consistency,
and in order to permit emissions for this portion of size range to be scaled as a function of
ed, U1o was estimated based on Hanson and Phillips [1999] yielding

Uso gse. = (2.34x10%¢,) 02674 (10)
and thereby permitting direct scaling across the entire size distribution based on &q.

The final forms of the PMA emissions functions are,

dF
dLogDp

=Cp-ag;d (11)
for particles with dry diameters ranging from 0.1- to 2.8-um, and

_n2
Z_i = 1'373U13(.)‘,}l%str_3(1 — 0.057r109%) . 1011% B (12)

10
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for particles larger than 2.8-um dry diameter. In equation (12), r is the particle radius at
80% RH, and B = (0.380 — Log(r))/0.650.

2.2.3. STD-WAVE291k

The Martensson et al. [2003] source function includes a sea-surface temperature
dependence in equation (9) where @ = A - SST + B, A and B are size-resolved regression
parameters, and SST is in Kelvin. Evidence based on model calculations using offline
meteorology also suggest a SST dependence in PMA production [Jaeglé et al., 2011;
Grythe et al., 2014], albeit different from that that reported by Martensson et al. [2003].
To evaluate the temperature dependence of PMA emissions in STD-WAVE, aerosol
production was simulated using an alternate version of the wave parameterization in
which SST was held constant at 291K, the average temperature for the NOAA Reynolds
SST climatology [Reynolds et al., 2002, 2007]. Temperature was held constant only for
the calculation of PMA. Temperature dependence of the simulation of atmospheric
boundary layer stability or the air-sea momentum coupling was not modified.

The PMA flux parameterization for WAVE evaluated the dry-particle diameter range
0f 0.013 to 14 um whereas those for STD-U1o, STD-WAVE and STD-WAVE291k
evaluated the range 0.02 to 11.4 um. However, the CAM PMA emission routine
integrates the particle source flux across dry diameters ranging from 0.2 um to 10 um
into three lognormal modes specified below (Section 2.4). Thus, differences in the ranges
of particles sizes evaluated by these PMA production parameterizations did not impact

results.

2.3 Calculation of Wave Breaking Energy

The energy dissipation rate g4 was estimated at every wave model grid point from the
wave model output of the wave variance spectrum, (k,0). &4 can be estimated by directly
integrating the wave energy loss term evaluated by the wave model. However, at the time
of the model runs reported herein, the wave energy loss term was not a standard model
output. For this work, eq was estimated as described below based on the simulated flux of
energy from wind into waves, £y, (kg s®) and the energy taken up or released by the

waves. Wave energy loss was subsequently added as a standard output of the most recent

11
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version of WWIII and an as yet unpublished comparison of simulated versus
independently calculated loss terms revealed very good agreement [B. Reichl and T.
Hara, unpublished results].

The flux of energy from the wind into the waves can be calculated from the wave

growth rate, By(k,0) (s1), and the wave variance spectrum, 1 (k,6):

Fu = 17 13 By, 0)pyy g¥ (k, 0)k dk d, (13)
where Bq(k,0) is specified (e.g., [Hara and Belcher, 2004]) as

By (k,6) = co 22 c05?(6 — Byuina) (14)
and the non-dimensional growth rate coefficient is

cg = 32 if cos(80 — 0,,;nq) > 0and u,/c > 0.07,

cg=0 otherwise.

k is the wavenumber (m™), 8 is the wave direction (radians), py, and p, are the water and
air density, respectively (kg m?), g is acceleration by gravity (ms?), o = \/gk is the
angular frequency, ¢ = o/k is the wave phase speed (m s?), 8,,:,4 is the wind direction
(radians), and u? is the air-side friction velocity in the wave model (u? = t/p, in units of
m? s? and 7 is the wind stress).

The energy contained within the surface wave field (E in units of J) is calculated from
the spectrum:

E=[" [ pwg¥k 0k dk do, (15)
and the horizontal energy fluxes (in x and y directions) due to wave propagation are
calculated as:

EF. = [" |7 pwgCy¥(k,0) cos(8) k dk do, (16)

EF, = [ [ pwgCy¥(k,6) sin(0) k dk do, (17)
where C, is the group velocity (c/2 inm s1). The energy dissipation rate (e4) can then be
calculated as the energy input from air minus the energy taken up by the waves (the

horizontal divergence of the wave energy flux and the time rate of change (growth or

decay) of the wave energy):

OEF, aEFy) )

€a = Fw = ( dx dy at’ (18)

12
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Contributions from waves with frequencies less than 3 x f; where f; is the wind-wave
peak frequency are not resolved by the wave model but are negligibly small [Fan et al.,
2010].

2.4 Modeled AOD

Details of the aerosol microphysical scheme and calculation of aerosol optical
properties are reported by Ghan and Zaveri [2007] and Liu et al. [2012]. Briefly, for
simulations reported herein, CAM explicitly calculated number and mass moments of
three log-normally distributed size modes equivalent to Aitken, accumulation, and coarse
aerosol size ranges centered log-normally on 0.026-, 0.11-, and 2.0-um geometric mean
dry diameters (GMD), respectively. Corresponding lognormal standard deviations were
1.6, 1.8, and 1.8, respectively, and the corresponding ranges were 0.0087-t0-0.052-,
0.053-t0-0.44-, and 1.0-to-4.0-um dry diameter, respectively. Each mode is comprised of
an internal mixture of non-sea-salt (nss) sulfate, OM from primary sources, secondary
OM from condensation of volatile organic precursors, black carbon, inorganic sea salt,
and mineral dust. AOD in CAM is calculated based on Ghan and Zaveri [2007] and
varies as a function of deliquesced particle size, area density, volume-weighted mean
hygroscopicity of internally mixed aerosol, and relative humidity (RH). Hygroscopic
growth factors are set to 0.507, 0.10, 0.14, 1x107°, 1.16, and 0.068 for nss sulfate,

primary OM, secondary OM, black carbon, sea salt, and dust, respectively.

2.5 Simulations

All results reported herein correspond to simulations at a horizontal resolution of 0.9° x
1.25° latitude/longitude for the ocean, atmosphere, wave, and land component grids
(including land ice), and a 1° displaced-pole grid (GX1v6) for the ocean. CAM was
configured with CAMB5 physics options using the finite volume dynamical core and the 3-
mdre aerosol module [Liu et al., 2012]. Each simulation was run for 6 years including
one year for atmospheric equilibrium. Statistical analysis was performed on the final five
simulation years. All simulations were performed on the Oak Ridge National Laboratory

— Oak Ridge Leadership Computing Facility’s Titan Cray XK7 system.

13
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2.5 Observational Data
2.5.1 Sea-Surface Temperature

SST used for both boundary conditions for CAM within the CESM and for data
analysis were derived from the Reynolds climatology [Reynolds et al., 2002, 2007].
These data were derived from a series of interpolated global analysis products in 1° and
Y4° grid horizontal grids, followed by regridding to the horizontal resolution used in

simulations here.

2.5.2 Particulate Na* Concentrations

Mean simulated concentrations of bulk particulate Na* in the lowest level of the model
were compared with corresponding mean concentrations of bulk particulate Na*
measured in near-surface marine air at 19 sampling stations operated over multi-year
periods under the auspices of the Atmosphere/Ocean Chemistry Experiment (AEROCE),
Sea-Air Exchange (SEAREX), and the U.S. Department of Energy Environmental
Monitoring Laboratory (DOE-EML) programs [Savoie and Prospero, 1977; Galloway et
al., 1993; Dentener et al., 2006; Textor et al., 2006]. These observations provide broad
geographic coverage ranging from 63.4N to 67.6S latitude.

2.5.3 Aerosol Optical Depth (AOD)

AOQD data evaluated herein are from the newly released Collection 6 (C6) over ocean
Aqua MODIS Dark Target (DT) aerosol product [Levy et al., 2013]. Uncertainties and
sporadic positive biases due to cloud contamination and whitecaps exist in the standard
C6 over ocean DT aerosol products [Shi et al., 2014]. Consequently, we applied
additional quality assurance methods similar to those used in constructing data
assimilation grade Collection 5 MODIS DT aerosol products [e.g., Shi et al., 2011]. To
minimize cloud contamination, retrievals with cloud fractions greater than 20% and
retrievals with average distances to clouds of less than 2 pixels (as determined from the
Cloud_Pixel_Distance_Land_Ocean parameter) were excluded. Buddy checks and a bias
correction for lower boundary conditions based on operational wind speed data (similar
to that described by Shi et al. [2011, 2014] were also applied to further reduce

uncertainties and biases.
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Only conditions dominated by marine aerosol (clean marine regions) are relevant to this
study. However, some regions over the global oceans often contain high concentrations
of aerosols from continental sources such as combustion-derived and mineral aerosol
transported from eastern Asia over the western North Pacific Ocean and from North
Africa over the tropical North Atlantic Ocean. The Navy Aerosol Analysis and
Prediction System (NAAPS) reanalysis (Peng et al., Development Studies Towards a 11-
year Global Gridded Aerosol Optical Thickness Reanalysis for Climate and Applied
Applications, 2015, in preparation) was used to differentiate between AOD observations
that were dominated by aerosol from marine versus continental sources. NAAPS is a
chemical transport modeling system that provides 6-day aerosol forecasts for the US
Navy operationally (http://www.nrimry.navy.mil/aerosol/). The NAAPS reanalysis is
generated with an offline version of NAAPS that simulates contributions of sea salt, dust,
smoke, and anthropogenic and biogenic fine particles (ABF) to AOD at 1x1°
(Latitude/Longitude) resolution every 6 hours from 2003-2013. The NAAPS analysis,
which is available from the GODAE server ( http://www.usgodae.org/docs/naaps-
reanalysis.html), is generated through assimilation of quality assured Collection 5
MODIS DT and Multi-angle Imaging SpectroRadiometer (MISR) AOD data [Zhang et
al., 2008, 2014; Hyer et al., 2011; Shi et al., 2011].

Four steps were applied to the C6 MODIS AOD data to identify the subset of retrievals
that were dominated by marine aerosol and to construct the level 3 AOD data used in this
analysis. 1) MODIS retrievals with AOD less than 0.07 (at 0.55 pum) were retained as
these retrievals are within the baseline oceanic AOD value suggested by Kaufman et al.,
[2002]. 2) Retrievals with AODs greater than 0.3 were assumed to be dominated by non-
marine aerosol and, thus, excluded. 3) For retrievals with AODs between 0.07 and 0.3,
ratios of column-integrated contributions of sea-salt AOD to total AOD (Rseasait) Were
computed from the collocated NAAPS data. Only retrievals with Rseasait greater than or
equal to 0.5 were assumed to be dominated by marine aerosol and, thus, retained. Based
on C6 MODIS AQOD retrievals filtered as described above, monthly-averaged AODs were
constructed at a 1x1° (Latitude/Longitude) spatial resolution for the period of July 2002
to December 2006.
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For comparison to model output, only AOD in grid cells with U1o > 6 m s were used.
Further, MODIS AQOD at high latitudes is limited to spring and summer periods,

warranting caution when interpreting model versus observed AOD.

2.5.4 RH and Surface Wind

RH and surface wind data for use in model comparison and validation were based on
the NCEP/NCAR Reanalysis 1 project long term monthly means datasets derived from
data for years 1981 — 2010 [Kalnay et al., 1996] available from
http://www.esrl.noaa.gov/psd/data/gridded/data.ncep.reanalysis.html.

3. Results and Discussion
3.1 Size-Resolved PMA Production Fluxes

The size-resolved PMA source functions were evaluated for consistency prior to
running within the full CESM. Size-resolved production based on STD-Ugat U =9 m
st and SST = 298K was compared to that based on WAVE at an equivalent Fpet
calculated as per Long et al. [2011] (Fpe: = 2 x 10°® U10*"). Both functions yielded
similar results (Figure 1a). Production based STD-WAVE per equation (11) was
compared to WAVE at &g = 0.16 J m? s, which is equivalent to Ui ~ 9 m s per on
equation (10), and Fpet = 6.4 x 10° m s per Long et al. [2011]. It is evident from Figure
2 that equation (10) provides a reasonable approximation of U1o based on &4 calculated
online with WWIII. For Dp less than 2.8 um, the production function in STD-WAVE
(equation 11) yields size-resolved PMA fluxes that are more than an order of magnitude
greater than those based on STD-U1i0and WAVE (Figure 1b).

The likely cause for this large discrepancy is that Cr calculated from equation 9 is
substantially overestimated. For Dp less than 2.8 um, the relative shapes of PMA
production as functions of particles size are similar (Figure 1), which strongly suggests
that (1) whitecap area and energy dissipation are directly related and (2) the empirical
relationships between W and &q versus Uio (per Monahan and O ’Muirchearteigh [1986]
and Hanson and Phillips, [1999], respectively) permit reasonable and interchangeable
approximations. These results also imply that PE reported by Long et al. [2014b] and the

estimation of a in Long et al. [2011] yield reasonable approximations of particle
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production relative to other PMA source functions. For Dp less than 2.8 pm, the
consistency between size-resolved production based on STD-U19 and WAVE (Figure 1a)
coupled with the results presented in Martensson et al. [2003], suggests that the
conversion of PMA flux as a function of W to flux as a function of &g using Cr is the
cause for the high PMA flux for STD-WAVE depicted in Figure 1b.

Per equation (9), Cr is based upon the air detrainment rate, Rpet, and the corresponding
surface area covered with bubbles, Ay (equivalent to whitecap area). We assumed that the
measurement of the air detrainment rate is accurately reported by Martensson et al.,
[2003]. However, the measurement of A, was probably associated with greater
uncertainty and the authors do not describe the corresponding methodology. Assuming
that Figure 1 confirms the relationships between W and &q4 versus Uio, we estimate that a
whitecap area between 4 x 10 and 5 x 10 m? would be generated at the reported air
detrainment rate of 10 mL min? (1.67 x 107 m®* m2 s%), which is equivalent to that at a
U1o of approximately 2 m s, This value for A, differs from that in Méartensson et al.,
[2003] by a factor of approximately 0.075. When production of particles with Dp less
than 2.8 um in STD-WAVE were scaled by 0.075, the resulting size-resolved PMA flux
was in far better agreement with those based on STD-U10 and WAVE (Figure 1b). We
conclude that the A, reported in Martensson et al. [2003] may be incorrect. We note that
the units for A reported by Martensson et al. [2003] are also incorrect; m2 should be m?,
Based on the above, for Dp less than 2.8 um STD-WAVE and STD-WAVE291k, Crin
equation (11) was scaled by 0.075 yielding an adjusted Cr value of 135.8 s m™,

3.2 U1o Vs. &g

The wave-energy dissipation fluxes simulated by WWIII for the major ocean basins
were generally greater (mean factor of 2.3 + 2.0) than those predicted by Hanson and
Phillips [1999] based on U1 alone (Figure 2), though are well within the range of scatter
of their observations (statistics were not reported). In mid- to high-Ilatitude regions with
climatologically higher wind velocities and more developed and energetic wave fields,
the simulated wave dissipation fluxes were systematically greater. The relative
differences are most evident for the North Pacific and North Atlantic Oceans above 30°N

(Figure 2a and c, blue and pale green markers, respectively), and the high-latitude
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Southern Ocean south of 30°S (Figure 2d). In the vicinity of the Pacific and Atlantic
gyres (Figure 2a and c, green and olive markers, respectively), simulated 4 was only
slightly higher (factors of 1.4 £ 0.7 and 1.1 £ 0.1, respectively) than that based on
[Hanson and Phillips, 1999] and overlaps the observed &q vs. U1o estimated by [Felizardo
and Melville, 1995] (not shown).

The systematic offset between simulated ¢q relative to that predicted based on Hanson
and Phillips [1999] (Figure 2, black lines) in the high-latitude Pacific and Atlantic basins
versus gyre regions implies fundamental differences in relationships among wind
velocity, wave fields, and energy dissipation in high- versus low-latitude regions.
Differences in the magnitudes of the offsets between mid and high-latitude &q fields in the
Pacific and Atlantic Oceans (Figure 2a and c) and the relatively high &q /U10 ratio in the
Southern Ocean (Figure 2d) suggest more efficient transfer of wave energy into the
dissipation term in high-latitude wave fields. It is evident from equation (2) that this more
efficient transfer would in turn drive relatively greater PMA emissions per unit wind
velocity at higher latitudes. Consequently, relative to those scaled from &4, PMA
production fluxes scaled directly from U1o also diverge systematically among major

oceanic regions.

3.3 STD-Uxo versus WAVE

Relative to WAVE, number production fluxes simulated with STD-U1o were lower in
tropical oceanic regions but moderately higher in the high-latitude southern ocean (Figure
3). Integrated globally, the mean number production flux simulated with WAVE was
higher by a factor of 1.3 (Table 1). In contrast, the corresponding global mass flux based
on WAVE was lower by a factor of 2.3. As indicated in Section 2.2.1, these differences
are driven primarily by two factors: (1) the shape of the size-resolved PMA production
distribution and (2) variability in PMA produced as a function of U1g versus &q. This is
consistent with the relative differences between PMA production based on STD-Up,
STD-WAVE, and WAVE size distributions as depicted in Figure 1.

Relative shapes of measured production distributions for size-resolved PMA vary in
response to numerous factors including the mechanisms by which bubble plumes were

produced (frits, jets, and waves tanks, and associate variability in air detrainment rates
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and bubble-plume dynamics), the types of solutions from which PMA were produced
(natural open-ocean seawater in biologically productive versus oligotrophic regions and
associated time of day, coastal seawater, artificial seawater, seawater amended with
organic surfactants), and temperature [e.g., Martensson et al., 2003; Hultin et al., 2010,
Long et al., 2011, 2014; Prather et al., 2013]. Some parameterizations (including STD-
U1o) consider poorly constrained contributions from spume droplets whereas others
(including WAVE) do not, which contributes to relatively higher mass fluxes in the
former [Long et al., 2011]. A related source of variability in simulated mass flux based on
different parameterizations involves to the upper size cutoff for the production
distribution [e.g., Lewis and Schwartz, 2004; Andrea and Rosenfeld, 2008]. With
increasing cutoff size, relative contributions from very coarse but short-lived particles
increase thereby driving greater integrated mass fluxes for given sets of condition. A
detailed evaluation of variability in number and mass production fluxes introduced by
differences in the shape PMA size distribution is beyond the scope of this study. The
primary focus of this effort is to differentiate relative influences of wind speed versus sea
state on number and mass production fluxes of PMA. As described above, to evaluate this
source of variability, we developed the hybrid parameterization (STD-WAVE), which
adopted the shape of the production parameterization in STD-U1o but replaced the U1
driver with an energy dissipation function, which yielded approximately the same
integrated global mass flux of PMA. This approach allowed spatial variability in PMA
production fluxes for the two simulations to be evaluated based on differential influences

of the U1g versus gq drivers.

3.4 STD-Uyo versus STD-WAVE

The integrated global mass fluxes of PMA simulated with STD-U1o and STD-WAVE
were nearly identical (Table 1). However, significant geographic differences were evident
in both mass fluxes and burdens (Figure 4 and 5, respectively). Two important features
stand out: 1) The zonal band of high aerosol mass flux in the mid and high-latitude
southern ocean was much less pronounced in the STD-WAVE results (Figure 4b)
whereas (2) the corresponding number fluxes tended to be greater (Figure 4a). Similarly,

the STD-WAVE PMA mass concentration in the atmospheric surface layer of the high-
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latitude southern hemisphere (Figure 5b) lacks the distinctive zonal maximum band
evident in the STD-U1o results (Figure 5a), and the overall mass concentration
distribution reflects the latitudinal variability in the aerosol production flux (Figure 4).
In contrast to the good agreement between globally integrated mass fluxes in the two
simulations, number fluxes differed by a factor of 1.4 (Table 1). The primary cause for
this divergence was relatively greater number production fluxes simulated by STD-
WAVE in near-coastal regions where fetch-limitation and sea ice are prevalent, and

influences of bathymetry and wind-wave field interaction impact ¢4 (Figure 3f).

3.5 STD-WAVE versus STD-WAVE291k

Relative to STD-WAVE, STD-WAVE2:k yielded lower integrated number and mass
production fluxes of PMA (Table 1). These differences reflect the SST dependence of
size-resolved PMA production in STD-WAVE as originally formulated by Martensson et
al [2003] (equation 7). For a given wind velocity in STD-WAVE, relative production of
smaller particles decreases and relative production of larger particles increases with
increasing temperature. These temperature-dependent relationships were evident in
relative differences in latitudinal variability for number and mass production fluxes
simulated based on the two parameterizations (Figure 6). Compared to STD-WAVE,
STD-WAVE2g:k yields proportionately higher number fluxes and proportionately lower

mass fluxes in lower, warmer latitudes and visa-versa in higher, colder latitudes.

3.6 Comparison to Observation
3.6.1 Observed Atmospheric Na* Concentrations

Na* concentrations in the lowest model layer simulated with STD-U10 and STD-
WAVE were weakly correlated with average Na* concentrations measured in near-
surface marine air but results indicate substantial scatter (Figure 7). In addition, ratios of
simulated to observed Na* for the two parameterizations tended to increase with
increasing Uso greater than about 8 m s, Removing the SST dependence in STD-
WAVE291k did not significantly improve the comparison to observations relative to STD-
Uio (p>0.2) (Figure 7).
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Unpublished tests by the University of Miami (D. Savoie and M. lzaguirre, personal
communication, 2013) indicate collection efficiencies ranging from 85% to ~100% for
particulate Na* and other particulate-phase species suggesting that Na* concentrations
associated with the long-term datasets reported by the University of Miami should be
reasonably representative of those in ambient air. However, physical relationships
indicate that inertial segregation of larger particles at inlets may cause negative sampling
bias at higher wind velocities. Such effects may have contributed to the systematic
divergence between simulated versus measured concentrations at higher wind speeds
(Figure 7).

Other factors such as uncertainties associated with aerosol physics and wind fields
within the CAM atmosphere likely contribute to these differences. For example, mass-
median diameters for ambient marine aerosol size distributions tended to increase with
increasing mass concentration [e.g., Keene et al., 2009]. Because larger particles exhibit
relatively higher dry-deposition velocities and associated shorter lifetimes against
deposition [e.g., Hummelshgj et al., 1992], disproportionately greater production fluxes
of larger particles would be required to sustain higher mass median diameters, which
implies that mass-integrated atmospheric lifetimes of marine aerosols tend to decrease
with increasing mass. However, in CAM, super-um diameter size fractions, which
dominate marine aerosol mass, are binned into a single log-normally distributed size
mode centered on 2.0 um dry GMD. Because the relative shape and geometry of the
coarse-mode marine aerosol distribution in CAM does not vary as a function of mass, it
follows that simulated dry-deposition fluxes at higher wind velocities may underestimate
ambient dry-deposition fluxes. Consequently, the corresponding simulated mass
concentrations may overestimate ambient concentrations, consistent with the divergence
between simulated versus measured Na* concentrations at higher wind velocities evident

in Figure 7.

3.6.2 Comparison to Observed AOD
Regional differences between modeled versus remotely-sensed AOD (Figure 8) reflect
numerous factors in addition to those associated directly with the calculation of AOD in

the model. For example, widespread cloud cover over high-latitude regions during winter
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limits the availability of AOD measurements. Consequently, annual average AODs at
higher latitudes are weighted disproportionately by measurement during warmer months
when wind speeds, sea states, and PMA production are typically lower. However, annual
averages based on simulated AODs are weighted equally by all seasons. Consequently,
the absence of AOD observations for the higher-wind season would introduce negative
bias in annual average values. Negative bias in AOD may also occur under clear sky
conditions [Zhang and Reid, 2009]. Conversely, other sources of biases in AOD
retrievals are largely positive (e.g., cloud contamination, whitecap error, etc.). While the
filters applied to assimilation-grade data minimize such sources of bias, they do not fully
eliminate them. Finally, aerosols in marine air are never comprised exclusively of one
aerosol type, which constrains the reliability of direct comparisons between simulated
and observed AOD. It is evident that annual average AOD based on observations,
particularly at higher latitudes, may not be entirely representative of annual average AOD
in the ambient atmosphere and, thus, should be interpreted with caution and an
appreciation of associated limitations. Nevertheless, observed AOD provides a useful
benchmark against which model performance can be evaluated.

As discussed in Section 3.6.1, the binning of most marine aerosol mass into a single
size mode may introduce positive bias in the simulated aerosol burden and associated
AOQOD at higher wind velocities. In addition, differences between modeled and ambient
wind patterns, boundary layer structure, and aerosol populations also constrain the
reliability of direct comparisons. For example, in some regions, differences between
modeled and observed AOD varied in response to the corresponding positions and size of
major synoptic circulation features. Large positive deviations in AOD simulated with
both STD-U10 and STD- WAVE (Figure 8a and b) relative to observed AOD (Figure 8c)
over the eastern South Pacific and southern Indian Oceans, and a large zonal negative
deviation over the higher-latitude southern ocean adjacent to Antarctica suggests that
CAM was unable to accurately predict wind and wave fields and the corresponding
marine-aerosol burdens in these regions.

Inaccurate RH, aerosol hygrosocopity, and mixed layer structure within the model
may also introduce bias. Relative to MODIS-C6 AOD, simulations based on STD-Uy,
STD-WAVE, and STD-WAVE29:k overestimated AOD over the northern hemisphere
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oceans by median factors of 25+42%, 22+40% and 44+33% respectively. As noted
previously, a scale factor of 1.35 is applied to PMA production in CAM to correct for
systematic divergence between simulated versus observed cloud droplet number
concentrations in marine regions. If this scale factor were removed, global mean biases
between simulated and observed AOD would decrease to -7.7+31%, -9.8+29% and
6.5+£24% for the STD-U1o, STD-WAVE, and STD-WAVE 291k results, respectively.
While this bulk comparison suggests that the use of the standard 1.35 scale factor may
have contributed to systematic positive bias in simulated AOD, such a result can easily be
over-interpreted. The standard error in AOD over oceanic regions that are dominated by
marine aerosol (e.g. the southern ocean) is on the order of £50% [Shi et al., 2011].
No discernible relationship between AOD deviations and RH biases were evident (Figure
8 and 9; Also see Figure S2). Relative to NCEP Reanalysis data from 2002-2006, CAM
systematically underestimated mid-latitude RH at the surface and overestimated RH at
850 hPa (Figure 9), though the NCEP reanalysis is known to have significant regional
biases as well [Vey et al., 2009]. This implies a vertical component to differences
between modeled and observed AOD. Given the aerosol size modes in CAM, virtually all
PMA would be mixed throughout the marine boundary layer. Thus, the net influence of
uncertainty in RH on simulated AOD and associated comparison with observations is

unclear.

3.7 Comparison to Surface Seawater State
3.7.1 SST Dependence

Several studies report evidence of a direct link between rates of marine aerosol
production and sea-surface temperature. Jaeglé et al. [2011] report a weak but significant
correlation between modeled and observed marine aerosol concentration differences and
sea-surface temperature. Data from Long et al., 2014b suggest a weak correlation
between SST and daytime PEnum, though it is not sustained during nighttime, and
variable operating conditions constrain resolution in evaluating the effect. Martensson et
al. [2003] also observed a size-resolved temperature dependence of the number
production flux that was included in the STD-Uj0 and STD-WAVE parameterizations

used here.
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Figure 10 compares the ratio of modeled to observed marine-aerosol mass for STD-Uj,
STD-WAVE, and STD-WAVE2:k to the Reynolds SST climatology. The observations
correspond to those at the long-term sampling stations described in Section 2.5.2 that
were used both here and by Jaeglé et al. [2011]. Our simulations revealed no trends in
observed Na* concentrations relative to SST (Figure 10).

Differences between our results and those presented in Jaeglé et al. [2011] could be due
to differences in meteorology between our fully prognostic simulation and the offline
assimilated meteorology used by Jaeglé et al. [2011]. However, simple comparison
between 5-year mean surface wind speed from STD-U1o and the NCEP/NCAR reanalysis
long-term monthly climatological mean (covering 1981-2010; Figure S1) indicated no
significant difference between them. Standard linear regression yielded the line y = 0.92x
+0.068 (r2 = 0.79; p << 0.05). The regression slope was significantly different than 1 (p
< 0.05); but a slope of 0.92 is within the cumulative uncertainty in observations of Na*
[Long et al., 2011]. Thus, we conclude that the difference between the our results and
those of Jaeglé et al. [2011] are due to factors other than differences in surface winds,
and are more likely due to large differences in processes controlling aerosol transport and

physics (e.g. see Liu et al. 2012 and http://www.geos-chem.org/#Aerosols).

Since simulated aerosol optical properties represent the cumulative result of modeled
aerosol processes, comparison of modeled to observed AOD as a function of SST can
reveal differences not captured by corresponding comparisons of aerosol mass. Several
relevant relationships are evident in Figure 11: (1) The inclusion of a wave-state based
Na* emission function in STD-WAVE did not modify the SST dependence in AOD
relative to that simulated by STD-U1o (Figure 11a,b,d). (2) Relative to STD-Uo, the STD-
WAVE291k simulation revealed a step-wise transition from a high to low bias iin Na*
emission versus SST (Figure 11e). The step-wise change reflects the basin-scale
variability in the wind-wave field discussed in Section 3.2. (3) Relative to STD-Ujo, the
wind-wave based parameterization in STD-WAVE had little discernible impact on the
SST dependences of the ratio between observed to simulated AOD (Figure 12a,b,d).
These relationships are consistent with similarities in distributions of AOD simulated by
STD-U1o and STD-WAVE (Figure 8) and, in particular, do not reflect the relatively

larger corresponding differences in spatial distributions of simulated PMA mass
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production fluxes (Figure 4). As discussed above, these results suggest that factors other
than the PMA source function account for most of the divergence between observed and
simulated AOD. (4) Removing the SST dependence improved the agreement between
simulated vs. observed AOD (Figure 12c¢). The large model uncertainty associated with
convection and cloud processes at high SST (e.g. the tropics), and the combined
uncertainty in model RH and observed AOD at high latitudes discussed above constrain
unequivocal interpretation of these results. We infer that any apparent SST dependence in
simulated PMA production is small relative to other sources of uncertainty and may be an

artifact resulting from differences in aerosol treatment among model systems.

3.7.2 Chl-a dependence

Several studies have suggested links between PMA and biological activity in the
surface ocean that impacts the associated emission, composition, processing and optical
properties of aerosol. Most focus on the inferred influence of marine microbiology on the
partitioning of inorganic sea salt constituents and organic matter associated with size
resolved PMA based on weak or hypothetical correlations with remotely sensed Chl a
(e.g. [Gantt et al., 2009; Long et al., 2011; Rinaldi et al., 2013; Partanen et al., 2014]).
Others find no correlation with Chl-a [Quinn et al., 2014] and a primary impact of
biological activity on total emission fluxes rather than on organic/inorganic fractionation
[e.g. Long et al., 2014b]. It is reasonable to hypothesize that any impact of ocean biology
on PMA optical properties could be discerned by comparing AOD in the marine
atmosphere to our simulated results that do not include a biological effect. Comparing the
ratios of modeled to observed AOD and Na* mass concentration to average observed
Chl-a from 2002 to 2006 revealed no significant correlations (Figure 13). Ultimately,
while connections between some metric of surface ocean biology and PMA production
are clearly evident in laboratory and field studies, the signal is negligible relative to the

overall variability and uncertainty in the system [Long et al., 2014b; Quinn et al., 2014].

4. Summary and Conclusions
1) The offset between mid and high-latitude &g fields in the Pacific and Atlantic oceans

(Figure 2) reflects a more efficient transfer of wave energy into the dissipation term in
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2)

3)

4)

5)

more highly developed wave fields, yielding relatively higher PMA emissions per
unit wind velocity. These results imply that interactions among wind fields and wave
fields must be considered explicitly to reliably simulate the corresponding PMA
production.

Relative to results based on STD-U1o, the incorporation of a the coupled wind-wave
parameterization in STD-WAVE did not significantly improve overall model
performance against observed AOD or Na* concentrations.

Air entrainment rates simulated by WWIII were within ranges reported for wave tank
studies and used for chamber and tank-based PMA production experiments. These
results suggest that experimentally determined rates of PMA production per unit air
detained can be reliably extrapolated based on the simulated air detrainment rates.
There was no discernible correlation between observed SST or Chl-a and observed or
modeled AOD or Na* concentrations.

Ultimately, comparison of simulated results to observations relevant to PMA
production and processing in the CESM underscored the uncertainty in the model
physics. This uncertainty coupled with the combined uncertainty of the observations
themselves constrain our ability to identify model improvement using an arguably
more physically accurate description of the dominant global source for aerosol mass.
The use of assimilated meteorology to minimize meteorological bias globally would
likely eliminate sole of the uncertainty thereby facilitating more useful comparisons
with observations. Still, this study has provided several advances, primarily,

a. The use of a prognostic wave model to simulate wind-wave interactions
reduces a major source of uncertainty in current parameterizations of PMA
production thereby improving resolution in addressing other sources of
uncertainty.

b. Our results support for the efficacy and scalability of direct lab and field
based observations of the primary physical processes controlling PMA
production (e.g. Lamarre and Melville, 1991; Keene et al., 2007,
Blenkinsopp and Chapin, 2007; Long et al., 2014).
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6. Notation

Ab water surface area through which bubbles are bursting, m?
c wave phase speed, m s

Cp non-dimensional wave growth rate coefficient

CF  whitecap area to PE conversion factor, s m*

Cy  wave group velocity, ms?

Dp dry particle diameter, um

E energy contained in the surface wind-wave field, J
Eb wave energy dissipated by breaking, J

Foet  bubble plume air detrainment flux, m s

Fnum  particle number flux, m?2 s’

Fr  total particle number flux, m?2s?

Fw  energy flux from wind into the wave field, J m? s
fr wind-wave peak frequency, s*

g accelleration gue to gravity, m s

K wave number, m*

PEnum PMA number production efficiency per unit bubble volume,
Pn regression polynomial for particle mode n.

r particle radius at 80% RH

Roet  bubble plume air detrainment rate, m* s

RH  relative humidity

U= wind friction velocity, m s

Uio  wind speed at 10 meters above the surface, ms™
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829
830
831

832
833
834
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836
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849

Vo volume of air entrained by a breaking wave, m*
w whitecap fraction
o ratio of air entrained per unit energy dissipated by wave breaking

By wave growth rate, s

&d wave energy dissipation flux, J m?2 s
0 wave direction, radians
® size-resolved number production flux per unit whitecap area, m? s*

wave variance spectrum
pw  density of seawater, kg m?
Pa density of air, kg m?
c angular frequency, s

T wind stress, Pa
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Figure Legends

Figure 1. Size-resolved number production fluxes based on (a) STD-Uso at Ujo =9 ms?
and WAVE at an equivalent Fpe: = 6.3 x 10° ms® and (b) STD-WAVE, STD-WAVE
scaled by 0.075 per Section 3.1, and WAVE at &4 = 0.16 J m? s (equivalent to Uy =
9 ms?and Fpet = 6.4 x 10° ms™?),

Figure 2. Simulated energy dissipation flux due to wave breaking (eq4) versus Uyo for (a)
the Pacific Ocean from 30S — 29N (green) and from 30 -70N (blue), (b) the Indian
Ocean from 30S to 30N, (c) the Atlantic Ocean from 30S — 29N (dark green) and from
30 -70N (light green), and (d) the Southern Ocean below 30S latitude. The black lines
depict regressions from Hanson and Phillips [1999], ¢, = 4.28 x 107°U3;*.

Figure 3. PMA number and mass production fluxes simulated with STD-U1o (a and b,
respectively) and WAVE (c and d, respectively) and the corresponding fractional
differences expressed as percent ((WAVE — STD-U10) / WAVE) (e and f,
respectively).

Figure 4. PMA number and mass production fluxes simulated with STD-WAVE (a and b,
respectively) and the corresponding fractional differences relative to STD-Uso
expressed as percent ((STD-WAVE — STD-U1g) / STD-WAVE) (c and d,
respectively).

Figure 5. NaCl mass concentration in the surface layer simulated with (a) STD-U1gand
(b) STD-WAVE and (c) the corresponding percent relative difference.

Figure 6. PMA number and mass production fluxes simulated with STD-WAVE91k (a
and b, respectively) and the corresponding fractional differences relative to STD-
WAVE expressed as percent ((STD-WAVE291k — STD-WAVE) / STD-WAVE291k) (C
and d, respectively).

Figure 7. Comparison of annual average Na* concentrations simulated with STD-Uyy,
STD-WAVE, and STD-WAVE29: for the lowest model level versus those from the
AEROCE, SEAREX and DOE-EML (Section 2.5.2) measurement programs (a, c,
and e, respectively), and the corresponding ratio of average modeled to measured Na*
concentrations versus modeled U1 (b, d, and f, respectively).

Figure 8. Average AOD simulated with (a) STD-Uyo and (b) STD-WAVE, (c) AOD
retrieved from MODIS-Aqua/Terra, and (d) the corresponding ratio of AOD
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simulated with STD-WAVE (from panel (b) versus measured AOD (from panel (c).
White regions in (a-c) indicate regions where no MODIS data were available. White
regions in (d) correspond to those for which all MODIS data were excluded based on
criteria described in Section 2.5.3.

Figure 9. Annually averaged percent bias in model (STD-WAVE29:«) RH compared to
NCEP reanalysis for 2002-2006 at (a) the surface and (b) 850 hPa.

Figure 10. Ratio of observed to modeled average annual concentrations of Na* in near
surface air. Measurements are from the AEROCE, SEAREX and DOE-EML (Section
2.5.2) programs to simulated with STD-U1o, STD-WAVE, and STE-WAVE291k
versus model SST. The red line is the regression from Jaeglé et al. [2011].

Figure 11. Na* mass flux vs. SST (°C) for (a) STD-Uso, (b) STD-WAVE, (c) STD-
WAVE291k, and the corresponding ratio wave model to STD-U1o Na* for (d) STD-
WAVE and (e) STD-WAVE2g1k.

Figure 12. Ratio of observed to modeled AOD for (f) STD-Usq, (g) STD-WAVE, and (h)
STD-WAVE29:1k and the corresponding ratio wave model to STD-U10 AOD for (d)
STD-WAVE and (e) STD-WAVE291k. The green line in (h) depicts the polynomial
regression reported by Jaeglé et al. [2011].

Figure 13. Ratios of observed to modeled AOD (top) and surface Na* concentration
(bottom) for STD-WAVE291k Versus chlorophyll a.
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Figure 1. Size-resolved number production fluxes based on (a) STD-Uso at Ujo =9 ms?
and WAVE at an equivalent Fpet = 6.3 X 10° ms? and (b) STD-WAVE, STD-WAVE
scaled by 0.075 per Section 3.1, and WAVE at g4 = 0.16 J m? s? (equivalent to Ui =9 m

stand Fpet = 6.4 x 10° ms?),

108 ;__a_)_ ...................................................................................................... —STDU,, (B, <28 k)
: STO-U, g (D, 228 pm)
107 P + WWANVE L
L R LAl S T
108 SRR ‘.”,t’ff.’.’.’. ......... ’ f.’.’.fo,‘.’ ................................................................................. 3
5[ o” ]
']O E_ .............. ;.’.‘» ...................................................... e e _E
E o . E
L *ay -
4 *,
10 R RIS .’.o.,;.’ ............................ -
3 ”0 E
0’ 4
3
0 e e N -
E " E
— [ * ]
a2 '
g ']O %_ ................................................................................................................................. 4’. ........... _§
= F * 7
o 4f . 1
= 10 | L L ool L L Lol L L ool
“ 8'bl)”|| T L R T T T i L . |
Z 10 ARSI —3T0-U,, (Dp < 2.8 pum) :
5 - ———5TDU, (D, < 2.8 um) X0.075 f
A 0
10 e T T STD-U, (Dp 228 pm) 5
F + WAVE H
5l P e T —
A0 b " N O e a
E " T ™ e E
5- o”/”// \h““‘*-—-:’-‘:"‘\‘_h E
107 e .’.’».’. .................................................... ";""'::'2;43 ......................................................... -
E + ey, E
E R ey — . ]
af * ”’0"\ i
L et e -
0
F *e ]
F .’ -
3
10 _ .......................................................................................................................... f’.‘ .................. _E
E . E
R E
2 * 1
']O :_ .................................................................................................................................. * ’ ........... _§
i + 3
F - :
0" L et . L . L] . L]

37



Figure 2. Simulated energy dissipation flux due to wave breaking (eq4) versus Uyo for (a)
the Pacific Ocean from 30S — 29N (green) and from 30 -70N (blue), (b) the Indian Ocean
from 30S to 30N, (c) the Atlantic Ocean from 30S — 29N (dark green) and from 30 -70N
(light green), and (d) the Southern Ocean below 30S latitude. The black lines depict

regressions from Hanson and Phillips [1999], &, = 4.28 X 107°U3)"*.
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Figure 3. PMA number and mass production fluxes simulated with STD-U1o (a and b,
respectively) and WAVE (c and d, respectively) and the corresponding fractional
differences expressed as percent ((WAVE — STD-U10) / WAVE) (e and f, respectively).
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Figure 4. PMA number and mass production fluxes simulated with STD-WAVE (a and b,
respectively) and the corresponding fractional differences relative to STD-U1o expressed
as percent ((STD-WAVE — STD-Ujo) / STD-WAVE) (c and d, respectively).
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Figure 5. NaCl mass concentration in the surface layer simulated with (a) STD-U1oand

(b) STD-WAVE and (c) the corresponding percent relative difference.
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Figure 6. PMA number and mass production fluxes simulated with STD-WAVE291k (a

and b, respectively) and the corresponding fractional differences relative to STD-WAVE
expressed as percent ((STD-WAVE291k — STD-WAVE) / STD-WAVE291k) (c and d,

respectively).
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Figure 7. Comparison of annual average Na* concentrations simulated with STD-Usg,
STD-WAVE, and STD-WAVE291k for the lowest model level versus those from the
AEROCE, SEAREX and DOE-EML (Section 2.5.2) measurement programs (a, ¢, and e,
respectively), and the corresponding ratio of average modeled to measured Na*
concentrations versus modeled Uso (b, d, and f, respectively).
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Figure 8. Average AOD simulated with (a) STD-Uzo and (b) STD-WAVE, (c) AOD retrieved from MODIS-Aqua/Terra, and (d) the
corresponding ratio of AOD simulated with STD-WAVE (from panel (b) versus measured AOD (from panel (c). White regions in
(a-c) indicate regions where no MODIS data were available. White regions in (d) correspond to those for which all MODIS data
were excluded based on criteria described in Section 2.5.3.
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Figure 9. Annually averaged percent bias in model (STD-WAVE29:1«) RH compared to
NCEP reanalysis for 2002-2006 at (a) the surface and (b) 850 hPa.
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Figure 10. Ratio of observed to modeled average annual concentrations of Na* in near
surface air. Measurements are from the AEROCE, SEAREX and DOE-EML (Section
2.5.2) programs to simulated with STD-U1o, STD-WAVE, and STE-WAVE 291k Versus

model SST. The red line is the regression from Jaeglé et al. [2011].
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Figure 11. Na* mass flux vs. SST (°C) for (a) STD-Uso, (b) STD-WAVE, (c) STD-
WAVE291k, and the corresponding ratio wave model to STD-Uyo Na* for (d) STD-WAVE
and (e) STD-WAVE291k.
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Figure 12. Ratio of observed to modeled AOD for (f) STD-Uig, (g) STD-WAVE, and (h)
STD-WAVE29:1k and the corresponding ratio wave model to STD-U19 AOD for (d) STD-
WAVE and (e) STD-WAVE2q:k. The green line in (h) depicts the polynomial regression
reported by Jaeglé et al. [2011].
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Figure 13. Ratios of observed to modeled AOD (top) and surface Na* concentration
(bottom) for STD-WAVE2e:1k versus chlorophyll a.
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Table 1. Global annual mean particle number production flux; number concentration; and Na* production flux, burden, lifetime, and
dry- and wet-deposition fluxes compared with published results based on other marine aerosol source functions (adapted from [Long

et al., 2014a]. Uncertainties correspond to year-over-year standard deviation for the 5-year annual mean.

Source Function Number Flux | Number Conc. | Na" Source | Na"Burden | Na* Lifetime | Na" Dry Dep. | Na* Wet Dep.
10°m2s? | (Range) (cm®) | (10° Tgy™) (Tg) (d) (10°Tgy?) | (10°Tgy?)

0

STD-Uxo (this work) 0.89 +0.01 13%1(71)'(81’8%? ~| 234007 | 374016 | 0604001 | 1.1+001 | 1.2+0.01
0

WAVE (this work) 1.20 +0.02 15%1%3’8%? ~| 104001 | 0.74+003 | 0.26+>0.01 | 0.74+001 | 0.28+0.01
0

STD-WAVE (this work) 1.24+0.03 14%1(81)'(‘;’8%? ~| 234009 | 32+011 | 051+001 | 124001 | 11+001
0

STD-WAVE 01 (this work) | 1:00%0.01 1414(%(61’8%? ~| 26+007 | 34+012 | 049+001 | 13+001 | 134001
0

Long et al., 2011° 2621(2)'3’8},)0 ~| 114002 | 25%003 | 0.86+001 | 049+001 | 0.56%0.01

Monahan et al., 1986° 1.7 2.4 0.5 0.76 0.90

Various ¢ 1.6 2.4 0.5

Clarke et al., 20067 22 4.0 0.66 15 0.68

Ma@rtensson et al., 2003¢ 1.7 0.55 1.2 0.061 0.11

O’Dowd ct al., 19977 41 5.2 0.47 29 1.2

Monahan et al., 1986° 0.55 1.2 0.79 0.34 0.19

& As reported in Long et al. [2014a].

® From reported in Kerkweg et al. [2008].

°From Textor et al. [2006].

4 From Pierce and Adams [2006], Table 2
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