
LA-UR-16-27376
Approved for public release; distribution is unlimited.

Title: A Review of Current Machine Learning Methods Used for Cancer
Recurrence Modeling and Prediction

Author(s): Hemphill, Geralyn M

Intended for: Report for Pilot 3 of NCI Project

Issued: 2016-09-27



Disclaimer:
Los Alamos National Laboratory, an affirmative action/equal opportunity employer, is operated by the Los Alamos National Security, LLC for
the National Nuclear Security Administration of the U.S. Department of Energy under contract DE-AC52-06NA25396.  By approving this
article, the publisher recognizes that the U.S. Government retains nonexclusive, royalty-free license to publish or reproduce the published
form of this contribution, or to allow others to do so, for U.S. Government purposes.  Los Alamos National Laboratory requests that the
publisher identify this article as work performed under the auspices of the U.S. Department of Energy.  Los Alamos National Laboratory
strongly supports academic freedom and a researcher's right to publish; as an institution, however, the Laboratory does not endorse the
viewpoint of a publication or guarantee its technical correctness.



A	Review	of	Current	Machine	Learning	Methods	Used	for		

Cancer	Recurrence	Modeling	and	Prediction	

	

Cancer	has	been	characterized	as	a	heterogeneous	disease	consisting	of	many	different	
subtypes.17		The	early	diagnosis	and	prognosis	of	a	cancer	type	has	become	a	necessity	in	
cancer	research.		A	major	challenge	in	cancer	management	is	the	classification	of	patients	into	
appropriate	risk	groups	for	better	treatment	and	follow-up.		Such	risk	assessment	is	critically	
important	in	order	to	optimize	the	patient’s	health	and	the	use	of	medical	resources,	as	well	as	
to	avoid	cancer	recurrence.15,27	

The	classification	of	patients	into	high	or	low	risk	groups	has	led	many	biomedical	and	
bioinformatics	researchers	to	study	the	application	of	machine	learning	methods.		Machine	
learning	is	a	suite	of	techniques	within	the	broad	category	of	predictive	analytics.		Machine	
learning	methods	utilize	a	variety	of	statistical,	probabilistic,	and	optimization	techniques	that	
allow	computers	to	learn	and	detect	patterns	from	large,	noisy,	or	complex	datasets.		This	is	
particularly	well-suited	to	medical	applications,	particularly	when	those	applications	depend	on	
complex	proteomic	and	genomic	information.8		Over	the	past	several	decades,	machine	
learning	has	been	frequently	used	in	cancer	diagnosis	and	detection.		More	recently,	it	has	
been	applied	to	cancer	prognosis	and	prediction.		The	latter	is	part	of	a	growing	trend	towards	
personalized,	predictive	medicine.		This	is	important	not	only	for	the	wellbeing	of	patients	but	
also	for	the	physicians	in	making	the	best	treatment	decisions	for	their	patients.	

The	fundamental	goals	of	cancer	prognosis	and	prediction	are	distinct	from	the	goals	of	cancer	
diagnosis	and	detection.		In	cancer	prognosis/prediction	there	are	three	predictive	objectives:		
1)	the	prediction	of	cancer	susceptibility	(risk	assessment);	2)	the	prediction	of	cancer	
recurrence;	and	3)	the	prediction	of	cancer	survivability.		In	the	first	case,	one	is	trying	to	
predict	the	likelihood	of	developing	a	type	of	cancer	prior	to	the	occurrence	of	the	disease.		In	
the	second	case,	one	is	trying	to	predict	the	likelihood	of	redeveloping	cancer	after	the	
apparent	resolution	of	the	disease.		In	the	third	case,	one	is	trying	to	predict	an	outcome	(such	
as	life	expectancy,	survivability,	progression)	after	diagnosis	of	the	disease.8				

This	paper	focuses	on	the	application	of	machine	learning	methods	for	predicting	the	likelihood	
of	a	recurrence	of	cancer.		It	is	not	meant	to	be	an	extensive	review	of	the	literature	on	the	
subject	of	machine	learning	techniques	for	cancer	recurrence	modeling.		Other	recent	papers	
have	performed	such	a	review,	and	I	will	rely	heavily	on	the	results	and	outcomes	from	these	
papers.		The	electronic	databases	that	were	used	for	this	review	include	PubMed,	Google,	and	
Google	Scholar.		Query	terms	used	include	“cancer	recurrence	modeling”,	“cancer	recurrence	
and	machine	learning”,			“cancer	recurrence	modeling	and	machine	learning”,	and	“machine	
learning	for	cancer	recurrence	and	prediction”.		The	most	recent	and	most	applicable	papers	to	
the	topic	of	this	review	have	been	included	in	the	references.	



Over	the	past	three	decades,	machine	learning	methods	have	been	primarily	used	in	cancer	
diagnosis	and	detection	to	identify,	classify,	detect,	or	distinguish	tumors	and	other	
malignancies.		It	has	only	been	recently	that	researchers	have	applied	machine	learning	
towards	cancer	prediction	and	prognosis.		As	a	result,	the	body	of	literature	pertaining	to	the	
field	of	machine	learning	in	cancer	prediction/prognosis	is	relatively	small.8	

In	addition	to	the	recent	increase	in	the	application	of	machine	learning	to	cancer	prediction	
and	prognosis,	some	of	the	more	obvious	trends	in	recent	years	include	a	growing	reliance	on	
protein	markers	and	microarray	data,	a	trend	towards	using	a	combination	of	proteomic	and	
clinical	data,	and	a	strong	bias	towards	applications	in	prostate	and	breast	cancer.8		Among	the	
better	designed	and	validated	studies,	there	appears	to	be	a	substantial	improvement	in	the	
accuracy	of	cancer	susceptibility	and	outcome	prediction	using	machine	learning	methods	as	
compared	to	simple	statistical	methods.		In	almost	all	of	these	studies,	gene	expression	profiles,	
clinical	variables,	and	histological	information	have	been	incorporated	in	developing	the	model.	

Machine	learning	methods	appear	to	have	been	successfully	used	in	predicting	outcomes	or	
risks	in	nearly	a	dozen	different	kinds	of	cancers.		This	suggests	that	machine	learning	methods	
in	general	can	be	applied	to	the	objective	of	cancer	prediction	and	prognosis.8	

Machine	learning	techniques	such	as	Artificial	Neural	Networks	and	Decision	Trees	have	been	
used	for	nearly	three	decades	in	cancer	detection.17		A	growing	trend	noted	in	the	last	decade		
is	the	use	of	other	machine	learning	methods	such	as	Support	Vector	Machines	and	Bayesian	
Networks	towards	the	goal	of	cancer	prediction	and	prognosis.		From	a	2007	review	of	machine	
learning	methods	used	in	cancer	prediction	and	prognosis,	it	was	stated	that	almost	70%	of	all	
reported	studies	used	Artificial	Neural	Networks	as	their	primary	(and	sometimes	only)	method	
for	prediction.		Support	Vector	Machines	were	a	distant	second	at	9%,	and	clustering	and	
decision	trees	each	accounted	for	about	6%	of	the	applications.		What	I	have	found	is	that	
Artificial	Neural	Networks	are	still	the	most	used	method,	followed	by	Support	Vector	
Machines.	

	Machine	learning	techniques	are	popular	due	to	their	outstanding	performance	in	handling	
large-scale	datasets	with	noisy	or	missing	data.		The	ability	of	these	methods	to	detect	key	
features	from	complex	datasets	amplifies	their	importance.		A	variety	of	these	techniques,	
including	Artificial	Neural	Networks,	Bayesian	Networks,	Support	Vector	Machines,	and	
Decision	Trees	have	been	widely	used	in	cancer	research	for	the	development	of	predictive	
models,	resulting	in	more	accurate	and	effective	decision	making.17	

When	applying	a	machine	learning	method,	it	is	important	to	know	the	specific	type	of	data	
being	used,	as	this	will	allow	the	right	tools	and	techniques	to	be	selected	for	analysis.		Data	
quality	issues	such	as	the	presence	of	noise,	outliers,	missing	or	duplicate	data,	and	biased	data	
need	to	be	addressed	prior	to	analysis.		In	addition,	often	the	data	needs	to	be	preprocessed	
before	it	can	be	used	in	a	specific	machine	learning	method.		Among	preprocessing	techniques	
are	dimensionality	reduction,	feature	selection,	and	feature	extraction.		The	reduction	of	



dimensionality	can	eliminate	irrelevant	features,	reduce	noise,	and	produce	a	more	robust	
model.		Some	machine	learning	methods	incorporate	these	preprocessing	steps	into	the	model	
building.		The	main	objective	of	machine	learning	techniques	is	to	produce	a	model	that	can	be	
used	to	perform	classification,	prediction,	or	estimation.	

Success	in	machine	learning	is	not	always	guaranteed.		A	good	understanding	of	the	problem	
and	an	appreciation	of	the	limitations	of	the	data	are	critical.		One	must	also	understand	the	
assumptions	and	limitations	of	the	methods	being	applied.		Not	all	machine	learning	methods	
are	applicable	to	all	situations.		Some	are	better	for	certain	kinds	of	problems	than	others,	and	
it	is	important	to	recognize	this.		Some	methods	may	have	assumptions	or	data	requirements	
that	render	them	inapplicable	to	the	problem	being	analyzed.		Knowing	which	method	is	best	
for	any	given	problem	is	crucial.		For	this	reason,	it	is	advisable	to	try	several	different	machine	
learning	methods	for	any	given	set	of	data	in	order	to	compare	results	and	see	which	performs	
the	best	and	which	produces	the	best	predictions	or	has	the	smallest	classification	error	rate.	

In	a	more	recent	review	of	machine	learning	methods	in	cancer	prognosis	and	prediction	
(2014),	it	was	stated	that	in	many	studies,	several	machine	learning	techniques	were	used	and	
compared	to	find	the	most	optimal	one.17		I	have	noticed	that	in	my	review	as	well.		In	the	2014	
review,	it	was	also	stated	that	most	studies	created	predictions	by	integrating	either	genomic,	
clinical,	histological,	imaging,	demographic,	epidemiological,	and	proteomic	data	or	different	
combinations	of	these.17		The	integration	of	multidimensional	heterogeneous	data,	combined	
with	the	application	of	different	techniques	for	feature	selection	and	classification,	can	provide	
promising	tools	for	inference	in	the	domain	of	cancer	prediction	and	prognosis.	

In	a	retrospective	study,	the	focus	was	on	the	prediction	of	cancer	survival	using	electronic	
administrative	records	and	a	cancer	registry11.		The	approach	taken	in	this	study	created	a	
model	across	a	wide	range	of	cancers,	whereas	most	other	machine	learning	models	are	
derived	for	single	cancer	types	or	for	a	limited	range	of	cancers.		An	advantage	stated	for	this	
general	approach	is	the	ability	to	predict	outcomes	in	less	common	cancers	where	limited	data	
might	preclude	the	development	of	specific	models.		An	alternative	to	this	generalized	
approach	would	be	to	borrow	information	across	different	cancer	types	as	in	multitask	learning.	

Machine	learning	techniques	are	classified	into	three	broad	categories:	Supervised	Learning,	
Semi-supervised	Learning,	and	Unsupervised	Learning.		Supervised	Learning	takes	a	known	set	
of	input	data	and	known	responses	to	the	data	and	trains	a	model	to	generate	reasonable	
predictions	for	the	response	to	new	data.		Examples	in	this	class	of	methodologies	include			
decision	tree	techniques	(CART),	Bayesian	methods	(Naïve	Bayes	and	variations	thereof,	
Bayesian	Model	Averaging),	Artificial	Neural	Networks,	Instance	Based	Learning,	(K	Nearest	
Neighbors),	and	Ensemble	Methods	(Boosting,	Bagging,	AdaBoost,	Gradient	Boosting	Machines,	
Gradient	Boosted	Regression	Trees,	and	Random	Forest).	

Outcome	prediction	in	cancer	research	usually	relies	on	traditional	supervised	learning	
techniques	in	which	only	labeled	data	can	be	used	for	learning,	while	unlabeled	data	is	



disregarded.		Labeled	data	refers	to	data	from	samples	with	clinical	follow-up,	and	unlabeled	
data	is	data	from	samples	without	clinical	follow-up.		Recent	studies	suggest	that	unlabeled	
data,	when	used	in	conjunction	with	the	limited	amount	of	labeled	data,	can	produce	
improvement	in	learning	accuracy.27		

The	category	of	methods	that	combines	both	labeled	and	unlabeled	data	is	referred	to	as	Semi-
supervised	Learning.		These	methods	are	used	for	the	same	applications	as	Supervised	
Learning.		They	are	especially	useful	when	the	cost	associated	with	labeling	is	too	high	to	allow	
for	a	fully	labeled	training	process.		Examples	of	Semi-supervised	Learning	methods	include	
regression	algorithms	such	as	Ordinary	Least	Squares	Regression,	Linear	Regression,	Logistic	
Regression,	and	Stepwise	Regression.	

Examples	of	Unsupervised	Learning	include	Clustering	Methods	(K	Means	and	Hierarchical	
Clustering)	and	Principal	Components.		Unsupervised	methods	provide	a	descriptive	model.		In	
this	case,	there	is	no	target	to	learn.		The	goal	is	to	explore	the	data	and	find	some	structure	
within.	

From	the	case	study	papers	that	I	have	reviewed,	the	following	modeling	and	classification	
methods	were	used	to	predict	cancer	recurrence.		Not	all	of	these	methods	are	included	under	
the	category	of	standard	machine	learning	methods.		Most	notably	absent	from	this	list	are	the	
Boosting	methods	such	as	Gradient	Boosting	Machines	(GBM),	AdaBoost,	and	XGBoost,	and	
Bootstrapped	Aggregation	methods	(Bagging).	

	

1. Support	Vector	Machine	(SVM)	
A	SVM	maps	the	input	vector	into	a	feature	space	of	higher	dimensionality	and	
identifies	the	hyperplane	that	separates	the	data	points	into	two	classes.		The	
hyperplane	can	be	calculated	by	one	of	many	different	kernels,	including	nonlinear	
kernels.		The	marginal	distance	between	the	decision	hyperplane	and	the	instances	that	
are	closest	to	the	boundary	is	maximized.		The	resulting	classifier	achieves	considerable	
generalizability	and	can	be	used	for	the	classification	of	new	samples.		Probabilistic	
outputs	can	also	be	obtained.		SVMs	can	be	used	to	perform	both	linear	and	nonlinear	
classification.			Applying	different	kernels	to	different	data	sets	can	dramatically	improve	
the	performance	of	the	classifier.11	

2. Hierarchical	Forward	Selection	(HFS)	wrapper	for	SVM	
This	method	starts	from	an	empty	set	and	then	iteratively	searches	forward	in	the	
binary	feature	subset	space.		During	an	iteration,	all	feature	subsets	which	perform	
better	than	their	predecessors	in	the	previous	iteration	are	retained	using	a	predefined	
criterion	as	the	evaluation	measure.		This	process	is	iterated	until	a	stopping	criterion	is	
reached.22	

	
	



3. Proximal	Support	Vector	Machine	
The	proximal	support	vector	machine	is	a	computationally	efficient	alternative	to	the	
standard	SVM.		It	classifies	points	depending	on	proximity	to	one	of	two	parallel	planes	
that	are	pushed	as	far	apart	as	possible,	whereas	the	traditional	SVM	maximizes	the	
margin	between	support	vector	data	points.32	

4. Artificial	Neural	Network	(ANN)	
The	ANN	was	originally	designed	to	model	the	way	the	brain	works	with	multiple	
neurons	being	interconnected	to	each	other	through	multiple	axon	junctions.		ANNs	are	
composed	of	an	input	layer	(having	neurons	for	all	input	variables),	a	hidden	layer	
(consisting	of	any	number	of	hidden	neurons),	and	an	output	layer.		Each	neuron	
processes	its	inputs	and	transmits	its	output	value	to	the	neurons	in	the	subsequent	
layer.		Each	connection	between	neurons	is	given	a	weight	during	the	training	phase.		
The	network	learns	by	adjusting	the	weightings	when	presented	with	a	combination	of	
inputs	and	outputs	that	are	known	(the	training	data).6		Most	ANNs	are	structured	using	
a	multi-layered	feedforward	architecture,	meaning	there	is	no	feedback.		The	network’s	
multiple	layers	of	interconnecting	neurons	have	the	ability	to	analyze,	learn,	and	
recognize	patterns	from	the	input	data.		Through	this	process,	the	network	makes	
predictions	about	specific	outcomes.16		

5. Generalized	Regression	Neural	Network	(GRNN)	
This	method	is	based	on	a	radial	basis	function	that	can	be	used	for	regression,	
classification,	and	time	series	predictions.5		A	radial	basis	function	is	a	feedforward	
network	consisting	of	a	hidden	layer	of	radial	kernels	and	an	output	layer	of	linear	
neurons.		The	hidden	layer	performs	a	non-linear	transformation	of	input	space,	and	the	
output	layer	performs	linear	regression	to	predict	the	desired	targets.		Although	several	
forms	of	radial	basis	functions	may	be	used,	Gaussian	kernels	are	the	most	common.	

6. Probabilistic	Neural	Network	(PNN)	
This	technique	is	a	Bayes-Parzen	classifier.		It	models	the	Bayesian	classifier	and	
minimizes	the	risk	of	misclassification.		A	disadvantage	of	PNN	is	the	lack	of	information	
about	the	class	probability	distributions,	but	an	advantage	is	the	better	generalization	
and	convergence	properties	when	compared	to	that	of	a	Bayesian	classifier.5	

7. Recurrent	Neural	Network	(RNN)	
This	method	is	a	class	of	Artificial	Neural	Networks	where	connections	between	units	
form	a	directed	cycle.		This	creates	an	internal	state	of	the	network	that	allows	it	to	
exhibit	dynamic	temporal	behavior.		RNNs	can	use	their	internal	memory	to	process	
arbitrary	sequences	of	inputs,	unlike	feedforward	neural	networks.		RNNs	make	use	of	
sequential	information.		They	are	called	recurrent	because	they	perform	the	same	task	
for	every	element	of	a	sequence,	with	the	output	depending	on	the	previous	
computations.		You	can	think	of	RNNs	as	having	a	memory	of	what	has	been	calculated	
so	far.		In	contrast,	a	traditional	neural	network	assumes	that	all	inputs	and	outputs	are	
independent	of	each	other.	



	

8. Radial	Basis	Function	Network	
This	is	a	subtype	of	Artificial	Neural	Networks	that	uses	a	linear	combination	of	radial	
basis	functions	for	interpolating	the	function	that	maps	the	variables	(features)	to	the	
class.		(See	5.	above	for	a	definition	of	radial	basis	function.)		It	is	similar	to	Logistic	
Regression	in	that	it	outputs	a	numeric	variable	that	can	determine	a	binary	output	by	
selecting	a	threshold	value.		It	also	has	the	ability	to	group	data	using	criteria	other	than	
just	a	linear	separator.9	

9. Random	Forest	
Random	Forest	is	a	specific	type	of	ensemble	algorithm.		With	this	type	of	classifier,	N	
decision	tree	classifiers	are	made	with	the	intent	that	the	data	is	run	through	all	of	these	
N	classifiers.		The	final	class	is	based	on	one	of	a	number	of	mechanisms	such	as	a	
weighted	average	of	the	individual	Decision	Trees	or	a	voting	majority	of	the	individual	
Decision	Trees.		A	Random	Forest	classifier	is	quick	and	efficient,	and	tends	to	work	well	
with	unbalanced	or	missing	data.9	

10. Elastic	Net	
The	Elastic	Net	procedure	fits	a	Generalized	Linear	Model	via	penalized	maximum	
likelihood.		It	uses	maximum	likelihood	to	select	a	subset	of	variables	for	prediction	via	a	
shrinkage	method	based	on	a	penalized	version	of	least	squares.		The	algorithm	uses	
cyclical	coordinate	descent	that	successively	optimizes	the	objective	function	over	each	
parameter	with	the	others	fixed	and	cycles	until	convergence.	

11. Least	Absolute	Shrinkage	and	Selection	Operator	(LASSO)	
This	is	a	special	case	of	the	Elastic	Net	where	the	elastic	net	penality	α	is	0.		In	this	case,	
when	there	are	multiple	correlated	predictors,	the	LASSO	procedure	will	pick	one	of	the	
correlated	coefficents	and	discard	the	others.		At	the	opposite	extreme,	when	the	elastic	
net	penalty	α	is	1,	the	coefficients	of	correlated	predictors	are	shrunk	towards	each	
other	and	are	all	included	in	the	predictive	model.		This	is	called	Ridge	Regression.	

12. Bayesian	Network	
This	technique	is	capable	of	learning	the	probability	density	functions	of	individual	
pattern	classes	from	a	collection	of	learning	samples,	designed	for	pattern	classification	
based	on	the	Bayesian	decision	rule.1			A	Bayesian	Network	is	a	graphical	model	for	
probability	relationships	among	a	set	of	features.		The	network	structure	is	a	directed	
acyclic	graph	and	the	nodes	of	this	graph	are	in	one-to-one	correspondence	with	the	
features.		Arcs	in	the	structure	represent	casual	influences	among	the	features.		The	task	
of	learning	a	Bayesian	Network	involves	the	learning	of	the	directed	acyclic	graph	
structure	and	then	the	determination	of	its	parameters.6	

13. Naïve	Bayes	
Naïve	Bayes	methods	are	based	on	applying	Bayes’	theorem	with	the	“naïve”	
assumption	of	independence	between	every	pair	of	features,	which	simplifies	the	
computations.		The	decoupling	of	the	class	conditional	feature	distributions	means	that	



each	distribution	can	be	independently	estimated	as	a	one-dimensional	distribution,	
helping	to	alleviate	the	problems	stemming	from	the	curse	of	dimensionality.	

14. Iterative	Bayesian	Model	Averaging	(BMA)	
Bayesian	Model	Averaging	combines	the	effectiveness	of	multiple	models	by	taking	the	
weighted	average	of	their	posterior	distributions	instead	of	choosing	a	single	model.		
BMA	can	also	identify	a	small	number	of	predictive	features,	and	the	posterior	
probabilities	of	the	selected	features	and	models	are	available	to	create	an	easily	
interpretable	summary	of	the	output.		The	strength	of	BMA	lies	in	its	ability	to	account	
for	model	uncertainty,	an	aspect	of	analysis	that	is	largely	ignored	by	traditional	
stepwise	selection	procedures.		Traditional	methods	tend	to	overestimate	the	
goodness-of-fit	between	model	and	data.		BMA	attempts	to	solve	this	problem	by	
selecting	a	subset	of	all	possible	models	and	making	statistical	inferences	using	a	
weighted	average	of	the	posterior	distributions	for	these	selected	models.3	

15. Rule	Based	Classifier	
A	rule	based	classifier	is	a	technique	for	classifying	records	using	a	collection	of	“If	.	.	.	
Then	.	.	.”	rules.		They	produce	descriptive	models	which	are	easier	to	interpret,	but	give	
comparable	performance	to	Decision	Tree	classifiers.23	

16. Decision	Trees	(DT)	
A	Decision	Tree	is	a	tree-like	structure	where	each	internal	node	defines	the	feature	or	
attribute	to	be	classified.		The	branches	define	the	values	of	particular	attributes	and	
leaf	nodes	provide	the	classes	that	will	be	output.		The	feature	that	best	divides	the	data	
is	the	root	node	of	the	tree.		Decision	Trees	can	be	translated	into	rules	where	there	is	a	
separate	rule	for	each	path	from	root	to	leaf.6			Decision	trees	can	handle	both	numeric	
and	categorical	data	and	generate	robust	classifiers.	

17. Classification	and	Regression	Tree	(CART)	
With	CART,	the	data	is	progressively	split	into	subgroups	using	specific	criteria	for	each	
split.		The	splitting	process	maximizes	predictive	accuracy.		By	following	a	patient’s	
progress	down	the	branches	of	the	Decision	Tree,	the	clinician	will	arrive	at	the	
predicted	outcome	for	the	patient.16	

18. Chi-squared	Automatic	Interaction	Detection	(CHAID)	
This	is	a	type	of	Decision	Tree	technique	based	upon	adjusted	significance	testing.		It	can	
be	used	for	prediction	as	well	as	classification,	and	for	detection	of	interactions	among	
the	variables.1	

19. Semi-supervised	Classification	with	Low	Density	Separation	(LDS)	
The	LDS	algorithm	is	based	on	the	cluster	assumption.		It	implements	two	effective	
procedures	to	place	the	decision	boundary	in	low	density	regions	between	clusters.		
First,	graph-based	distances	are	derived	that	emphasize	low	density	regions.		Second,	a	
gradient	descent	approach	is	used	to	optimize	the	objective	function	in	order	to	find	a	
decision	boundary	that	avoids	the	high	density	regions.27	

	 	



20. Logistic	Regression	
Logistic	Regression	is	a	form	of	parametric	regression.		It	makes	no	assumptions	about	
the	distribution	of	the	independent	variables.		It	is	used	to	predict	the	probability	of	
occurrence	of	an	event	by	fitting	the	data	to	a	logit	function	which	is	a	linear	
combination	of	regression	coefficients,	input	variables,	and	an	intercept	constant.		The	
variables	may	be	continuous,	discrete,	dichotomous,	or	a	combination	of	these.6	

21. Generalized	Linear	Model	(GLM)	
A	GLM	consists	of	three	components:	a	random	component	specifying	the	conditional	
distribution	of	the	response	variable	given	the	values	of	the	explanatory	variables	in	the	
model,	a	linear	function	of	the	explanatory	variables,	and	a	smooth	and	invertible	
linearizing	link	function	which	transforms	the	expectation	of	the	response	variable	to	
the	linear	predictor.	

22. Generalized	Additive	Model	(GAM)	
A	GAM	is	a	Generalized	Linear	Model	in	which	the	linear	predictor	depends	linearly	on	
unknown	smooth	functions	of	some	predictor	variables,	and	the	interest	is	focused	on	
inference	about	these	smooth	functions.		GAMs	were	developed	to	blend	properties	of	
Generalized	Linear	Models	with	Additive	Models.	

23. Partial	Least	Squares	(PLS)	Regression	
PLS	is	a	statistical	method	that	is	similar	to	Principal	Components	Regression.		But	
instead	of	finding	hyperplanes	of	maximum	variance	between	the	response	and	
independent	variables	as	does	Principal	Components,	it	finds	a	Linear	Regression	model	
by	projecting	the	predicted	variables	and	the	observable	variables	onto	a	new	space.				

24. Kernelized	Partial	Least	Squares	(K-PLS)	
K-PLS	is	a	method	for	obtaining	a	Nonlinear	Regression	model	in	the	space	of	the	
original	input	variables.		This	is	basically	a	nonlinear	version	of	Partial	Least	Squares.	

25. K	Nearest	Neighbor	(KNN)	
K	Nearest	Neighbor	is	based	on	the	concept	that	similar	data	will	generally	exist	in	close	
proximity	to	each	other.		If	the	cases	are	tagged	with	a	classification	label,	then	the	label	
of	an	unclassified	case	can	be	determined	by	observing	the	class	of	its	K	Nearest	
Neighbors.6	

26. Nomogram	
A	Nomogram	is	a	graphical	representation	of	an	algorithm	that	incorporates	multiple	
variables	to	predict	a	specific	outcome.		It	typically	utilizes	Logistic	Regression	as	the	
statistical	method	for	computing	a	prediction.		Nomograms	are	widely	used	in	predicting	
outcomes	for	cancer	patients,	including	survival,	risk	of	occurrence,	and	the	extent	of	
the	disease.16	

27. Semi-supervised	Methods	(Self-learning	and	Co-training)	
Self-learning	is	a	technique	in	which	the	labeled	set	of	observations	L	is	used	to	build	the	
initial	classifier,	and	the	unlabeled	set	U	is	utilized	to	enhance	its	accuracy	by	adding	the	
unlabeled	samples	with	the	highest	classification	confidence	to	the	training	data,	thus	



allowing	the	classifier	to	learn	based	on	its	own	decision.		This	classifier	is	then	used	to	
perform	several	iterations	over	the	unlabeled	data.14			

Co-training	is	a	technique	that	requires	two	views	of	the	data.		A	separate	classifier	is	
constructed	for	each	view.		Each	classifier	is	then	used	to	train	the	other	by	classifying	
unlabeled	samples	and	training	the	other	view	with	the	samples	that	have	the	highest	
classification	confidence.14			In	many	real	applications,	a	large	supply	of	unlabeled	data	is	
available	and	can	be	collected	with	little	effort.		However,	it	can	be	challenging	to	obtain	
labeled	data,	since	it	is	often	costly,	difficult,	or	time-consuming	to	generate	the	labels	
for	the	data.		Semi-supervised	Learning	exploits	the	knowledge	of	the	input	structure	
from	unlabeled	data	and	at	the	same	time	utilizes	the	information	provided	by	the	
labeled	data.28	

28. Coupling	Approach	of	two	Sub-modules	(a	predictor	and	a	descriptor)	
A	Coupling	Approach	involves	two	sub-modules	(a	predictor	and	a	descriptor).		The	
predictor	algorithm	generates	the	predicted	output	for	cancer	survivability,	and	any	
relevant	machine	learning	technique	that	produces	a	predictive	model	can	be	used.		The	
model	generates	pseudo	labels	that	are	assigned	to	unlabeled	data	before	treating	them	
as	if	they	were	labeled.		As	the	labeled	data	increases,	the	predictive	performance	
increases.		The	descriptor	algorithm	post-processes	the	results	from	the	predictor	model	
and	provides	variable	importance	and	patient	segmentation.28	

29. Kaplan-Meier	Survival	Analysis	Method	
Kaplan-Meier	curves	and	estimates	of	survival	data	are	a	familiar	way	of	dealing	with	
differing	survival	times	(times-to-event),	especially	when	not	all	the	subjects	continue	in	
the	study.		They	can	be	used	to	estimate	disease	free	survival	where	the	event	of	
interest	is	a	relapse	of	the	cancer	rather	than	death.	

30. Cox	Proportional	Hazard	Model	
Whereas	the	Kaplan-Meier	method	with	log-rank	test	is	useful	for	comparing	survival	
curves	in	two	or	more	groups,	Cox	Regression	(Proportional	Hazards	Model)	allows	
analyzing	the	effect	of	several	risk	factors	on	survival.		A	Cox	model	is	a	statistical	
technique	for	exploring	the	relationship	between	the	survival	of	a	patient	and	several	
explanatory	variables.		It	provides	an	estimate	of	the	treatment	effect	on	survival	after	
adjustment	for	other	explanatory	variables.		It	also	allows	the	estimation	(the	hazard	or	
risk)	of	death	for	an	individual,	given	their	prognostic	variables.	
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