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Executive Summary

The present project involves the development of modeling and analysis design tools
for assessing offshore wind turbine technologies. The computational tools developed
herein are able to resolve the effects of the coupled interaction of atmospheric tur-
bulence and ocean waves on aerodynamic performance and structural stability and
reliability of offshore wind turbines and farms. Laboratory scale experiments have
been carried out to derive data sets for validating the computational models.

Subtask 1.1 Turbine Scale Model

A novel computational framework for simulating the coupled interaction of complex
floating structures with large-scale ocean waves and atmospheric turbulent winds
has been developed. This framework is based on a domain decomposition approach
coupling a large-scale far-field domain, where realistic wind and wave conditions rep-
resentative from offshore environments are developed, with a near-field domain, where
wind-wavebody interactions can be investigated. The method applied in the near-field
domain is based on a partitioned fluid-structure interaction (FSI) approach combining
the curvilinear immersed boundary (CURVIB) method with a two-phase flow level set
formulation and is capable of solving free surface flows interacting non-linearly with
floating wind turbines. The FSI-Levelset code was validated by carrying out simu-
lations for various simple floating bodies as well as for a wedge falling freely across
the air/water interface. The computed results were in excellent agreement with mea-
surements available in the literature. In particular the model was shown to capture
complex wave phenomena, such as breaking waves and structure overtopping. For
coupling the far-field and near-field domains, a wave generation method for incorpo-
rating complex wave fields into Navier-Stokes solvers has been proposed. The wave
generation method was validated for a variety of wave cases including a broadband
spectrum. The computational framework has been further validated for wave-body
interactions by replicating the experiment of floating wind turbine model subject to
different sinusoidal wave forces (task 3). The simulation results, which agree well
with the experimental data, have been compared with other numerical results com-
puted with available numerical codes based on lower order assumptions. Despite the
higher computational cost of our method, it yields to results that are in overall better
accuracy and it can capture many additional flow features neglected by lower order
models. Finally, the full capabilities of the framework have been demonstrated by
carrying out large eddy simulation (LES) of a floating wind turbine interacting with
realistic ocean wind and wave conditions.

Subtask 1.1 Farm Scale Model

Several actuator type models were implemented in the computational framework al-
lowing to simulate turbines and wind farms. In addition, the capability to simulate
wind farms using large-eddy simulation loosely coupled with mesoscale simulations
was implemented.



The wave effects in farm scale simulations can be included in two different ap-
proaches: (1) The fully-coupled non-linear approach, which is a straightforward ex-
tension of the two-phase flow level-set approach developed in task 1.1; (2) The one-
way coupled, linear approach, in which the waves are decoupled from the rest of the
problem. This was achieved with the same far-field /near-field coupling approach de-
veloped in task 1.1, but prescribing the wave field in the near-field solver using the
Immersed Boundary method.

The actuator type models, actuator disk and actuator line, were validated ex-
tensively against SAFL wind tunnel measurements for a single wind turbine and
wind-turbine arrays [1], SAFL main channel measurements for a hydrokinetic turbine
2], field measurements from Mower County wind farm and EOLOS wind turbine [1].
Overall good agreement with the measurements is obtained.

In the hydrokinetic turbine case, it was found that the nacelle has an important
effect on the inner and outer shear layer interaction and the far wake turbulence
intensities. However, the nacelle model in the literature cannot capture such effect.
An improve actuator surface model for nacelle was proposed and applied to simulate
the flow over a nacelle of a hydrokinetic turbine. Promising results on a very coarse
grid (10 cells per diameter) were obtained in comparison with the results from a
high-resolution (50 cells per diameter) immersed boundary simulation.

A turbine torque controller was implemented for the actuator line model. Valida-
tion was performed on the University of Minnesota EOLOS turbine for both uniform
and turbulent inflow conditions. The computed power coefficient curve showed good
agreement with that calculated from the FAST model (in which the blade element
theory is employed) for the case with uniform inflow. Good agreement with the field
measurement was also obtained for the computed power for the case with turbulent
inflow.

In order to simulate the atmospheric stratification effects on the turbine and wind
farm performance, temperature equation was solved with wall function applied at
the ground. Validations were performed on turbulent channel flow with temperature
differences at two walls.

Loosely coupling of the high-resolution large-eddy simulation (LES) with a meso-
scale model WRF (Weather Research and Forecasting Model) was implemented. In
this loose coupling algorithm, the flow field from WRF with added synthetic turbu-
lence was employed as inflow conditions for the LES domain. This loosely coupling
was applied to the simulation of the turbines in Mower County wind farm. The
computed power agrees well with the field measurements. Besides the model wind
turbine, hydrokinetic turbine, Mower County wind farm and EOLOS turbine cases,
the present model was also applied to: (1) Simulation of a miniature wind turbine
in the downstream of a three-dimensional hill with overall good agreements with the
measurements obtained at SAFL wind tunnel (Yang et al. 2015); (2) Simulation of
wind field at Prairie Island, MN, with/without hypothetically installed wind turbines
(Yang et al. 2014); (3) Simulation of SWiFT (Scaled Wind Farm Technology) tur-
bines with two different designs, which are located at the Reese Technology Center



near Lubbock, TX, USA); (4) Simulation the three SWiFT wind turbines under three
different wind directions and two different tip speed ratios.

Task 1.3 Adaptive Mesh Refinement

Performing high-fidelity numerical simulations of turbulent flow in multi-turbine wind
farms remains a challenging issue mainly because of the large computational resources
required to accurately simulate the large disparity of spatial scales. To address this
challenge we develop herein a new Adaptive Mesh Refinement (AMR) flow solver to
enhance the resolution and improve the efficiency of the Virtual Flow Simulator (VFS)
code ([3], previously named VWIS), which is capable of simulating multi-turbine wind
farms in complex terrain. We extend the Curvilinear Immersed Boundary (CURVIB)
approach incorporated in the VFS code to unstructured Cartesian grids with strong
coupling between multiple levels of refinement. The challenging issues of flux mis-
matching or pressure discontinuity across fine/coarse interfaces are overcome by the
resulting fully unstructured approach. The efficiency and accuracy of the solver is
demonstrated by solving the Navier-Stokes equations in driven cavity flows. Large-
eddy simulation (LES) of turbulent flows past a stand alone wind turbine, which is
modelled by using the Actuator Line Model (ALM), reveal that computed results
obtained in locally refined domains are in good agreement with the experimental
measurements. These simulations also show the ability of our method to simulate the
rich dynamics on the wake of the turbine.

Task 2 Massively parallel implementation of the computational models
Using the RedSky/RedMesa supercomputers at Sandia National Labs, we have been
able to simulate the fluid dynamics at the SWiFT site with very high fidelity. To
achieve this, VF'S was first ported to the Red Sky cluster, then initial simulations of
the site, along with a grid refinement study, was performed. In order to efficiently
utilize Sandia’s computational resources, UMN researchers have been focusing on im-
proving VFS scalability. First, a dedicated application testing time was acquired on
RedMesa, where a strong scaling of approximately 20 — 30% was achieved. Then, us-
ing this initial test and collaboration with Sandia, the Poisson solver preconditioner
was modified, which increased the strong scaling to about 40 — 50%.

Task 2 Experiments

Two set of experiments in the St. Anthony Falls Laboratory wave tank facility and
atmospheric wind tunnel are integrated to provide a scaled representation of a floating
wind turbine under heave and pitch motions due to ocean waves. The quasi-coupling
is established by controlling the turbine rotor speed to generate a thrust force mimick-
ing steady or fluctuating wind gusts in the wave tank, and by using two actuators to
oscillate a miniature turbine in the wind tunnel. Measured pitch and heave motions
under varying waves are scaled down using rotor geometry and the wake meandering
frequency to study the effect of the floating platform kinematics on the evolution and
characteristics of the oscillating turbine wake. Results provide a phenomenological



description of the floating-turbine system under variable waves and wind gusts in
a fully developed turbulent boundary layer. As compared to land-based turbines, i)
wind gusts contribute to increased pitch range depending on the local interaction with
the incoming waves, ii) periodic large scale flow patches of high and low momentum
are generated by the oscillating rotor and advected in the wake. Both mechanisms
could contribute to amplify the pitch response of downwind floating units within the
offshore power plant, in particular if the wave and/or wind forcing frequencies ap-
proach the pitch natural frequency of the floating system. However, such criticality is
not identified under a pure heaving motions because, in such conditions, the turbine
wake is weakly modulated, and only near the blade tip region.

Public Release of the Computational Framework

The code has been released under the GNU General Public License (GPL 2.0) in the
following Github repository: https://github.com/SAFL-CFD-Lab/VFS-Wind. The
code comes with a detailed users manual and a set of instructional test cases.



1 Introduction

The high potential of floating wind turbines to capture part of the vast offshore
wind energy resource has attracted increasing attention by the scientific community:.
High-fidelity numerical simulations can play a major role in the development of novel
offshore wind technologies, and may be the only feasible way to tackle such a problem.
However, the complexity of the problem poses a major challenge due to the need to
resolve the coupled interaction of atmospheric turbulence and ocean waves, the ar-
bitrary geometric complexity of floating structures, the inherent two-phase nature of
such flows, and the dominant role of complex nonlinear phenomena such as turbu-
lence and free surface effects. Due to these complexities most numerical methods
currently rely on oversimplified assumptions. The methods for simulating floating
wind turbines can be classified in two broad categories depending on the approach to
solve the rigid body equations of motion (EoM) of the floating structure, frequency
domain methods or time domain methods. Due to its computational expedience,
frequency domain methods are usually applied to early feasibility studies (see [4, 5]).
However, they are very limited in accuracy as they cannot account for key features
of the problem, such as transients of the problem, non-linearities, and wave radia-
tion and diffraction. Several commercial packages such as WAMIT, ANSYS-AQWA,
AQUADYN and AQUAPLUS, have a frequency domain boundary element method
(BEM) solvers. Time domain solvers, on the other hand, can account for transients
and non-linear effects, and thus deliver an overall better agreement, although the
computational cost is considerably higher.

The degree of fidelity of a time domain solver is determined by the approach used
to handle the fluid-body interactions. The most simplified approach is to model the
wave induced forces with the semi-empirical Morison equations, as in the work of [6].
The Morison equations are based on very rough assumptions that makes it only valid
for studying structures with a cylindrical and slender shape. Alternatively, one can use
a BEM code to solve the boundary value problem derived from linear potential theory
([7, 8, 9]). BEM codes assume low amplitude motions and inviscid and irrotational
flows. This assumptions limit the applicability of the method to cases with mild wave
conditions in which the wave slope is limited. Also, this approach cannot be used for
investigating the flow around the floating structure as the main flow features, such
as eddies, are neglected. Finally, the most physically accurate approach is the so
called Computational Fluid Dynamics (CFD)-FSI. The Navier-Stokes equations are
solved to obtain the flow field around the structure which is used to compute the
pressure and shear stresses at the body surface. The added accuracy and the ability
to capture a realistic flow field may be critical for the development and optimization
of new platform concepts and designs. Obviously, the disadvantage is in the higher
computational cost.

Most CEFD codes for simulating FSI of geometrically complex floating structures
are based on a single phase flow formulation, in which only the water domain is con-
sidered and cannot account for the wind field (see for example [10, 11, 12]). Only
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few CFD-FSI codes for two-phase flows are available in the literature (see for ex-
ample Sanders et al. [13] and Shen and Chan [14]), however, they have not been
applied to three-dimensional (3D) applications. A relevant work is that from Yang
and Stern (2009) who proposed a method to perform large-eddy simulation (LES)
of two-phase flows interacting with complex moving bodies. In this work, a sharp
interface immersed boundary (IB) method is used for tracking the body motion and
a sharp interface level set method is used for the free surface interface. The method
was validated and applied to simulate several free surface-body interaction problems
such as rotating ellipses, or the motion of a ship. The limitation of this method is
that has not been extended to FSI problems.

The proposed research consists of three distinct components: 1) Development of
multi-scale and multi-physics computational models for offshore wind turbines and
farms; 2) Implementation of these models in computer codes that take full advantage
of massively parallel computational platforms; and 3) validation of the models with
laboratory and field-scale experiments.

11



2 Task 1.1 The Turbine Scale Model

2.1 Goals and Objectives

The goal in this subtask is to extend the Curvilinear Immersed boundary (CURVIB)
method to simulate in high resolution an offshore floating wind turbine considering
the physics of the air-water interface, the effects of waves and their impact on the
floating structure, and the six degree of freedom (6DOF) dynamics of the floating
structure.

2.2 Project team

Fotis Sotiropoulos James L. Record Professor, Director of the St. Anthony Falls
Laboratory. Principal investigator of the project.

Lian Shen Benjamin Mayhugh Associate Professor in the Mechanical Engineering
deparment of the University of Minnesota. supervising and guiding on the work
related to far-field /near-field coupling in subtask 1.1.

Antoni Calderer PhD student in the Saint Anthony Falls Laboratory. Mr. Calderer
worked on the turbine geometry resolving model (subtask 1.1). He obtained a
PhD as a result of this work.

Xin Guo Post-doctoral researcher at the St. Anthony Falls Laboratory. Dr Guo
assisted in the wave modeling part of this work.

Kelley Ruehl Ocean Renewable Energy Engineer at Sandia National Labs. Mrs.
Ruehl is the coordinator from Sandia National Labs, providing her expertise in
ocean engineering to the project, both in the numerical and experimental side.
Performed simulations using engineering level models.

2.3 Technical Approach

The numerical framework couples an efficient large-scale model, which is referred in
this work to as the far-field flow solver, and is suitable for simulating realistic ocean
wave and wind conditions, with a high resolution near-field model capable of solving
complex free-surface flows interacting non-linearly with arbitrarily complex real life
floating structures.

2.3.1 The two-phase Navier-Stokes equations

The near-field model solves the spatially-filtered Navier-Stokes equations governing
incompressible flows of two immiscible fluids in non-orthogonal generalized curvilinear
coordinates. We adopt the two-fluid, level set formulation of Kang and Sotiropoulos
[15], where a single equation is used in all the computational domain taking the
corresponding fluid properties values in each fluid phase.

12



Using compact Newton notation, where repeated indices imply summation, the
equations read as follows (7, j, k,1 = 1,2, 3):

oUi

vout & o, . 19 &l&t ou 1L 9 (&p
o T (—a—@ R OL <“<¢> 7 agk) WICES] (7) -
1 07 oh (b 52 w s
@G e aé-) gt S SIES] L)’ ?

In the above equations: ¢ is the level set function (see below for details), &
are the curvilinear components, & are the transformation metrics, J is the Jacobian
of the transformation, U® are the contravariant volume fluxes, u; are the Cartesian
velocity components, p is the density, p is the dynamic viscosity, p is the pressure,
7;; is the sub-grid scale (SGS) tensor, x is the curvature of the interface, J;; is the
Kronecker delta, h is the smoothed Heaviside function, S}* is the source term for
wave generation, S§ is the source term for wave dissipation, S{'L is the actuator line
body force, and Re, F'r, and We are the dimensionless Reynolds, Froude, and Weber
numbers, respectively, defined as follows:

UL water U wa 67’L
Re = —~Pwater p 7 We =y Puet (3)
,uwater V gL g

where, U and L are the characteristic velocity and linear dimension, pyater and fyater
are the density and dynamic viscosity of the water phase, g is the gravity, and o is
the surface tension. The subgrid scale stress tensor 7;; in Eq. (2) is modeled in
the present work as described in [16] using the dynamic Smagorinsky eddy viscosity
model of [17].

In the level set method, the interface is tracked using the signed distance function
¢(x,t), also known as the level set function, which is an scalar function defined in the
whole computational domain, measuring the minimum distance from any point z in
the fluid to the closest point of the free surface interface. The interface is located at
the level ¢ = 0, and the sign is positive in the liquid phase, and negative in the gas
phase.

The jump condition of the density and viscosity fields at the interface in a level
set approach is taken to be continuous, and is smeared over a thin layer of thickness
2¢ to prevent the formation of numerical instabilities. It can be expressed as follows:

p ((b) = pair + (p’water - pair) h ((b) ) (4>

M <¢) = /Jlair + (/leater - ,uair) h (¢) 5 (5)
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where the smoothed Heaviside function [18] h(¢) is

0 P < —e,
hg)=< 1+ % + %Sin(”—f) —e< ¢ <k, (6)
1 € < 9,

Typical values for € are between one and three times the length of the smallest
grid cell. Our experience shows, however, that for problems in which the interface
undergoes rapid deformations due to complex phenomena such us air/water entrain-
ments or wave breaking, it is necessary to employ larger values of € that can be up to
the length of six or eight grid cells for the most extreme scenarios. The need for an
increased number of grid cells within the transition region has been investigated and
discussed in [19, 20]. The study of Iafrati and Campana[19] shows that spurious veloc-
ity effects are introduced in the interior of the transition layer caused by the smearing
of the interface. If the thickness € of the layer is sufficiently large the spurious effects
remain confined within the transition layer without altering the exterior flow. It was
also shown that larger interface thickness is required for increased Reynolds number
flows. The kinematic and dynamic boundary conditions ensuring continuity of the
velocity and the normal and tangential stresses at the interface, are intrinsic in the
current formulation and are satisfied in a smooth manner.

The momentum equations are discretized using a second-order central differencing
scheme for the diffusion and advective terms, except in regions such as the vicinity
of the free surface interface where a third-order WENO scheme is applied for the
advective terms. The solution is advanced in time by using a second-order Crank-
Nicholson scheme and the fractional step method.

2.3.2 The Level set equations

The motion of the free surface interface can be modeled by the level set method
proposed by Osher and Sethian [21]. The spatially filtered advection equations in
generalized curvilinear grids will assume the form:
199 a9 _ 1 (7)
J ot 03 Y
where 7% is the sub-grid scale stress tensor responsible of the effect of the unresolved
subgrid scales on the level set field. In the present model the effect of Ti? is neglected
assuming that the residual field of ¢ is small and its overall contribution to the energy
containing scales is negligible.

As Eqn. (7) is integrated in time to determine ¢, there is no guarantee that
the resulting solution will satisfy the required, for a distance function, unit gradient
condition |V¢| = 1. Such incosistent solution will in turn lead to poor conservation of
mass between the two fluids. This problem is circumvented by solving the following
mass conserving re-initialization equation proposed by Sussman and Fatemi [22]:

d¢

5+ S(@)(IVel = 1) = 2d(6) V4], (8)
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where 7 denotes a pseudo-time, ¢y the distance function at the initial step of the
pseudo-time iteration procedure, S(¢g) is the smoothed sign function defined as

1 ¢0 Z €,
S(¢o) = —1 $o < —e, (9)

2 _ Lgin (mo) otherwise,
€ ™

€

5(¢) is the smoothed delta function defined as d(¢) is the smoothed delta function
given as

0 otherwise,

< L cos (™2 €
5(¢) = { 2 (1+ ( c )) 1p| <, (10)

and,

\— _Ja8(@)S(¢)(1 - [V9|)d0 1)
Jo 0%(8) [V 9] d2
being €2 the volume of a grid cell. A detailed description of the method in the context
of curvilinear coordinates can be found in Kang and Sotiropoulos [15].
The level set equations are discretized with a third-order WENO scheme in space,

and second-order Runge-Kutta in time. The re-initialization step uses a second-order
ENO scheme

2.3.3 Equations of motion for rigid bodies

For computing the general 6 degrees of freedom (DoF) motion of 3D rigid bodies
we use the Lagrangian form of Newton’s second law, i.e. the linear and angular
momentum equations. With no loss of generality we write the equations for a single
body, although the formulation can be extended to multiple bodies, expressed along
the principle axes. Under the above assumptions, the general form of the equations
for a body mounted on an elastic and damped system can be written in the inertial
frame of reference in the following form (i=1,2,3):

*X! oX' i
M—8t2 + bt,i ot + kt,iX = Ffluid,i —+ Fea:t,i (12)
0%e 00! .
i bTi kri ‘=M uid,i Me:c % 1
Z8t2+’at+v@ fluidi T Meat, (13)

where Eq. (12) represents the pure translation motion, and X* are the components of
the position vector, M is the mass of the structure, b, ; the damping coefficients, k; ; the
spring stiffness coefficients, Ffyiq; the components of the force exerted by the fluid,
and F.,;; the external forces. The case of pure rotation is represented by Eq. (13),
and ©° denote the components of the relative angle of rotation vector, I; the moment
of inertia, b, ; the damping coefficients, k, ; the spring stiffness coefficients, and My,
and M., ; the moments in respect to the axis of rotation exerted respectively by the
fluid, and external forces. For 6 DoF motions the two sets of the equations, linear
and angular, have to be solved concurrently.

15



The solid and fluid domains are coupled together via the Dirichlet boundary con-
dition that the fluid velocity field must satisfy on the surface I' of the body, as follows:
X 0O*

U = —(— + EjpTj—F— 14

ot ey (14)

The system of second order ordinary differential equations (12) and (13) that

govern the motion of the structure is solved by first transforming it into a system of

first order ordinary differential equations. Then, it is integrated in time (see [23] for
details).

2.3.4 Solution of the equations of motion for rigid bodies

The forces Ffyia; and moments M4 that the fluid exerts to the rigid body and
appear in the right hand side of the structural equations of motion (eqns. 12 and 13)
are computed by integrating the pressure and the viscous stresses along the surface
I' of the body as follows:

Fip Ffi\’s
Fflm‘d,i —/ —pnidP —+ /Tijnde (15)
T T
Mi”’ Mi,s
M yia i I/ —&4kTjpnpdl’ + /&jkT’kalnldP (16)
r r

where p denotes the pressure, 7 the viscous stress, r the position vector, and n the
normal vector. The subscripts p and s in the terms in right hand side of the above
equations identify contributions from the pressure and shear forces or moments.

For IB methods in general the computation of the forces and moments in equations
(15) and (16) cannot be directly performed. The mesh of the fluid domain does not
conform with the structure, hence, the pressure and velocity gradients are not known
on the surface of the body. A technique that was used in [23] to remedy this situation
is to employ an integration surface I'; (see figures 1 and 2) that encloses the body
and is defined by the fluid nodes immediately adjacent to the IB nodes. At the nodes
defining this surface both the pressure and velocity gradients can be calculated and
thus the forces F}, and moments M}, can be obtained. This technique introduces
an error inherent to immersed boundary methods, but, as shown in [24], the error
approaches zero as the grid resolution increases.

Let I' be the actual surface of the body and I'y the aforementioned approximate
surface surrounding the solid body. Let m;p be the mass of the fluid delimited by I"
and I'y. While in previous studies for single phase problems this mass was neglected,
it can be important when the equations are formulated for two-phase flow and include
a gravitational force. For instance, let us assume that we have a body submerged in
stagnant water. From Archimedes’s principle we can easily see that if we integrate the
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Figure 1: Schematic representation of the node classification in the CURVIB method.
The surfaces I', I'1, and I'y are the actual surface of the body and various approximate
surfaces on which the pressure field can be integrated to calculate the pressure force
acting on the body.
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Figure 2: Schematic representation of the various approaches for calculating the pres-
sure force by integrating the pressure field on: 1) the actual body surface I'; 2) the
surface I'y outlining the volume defined by the IB cells, which was employed in Boraz-
jani et al. [23]; and 3) the approximate surface I's employed in the proposed PPBC
approach. M is the exact or approximate (M3) mass of the body for each case.

forces along a surface larger than the actual body surface, such as I'y, the resulting
buoyant force will be higher than the real force felt by the body. Hence, if the method
from [23] is applied directly for applications involving gravity, the vertical force will
be over-predicted. To overcome this situation we propose an alternative approach
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referred to as the PPBC method in which the resultant force and moment due to
pressure is computed by integrating the pressure distribution on a surface I's.

In the proposed PPBC approach, the part of the force Fy,,q that is due to pressure
is computed by directly integrating the pressure on the surface I'y (see figures 1 and
2). To enable such integration, however, the pressure on I'y has to be appropriately
projected from the fluid nodes of the background grid where it is known. We propose
a two-step approach for performing this pressure projection. First the pressure is
projected to the center of the IB cells which are adjacent to the body. In a second
step, the pressure at the center of a given IB cell is projected to its lateral faces
belonging in I'y as illustrated in the schematic shown in figure 3 and described in
detail as follows.

To obtain the pressure at the IB nodes in the first step, the momentum equation
(2) is projected along the direction of the wall normal as done in [25] and applied
on the surface of the body. Neglecting viscous and subgrid-scale stresses, the normal
momentum equation applied on the body reads as follows:

dp . i Du; di3
— =p(p)n (Dt — FT2) onT (17)

where n' denotes the unit vector normal to the body surface and wu; the velocity
components of the body computed with Eq. (14). With reference to figure 3, and
since the value of the pressure p. can be readily obtained by interpolating the pressure
values between neighboring fluid cells [25], we can obtain the pressure at the IB node
b as follows:

(u =T
Po = Pec — dcbpan < At - F’I”Q) (18>

where d, is the distance from points ¢ to b, and the superscripts n and n — 1 denote
the current, and previous time steps. The density value p, on I' is unknown. However,
it can be set to be equal to the density p, as the Neumann boundary condition is
applied for the distance function ¢ normal to the wall. The above equation (18) has
been obtained by combining the following two expressions, which are approximations
of equation (17) applied on the surface of the body:

n n—1
Pa — De [ Wi T Uy 0i3
_ rra e = Dy 7 7 7 _ 1
( deq > P na( At FrQ) (19)

n n—1
— Db\ i [ W — Y . 5i3
( dpa ) et ( At FT?) (20)

where d., is the distance from points ¢ to a and dp, the distance from points b to a.
In the second step, the so-computed pressure p, at a cell center is projected to its cell
faces a’ and a” on I'y in the following manner:

n n—1
Par — Db i U — Uy i3
S U N Y L UN— 21
< dba’ ) Prita ( At I 7”2> ( )
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where n, is taken as the unit normal to the corresponding cell face. A similar
expression is used to obtain the pressure at a”. Once the pressure has been computed
at the center of all the faces forming I the forces F} ,, and moments Mj  , can be
computed as follows:

Nyaces
Fipo= > phSiml, (22)
j=1
Nygees
Mj,,= Y eipriphnk .Sk (23)

=1

where Nyqees is the total number of cell faces forming I's, SZ, is the area of the j-th
cell face a'.

1 Sollld body Sollid body
(o] o (o] O \¢ (o]

o
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Fluid nodes | Fluid nodes i
/ IB nodes °® IB nodes
o PcO o O o] o

Figure 3: Schematic description of the successive pressure projections used to cal-
culated the pressure on I'y in the proposed PPBC method: step 1 (left) and step 2
(right).

The implementation of the PPBC approach is straightforward in methods such as
the hybrid-Cartesian/immersed boundary (HCIB) method or the CURVIB method in
which a similar algorithm is used for reconstructing the velocity boundary condition
at the IB nodes. Also, since the integration of the stresses is carried out in the
background mesh, the parallel implementation of the algorithm is significantly simpler
than in methods based on projecting the stresses to the unstructured Lagrangian mesh
of the body. The simplicity and expedience of both algorithms, i.e. the PPBC and
that from [23], when compared to methods based on projecting directly on the body
surface, is in expense of an additional error caused by the approximation of the surface
area. In the following we discuss the relative accuracy of the two methods.

2.3.5 The FSI-CURVIB method

The method for tracking the motion of geometrically complex bodies is the sharp
interface CURVIB method of Ge and Sotiropoulos [26], which has been thoroughly
validated for simulating deformable bodies with large motions in various applications,
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including FST problems [23, 27]. For the sake of completeness only a brief description
of the method is presented herein. In the CURVIB approach, the body is represented
by an unstructured triangular mesh which is embedded in the background curvilinear
or Cartesian grid. An efficient searching algorithm is used to classify all nodes of the
computational domain depending in their location with respect to the position of the
body. The linking between the background and structure grids is done through a sharp
interface approach by reconstructing the boundary conditions for the velocity field
and the distance function ¢ at the IB nodes (see Ge and Sotiropoulos [26] and Kang
and Sotiropoulos [15] for details). The velocity is reconstructed in the wall normal
direction with either linear or quadratic interpolation in the case of low Reynolds
number flows when the IB nodes are located in the viscous sub-layer, or using the
wall models described by [28, 29, 30] in high Reynolds number flows when the grid
resolution is not sufficient to accurately resolve the viscous sub-layer. The distance
function ¢ is reconstructed by setting its gradient to be zero at the cell faces that are
located between the fluid and IB nodes. This is equivalent to applying a zero Neumann
boundary condition along the grid line corresponding to the aforementioned cell faces.
A further description of how to reconstruct the distance function in the IB nodes is
given in [15].

2.4 Results
2.4.1 FSI case 3: Free falling wedge

1.2m

94 kg M 25 deg.
g =-9.81 m/s? <A A
Pai= 1.2 kg/m?®
Par= 1.8 10° Pa's 13m

A 4

Puater = 1000 kg/m?®
Mwater = 1.0 10° Pa s

Figure 4: Schematic description of the free falling wedge configuration studied exper-
imentally by Yettou et al. [31].

This test case is the simulation of a geometrically complex body, a 3D wedge,
falling freely and impinging with its pointed keel into the free surface. The geomet-
rical complexity of the structure along with the large pressure and velocity gradients
that develop as the structure’s keel impinges on the surface make this the most chal-
lenging of all the cases we have studied in this paper. The specific test case we
simulate corresponds to that studied experimentally by Yettou et al. [31], who re-
ported detailed data sets of the wedge velocity and position as function of time.
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Figure 5: FSI simulation of a free falling wedge. Several snapshots of the calculated
position of the wedge, the free surface, and corresponding out-of-plane vorticity con-
tours are shown in these figures at the cross middle plane (Y = 0). A small 3D view
of the wedge is superposed. The solution has been obtained on grid 1, which has
near-body spacing equal to Az = Az = 0.005L, and a time step of 0.00025s has been
used.

The simulated 3D body has a symmetric wedge-shaped section with a 25 degree
dead-rise angle. Its mass is 94K g, which is equivalent to a structural density of
p = 466.6Kg/m?. Initially, the keel of the wedge is placed 1.3 m above the free
surface and starts moving downwards under the action of gravity towards the free
surface. The geometrical configuration of the simulation is illustrated in figure 4.
The flow Reynolds number based on the wedge length and its maximum velocity is
of the order of Re =5 - 10°.

The computational domain is a 30m long channel, 2m wide with and a water
depth of 1m, and the wedge is located at the center section of the channel. The
grid used has an inner/outer region structure. In the inner region, enclosing the
structure, has a constant grid spacing of 0.005L both in the longitudinal and vertical
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Figure 6: FSI simulation of a free falling wedge. Vertical position (left) and vertical

velocity (right) of the wedge, and the experimental data of Yettou et al. [31].

directions. 60 grid nodes are used in the span-wise direction and the overall grid size
is approximately 10.

The dimensions in the horinzontal (x), spanwise (y) and vertical (z) directions is
660 x 60 x 250. The inner rectangular region of constant grid spacing that encloses
the wedge is of size [-0.6, 0.6] in the horizontal direction, and [-0.6, 0.4] in the vertical
direction. In the outer region, the stretching ratio in the x direction has been kept
reduced (1.001) and constant along the following interval (0.6 < |z| < 2.5) which
coincides with the area of high vorticity generated by the wedge. Away from this
interval the stretching ratio is increased progressively up to a limit of 1.05.

To demonstrate the complex flow patterns that develop as the wedge impinges on
the free surface, we show in figure 5 a series of snapshots of the simulated free surface
patterns along with contours of the Y component of the vorticity on the Y = 0 plane.
As seen in this figure, as the wedge impinges on the surface it generates a wave on
each of its sides. These waves steepen as they propagate away from the wedge and
ultimately break leading to massive separation off the the wave cusp and production
of large-scale vortical structures of opposite sign in the air phase. This breaking wave
generated vorticity is entirely confined in the air phase and ultimately breaks up into
smaller scales giving rise to a highly turbulent flow state that rises for several wedge
heights above the free surface. These results are entirely consistent with the already
discussed findings of Iafrati et al. [32] who showed that in breaking wave phenomena
most of the energy is transferred from the wave to the air phase. [32] also showed
that vortical structured generated in the air phase near the free surface during wave
breaking are able to penetrate into the air phase at significant heights above the
surface, a phenomenon which is also observed in our simulations. We note, however,
that due to the impact of the wedge on the surface, the condition we have simulated
herein is more severe than previously studied cases with enormous amounts of energy
transferred from the wedge, to the breaking waves and ultimately to the air phase.

In figure 6, we compare the simulated temporal variation of the wedge position and
velocity with the experimental measurements of [31]. The simulation results shown
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(d) t=0.4s

Figure 7: FSI simulation of a free falling wedge. Snapshots showing coherent struc-
tures in the flow visualized by the Q criterion (Q=-200). The right figures show a
closer view of the coherent structures near the area where wave breaks.

in these figures have been obtained on grid 1. It is readily seen from figure 6 that
the computed results are in very good agreement with the measurements, capturing
both the frequency and amplitude of the wedge oscillation with good accuracy. These
results further reinforce the accuracy of the PPBC method we developed herein for
calculating the pressure force acting on floating structures.
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Finally, in figure 7 we present several snapshots of the simulated 3D coherent
structures visualized with iso-surface of g-criterion [33] to illustrate the richness of
the ensuing air and water dynamics as the waves off the sides of the wedge steepen
and break. As seen, the massive separation zone induced by the breaking waves is
dominated by a series vortex loops, arch vortices, and hairpin vortices. It is also
evident from sub-figures 5 (a) and (b), corresponding to times ¢t = 0.1s and ¢ = 0.2s,
that the 3D complexity of the simulated flow grows rapidly as the waves steepen and
begin to break and the flow transitions from laminar to turbulent.

In summary, the results we presented herein show that the proposed coupled FSI
level set approach is able to accurately simulate a very challenging case involving
large forces on the impinging structure, wave-breaking, and overtopping. The ability
of the method to also resolve the complex dynamics of the flow that emerges in the
air phase during wave breaking was also illustrated.

2.4.2 Far-field/near-field coupling: simulation of a broadband wave spec-
trum

In this section we present a wave case aimed to validate the far-field /near-field wave
coupling algorithm. We also want to demonstrate the ability of the forcing method
to generate complex wave fields composed of various superposed frequencies.

In this case, the simulation is started at the HOS domain of the far-field code,
by setting the initial velocity potential and free surface elevation to that of the given
wave case at time zero. As soon as the far-field simulation is started a Fast Fourier
Transform of the free surface elevation is applied at every time step to extract the
wave frequencies and amplitudes, which are then incorporated to the near-field solver
with the proposed surface forcing method. In the present cases we do not consider
any airflow in order to minimize the complexity of the problem.

Amplitude
Pm 0012
0.0096

= 0.0072
I 0.0048

0.0024
-,

Figure 8: Far-field/Near-field coupling case 3: simulation of a broadband wave spec-
trum. Definition of the wave field with contours of amplitude as a function of the
wavenumber computed at the far-field domain at time ¢ = 30s.

The case consist of a broadband wave spectrum of peak approximately equal to
L =~ 8m. The wavenumber distribution of the wave field that is extracted from the
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Figure 9: Far-field/Near-field coupling case 3: simulation of a broadband wave spec-
trum. Computed free surface elevation in meters at the far-field domain (contour
lines) and at the near-field domain (colored contours).

far-field domain at time ¢t = 30s is shown in figure 8.

The computational domain is a rectangular basin of length 93.5m (X = [—31.16m, 62.34])
in the stream-wise direction, 31.16m (Y = [0m, 31.16m]) in the span-wise direction,
water depth of 10m, and air column depth of 1m. The grid is non-uniform with an in-
ner/outer region structure. The inner region, including the source region, has uniform
spacing and spans the following dimensions: X = [—=7.5m,30m|, Y = [0m, 31.16m],
and Z = [—0.2,0.2]. The grid spacing within this area is, respectively, 0.4m, 0.25m,
and 0.02m. The time step is 0.0025s and the gravity g = 10m/s>.

The free surface elevation results computed at the near-field domain and at the far-
field domain are presented in figures 9 and 10. In particular, figure 9 shows elevation
contours at different times, t; = 26s and t, = 30s, and figure 10 several elevation
profiles at different Y planes at time ¢, = 30s. As demonstrated in the two figures,
the resulting wave field in the near-field solver, which is generated in the pressure
forcing method, agree well with that simulated in the far-field domain. Obviously,
there are some discrepancies which are explained due to the fact that not all wave
frequency components can be resolved with the optimum number of grid nodes per
wavelength. These discrepancies can be minimized with increased grid resolution.
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Figure 10: Far-field /Near-field coupling case 3: simulation of a broadband wave spec-
trum. Computed free-surface elevation profiles from both the far-field and the near-
field domains at different Y planes. The results correspond to time ¢ = 30s and the
time step used is the simulation is 0.0025s.

2.4.3 Turbine-wave interactions: response amplitude operator

In this section, we present the simulation results of the floating turbine experiments
presented in task 3 (experiments). First of all, we performed a series of tests of the
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Table 1: Description of the three grids employed in the RAO

Grid Grid size Near body Source region ¢ [m]
spacing [m] spacing [m]

G1 214 x 85 x 233 AX =AY = 0.020, AX =0.08 0.04
(4.2M) AZ = 0.0025 AX =008  0.04

G2 248 x 85 x 233 AX =AY = 0.020, AX =0.16 0.04
(4.9M) AZ = 0.0025 AX =0.16 0.04

G3 508 x 169 x 217 AX =AY = 0.010, AX =0.15 0.04
(18.6M) AZ = 0.0050 AX =0.15 0.04

Table 2: Description of parameters used in each of the test cases to compute the

RAO.

T[s] A[m] L[m] Grid used

0.91 0.020 1.28 G1
0.97  0.012 1.47 Gl
0.99  0.015 1.54 G1
1.02  0.013 1.61 G1
1.03  0.013 1.66 Gl
1.50  0.009  3.52 G2
1.80  0.010  4.79 G2
230 0.014 697 G3
240 0.0725 7.40 G3
2.425 0.00125 7.50 G3
2.425 0.0017  7.50 G3
245 0.0085 7.61 G3
245 0.0121 7.61 G3
2.50  0.0086  7.82 G3
2.60  0.013 8.23 G3
2.70  0.0135 8.6 G3

floating turbine without waves to characterize the dynamic parameters of the system
in order to determine the natural frequencies and the damping ratios in the heave and
in the pitch motions (not shown here). This was achieved by simulating free decay
tests of the platform, first in a single DoF (in heave and in pitch), and then in the
two DoF (combining heave and pitch). Then, we simulate wave-turbine interactions
by performing a RAO with specific effort on the frequencies close to the fundamental
oscillatory modes.

We studied the platform response when subject to a wave fields of different fre-
quencies by performing a so called response-amplitude operator (RAO). A RAO is a
transfer function used to predict the structural response that a given structure will
exhibit when subject to different wave conditions.

To carry out the RAO using the present computational method we first define
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Figure 11: Wave/body interactions for the case of incident waves of period T =
2.425s. Computed structural response of the strucure in heave (a), in pitch (b), and
surface elevation at a point located at Z = 15m (c). The results have been computed
on grid G2 using a time step of 0.0025s.

a series of test cases characterized by the period T and the amplitude A of the
incident wave heading to the floating structure. For each case, the simulation is
started with a calm free surface and the structure at rest. The wave forcing method,
applied at the source region centered on the origin (X = 0), progressively begins to
generate the wave field, which achieves the desired amplitude approximately after
three oscillations. Then, for computing the RAO amplification factors for each of
the wave cases, we take the maximum amplitude of the oscillations of the structure,
measured from peak to peak, for both, heave and in pitch, after the initial transient
effects have been dissipated.
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Figure 12: Wave/body interactions for the case of incident waves of period T' =
2.425s. Surface elevation contours at different instances in time. The results have
been computed on grid G2 using a time step of 0.0025s.

The wave period of the several test cases considered for the RAO ranges from
0.9s to 2.7s to be able to capture the RAO near the heave and pitch natural periods,
which with the decay tests were shown to be 1s for heave and 2.45s for pitch. The
list of computed test cases is given in Table 2.

Similar to the heave decay tests, the computational domain is a fraction of the
Saint Anthony Falls Laboratory (SAFL) wave basin. While the basin width of 2.743m
and water depth of 1.37m are taken from the real dimensions, the length does not
span the full dimension, which would be very costly. The sponge layer, applied at the
beginning and end of the basin, ensures that the waves are not reflected. The basin
length is defined based on the requirements of the forcing method and the sponge
layer. The source region dimension €, needs to be equivalent to L/2, and the length
of the sponge layer x between L and 2L. Also, the test section where the structure
is positioned needs to be located at least 2L from the source region to allow proper
development of the wave field. Based on these restrictions, we defined three lengths
of the computational domain to accommodate the different RAO cases, which have a
wide range of wavelengths (from 1.28m to 9.26m). Using the dispersion relation, the
wavelength L corresponding to the 0.9s period wave is 1.28m, and the wavelength
for the 2.7s period wave is 9.26m. The length of the computational domain for
the low L cases is 18.6m (X = [—6.0,12.6]), for the intermediate L cases is 36.6m
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Figure 13: Response amplitude operator of the floating structure. Normalized struc-
tural response of the strucure in heave (a) and in pitch (b) when subject to incidint
monochromatic waves of varying wave period. The simulation results from the present
FSI model have been computed on grid G2 using a time step of 0.0025s.

(X = [—12.0,24.6]), and for the large L cases is 75.0m (X = [-30.0,45.0]). We define
a different non-uniform grid for each of the three computational domains: G1 of size
214 x 85 x 233 (4.2M) for the short domain, G2 of size 248 x 85 x 233 (4.9M) for the
intermediate domain, and G3 of size 478 x 169 x 217 (18.6M) for the long domain.
All three grids follow a three-region structure with two inner regions of constant grid
spacing and an outer region within witch the spacing progressively increases towards
the boundaries. One of the inner regions encloses the wave generation source region
and the other region encloses the floating structure. In the source region AX is 0.08
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for grid G1, 0.16 for grid G2, and 0.15 for grid G3. In the near-body region the grid
spacing is AX = AY = 0.020 and AZ = 0.0025 for G1, AX = AY = 0.020 and
AZ =0.0025 for G2, and AX = AY =0.010 and AZ = 0.0050 for G3.

The dimensions, near body spacing, and interface thickness for the three grids is
summarized in Table 1. Also, in Table 2, we indicate the grid employed for each of
the RAO cases.

As we stated in the introduction, in addition to validate the present FSI model for
wave-body interactions, we also seek to compare its accuracy to other models, based
on lower order assumptions, which typically used by the offshore industry. We thus
performed a simulation of the RAO of the floating turbine model using the following
two numerical codes: (1) the commercial hydrodynamic software ANSYS-AQWA [34];
and (2) the open source Wave Energy Converter Simulator (WEC-Sim) [35, 36].

ANSYS-AQWA is a potential flow solver based on the boundary element method.
As such, it neglects the viscosity of the fluid and assumes linear wave theory and
small amplitude motions. Although ANSYS-AQWA has a time domain solver for the
structural response, we used the linear frequency domain solver. Frequency domain
hydrodynamic codes are an efficient tool to compute the hydrodynamic coefficients
required by other time domain solvers such as WEC-Sim.

In ANSYS-AQWA, the structural response is computed linearly by solving the
following rigid body EoM in the frequency domain (i=1,2, ... , 6):

Yi(w) [_W2<mii + Aji + jw(Bi + Ay) + ku)] = Foi(w), (24)

where w is the wave angular frequency, m;; the diagonal terms of the mass matrix, A;;
is the added mass matrix, B;; the radiation damping coefficients, A; the visocous/ad-
ditional damping coeflicients, and F, ;(w) is the wave excitation force.

In the present case, A; is taken from the experimental decay tests of [37]; for heave
is 43.766N - s/m and for pitch 0.366kg - m?/s®. Note that these values differ from
the additional damping incorporated into the CFD-FSI method. While the CFD-FSI
methods can, in principle, account for the eddy making damping and wave making
damping, the potential based flow solvers completely neglects all contributions of the
damping, which has to be fully incorporated artificially.

The fact that the center of mass of the floating turbine is below the pitch center of
rotations is not straightforward to model in ANSYS-AQWA. We thus assume that the
center of rotations of the floating system is at the center of gravity of the structure.
Such assumption may have some effect in the ANSYS-AQWA pitch solution, but
however, it does not alter the computation of the hydrodynamic coefficients (F,, A;,
and By;) to be used by WEC-Sim.

WEC-Sim solves the following time domain EoM (i=1,2,...,6):

0*Y"

Mij = Floy+ Flyy+Fi+ Fp+ F), (25)

where m;; are the components of the mass matrix, F; , are the wave excitation force

components, F!_, the force components due to radiated waves, F!' the viscous damping
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force components, Fi5 the net buoyancy force components, and F! the force compo-
nents due to mooring connections. The F?,, and F' , forces are computed using data
from the previous frequency domain solution computed using ANSYS-AQWA. The
details of the method are given in [36, 38].

In WEC-Sim, we considered the actual location of the center of gravity (CG) and
the pitch axis. Also, since WEC-Sim accounts for some non-linearities of the problem,
we expect it to provide a more accurate solution than that form ANSYS-AQWA.

In Figure 13 we present the heave and pitch RAO results, including the experi-
mental data, the FSI computation, and the ANSYS-AQWA and WEC-Sim results.
As it is shown in the heave plot in Figure 13(a), the FSI model predicts the resonance
peak when the wave period is T' = 1.03s with a corresponding RAO of 1.216. This
values are nearly identical to the experimental results where the maximum amplifica-
tion factor of 1.19 occurs for an incident wave of period 1.01s. In contrast, the lower
order methods, ANSYS and WEC-Sim, are unable to accurately predict the heave
RAO near the natural frequency. Particularly, WEC-Sim has some values near the
heave peak with very low amplification factor far below the experimental data.

Before analyzing the computed RAO results in pitch, we first need to look into
the experimental data. As shown in Figure 13(b), the exact experimental RAO and
period of the incident wave of the resonance peak is not clearly defined. The following
four experimental realizations with period close to the peak where tested: T = 2.480s,
T = 2.498s, T' = 2.500s, and T = 2.515s, with the respective amplification factor
being 553deg/m, 475deg/m, 521deg/m, and 501deg/m. The amplitude of the incident
wave for these four cases is nearly identical (0.00725m, 0.00745m, 0.00725m, and
0.00725m, respectively). The fact that the amplification factor oscillates when slightly
increasing the wave period, means that the peak period and amplitude is subject to
a certain degree of randomness. Thus we consider the experimental amplification
factor for pitch to be within the range [475,553]deg/m. The average value of these
four realizations is 512.5deg/m. Similarly, the period of the incident wave is within
the range [2.480,2.515)deg/m and the average value is 2.498s.

In the same Figure 13(b), the RAO results in pitch computed with the FSI model
predict the resonance peak to occur when the period of the incident wave is T =
2.425s. This value, compared to the averaged experimental pitch natural period of
2.498s, is 2.9% lower. This is consistent with the observations of the decay tests that
our model was slightly under-predicting the pitch decay period by 2% as a result
of considering a simplified geometry of the floating system. Looking at the RAO
of the peak, the FSI result is shown to be at 417deg/m, which is 18.6% below the
experimental value taken from averaging the four near-peak cases.

With regards to the lower order models results, both ANSYS-AQWA and WEC-
Sim, capture the resonance peak for a period of the incident wave of T' = 2.4s,
which is 3.9% below the experimental measurements. Comparing the amplification
factor at the pitch resonance peak with that from the experiments, ANSYS-AQWA,
with a value of 884deg/m, over-predicts it by 63.5% and WEC-Sim, with a value of
696deg/m, over-predicts it by 35.6%. As it was expected from the fact that WEC-
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Sim consider non-linearities of the problem and that in the ANSYS-AQWA model the
center of rotation was not taken at the actual position but at the CG position, the
WEC-Sim results in pitch are significantly better than those from ANSYS-AQWA.

One of the features that we could capture with the present FSI model that is not
accounted for by linear models is the effect of the amplitude of the incident wave
given a fixed wave period. This phenomenon was already documented in previous
works such us in Jung et al. [39]. They carried out, experimentally, the RAO in roll
of a rectangular barge restricted to move in a single DoF. They observed that for
two cases of incident wave with equal period, the RAO is larger for the case of lower
wave amplitude. Also, this phenomenon was observed to be maximum at the peak
frequency and to minimize far from the peak. In our pitch RAO results computed
with the FSI model we observed the exact same phenomenon. We computed the RAO
at the pitch peak period (T' = 2.425s) with two cases of different wave amplitude,
0.0125m and 0.0170m. The RAO for the case of lower wave amplitude is 417deg/m
and for the case of larger wave amplitude 297deg/m. We performed the same analysis
to a case in which the incident wave period is far from the peak (7" = 2.45s) to show
how this effect, far from the peak, diminishes. For that wave period, a case with wave
amplitude of 0.0085m resulted in a amplification factor of 202deg/m and a case with
wave amplitude of 0.0121m to a slightly smaller amplification factor of 194deg/m.
Note that in Figure 13(b) only the wave case that results in a maximum RAO are
displayed.

Finally, in Figure 11 we present the structural response in, heave (a) and in
pitch (b), as well as the time evolution of the surface elevation at a point located at
X = 15m (c). These results correspond to the case in which the incident wave has
a period of 2.425s and an amplitude of 0.00125m. A common behavior observed in
this figure and in most of the remaining wave cases is that while the pitch response
grows progressively, the heave response grows sharply in just 3 to 4 oscillations. This
sharp start of the heave motion results in a fictitious maximum amplitude usually at
the fourth oscillation. Since this is an artifact effect that could have been removed
by using a ramping function, we decided not to consider the first four oscillations
in the calculation of the maximum amplitude of the oscillation. For the same case,
we show in Figure 12 the surface elevation contours at different instances in time.
The figure shows how the wave field evolves in time, going from a clean state, free of
disturbances, to a state in which diffracted, radiated, and reflected waves have spread.

In summary, the results we presented herein demonstrate that the FSI model of
[40] can reasonably capture wave-body interactions with overall better agreements
than that predicted by the two lower order models considered, which were based on
the potential flow theory.

2.4.4 FSI simulation of an offshore floating wind turbine simulation

The aim of this test case is to demonstrate the full capabilities of the proposed
far-field /near-field computational framework by simulating an offshore floating wind
turbine under realistic wind and wave conditions representative from a site-specific
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Figure 14: Mesh of the floating platform used in the IB method in the offshore floating
wind turbine case.

environment such as the Pacific Northwest (PNW).

To determine the wind velocity and the wave field that is representative from the
PNW we use the measurements taken from the Station 46041 of the National Data
Buoy Center. Based on the data given in [41] we adopt for the simulation a wind speed
of 5m/s taken at bm height above the free surface, and a wave field with broadband
spectrum of dominant peak period Tpeqr = 12.75s which using the dispersion relation
is equivalent to a peak wavelength of L,c.; = 251m.

We consider a large floating wind turbine system, consisting of 13.2MW wind
turbine installed on a tri-column triangular platform. The turbine rotor, which is a
design by Sandia National Laboratories, has a 200m long diameter and a SNL100-00
blade (see [42] for details), and the floating platform, designed by Principle Power, is
based on the OC4 semi-submersible design detailed in [43]. The hub height is 133.5m
with respect to the mean-sea level and the turbine is simulated with a constant tip
speed ratio of 8, which given an incoming velocity of about 9m/s, is estimated to be
close to the optimal value for performance. The geometrical parts of the platform
considered in the simulation and its dimensions are presented in figure 14 which also
shows the structural mesh used for discretizing the structure in the CURVIB method.
The structural elements interconnecting the four columns have been neglected due
to its small size in comparison to the large dimensions of the columns. The floating
platform is secured in place using the same mooring system as in [43] but Froude-
scaled by a factor of 1.4. It basically consists of a three catenary lines distributed
symmetrically with respect to the platform vertical axis.

The near-field computational domain is 2675m long in the stream-wise direction
(X = [-550m, 2125m]) and 1750m wide in the span-wise direction (Y = [—875m, 875m]),
the water depth is 280m and the air column above the free surface is 1000m. The
source region has a length €, of 224m and is centered on X = 0. The floating turbine
is positioned downstream of the sponge layer at X = 900m and centered on Y = Om.
We use a non-uniform mesh of size 163 x 207 x 259 that is schematically described in
figure 15. In the stream-wise direction, the spacing Az is constant at the following

34



Figure 15: Schematic description of the fluid mesh used in the far-field domain of the
offshore floating wind turbine case. The rectangular boxes indicate the two regions
of constant grid spacing where the floating turbine is located. In this figure, for every
grid line shown four are skipped.

two regions: (1) at the source region (X = [—112m,112m]) in which the spacing is
Az = 5.6m; and (2) at the region containing the floating structure and defined by
X = [848.2m,951.8m] in which the spacing is Az = 5.18m. From the end of the first
region (X = 112m) to the beginning of the second region (X = 848.2m), Ax varies
smoothly across the two values, and outside of these two regions the spacing increases
progressively towards the inlet and outlet boundaries. In the vertical direction the
spacing Az follows the same spacing pattern also with two regions of constant spac-
ing: (1) the region from Z = —40m to Z = 20m which has spacing Az equal to
2m and comprises the floating platform and the free surface; and (2) the region from
Z = 130m to Z = 250m which has spacing Az equal to 5m and comprises most of
the rotor. Finally, in the span-wise direction the spacing Ay is constant and equal
to bm at a single region spanning from ¥ = —110m to Z = 110m and enclosing the
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Figure 16: Definition of the broadband wave spectrum represented by wave ampli-
tude contours as function of the directional wavenumbers. Computed at the far-field
domain at a time for which the flow is fully developed (¢ = 163500s).

(a) Time t = 273s (b) Time t = 685s

Figure 17: Offshore floating wind turbine case. 3D view of the floating wind turbine
with the free surface colored with elevation contours and a horitzonal plane at hub
heigth of stream-wise velocity.

floating turbine. The stretching ration used in all direction is always limited to 1.05
and its variation follows a hyperbolic function. The thickness of the interface is set
to € = 4m, the gravity to g = 9.81m/s?, and the density and dynamic viscosity for
the water to 1000kg/m? and 1.0 x 1073 Pas, respectively, and for the air 1.2kg/m3
and 1.8 x 107°Pas. Slip-wall boundary conditions is adopted at the 6 boundaries,
and the sponge layer method with thickness 200m is applied at the four lateral walls.

The turbine rotor in the present simulation is treated with the actuator line model
implementation of [1]. The thrust force computed with the actuator model is incor-
porated in the EoM as an external force and moment. In addition to the thrust force,
we also add as external moment the gyroscopic effect induced by the rotation of the
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Figure 18: Offshore floating wind turbine case. Structural response of the floating
turbine system in the six DoF.

turbine rotor using the approach of [44]. For the mooring system we use the linearized
mooring model described by [43].

The wind and wave conditions are developed with a precursor simulation using
the far-field model. For the air phase of the far-field model, the domain size is 6280m,
3140m, and 1000m, in the stream-wise, span-wise, and vertical direction, respectively.
A non-uniform mesh of size 128 x 128 x 128 is used. While in the stream-wise and
span-wise directions the spacing is constant, in the vertical direction the grid cells are
clustered near the free surface. The mesh of the HOS for simulating the wave field
is uniform and of size 769 x 769. The free surface initial condition is a broadband
wave spectrum of type Joint North Sea Wave Observation Project (JONSWAP) and
wave period peak T, = 12.75s. The wind field, which is driven by a constant
pressure gradient such that the velocity at height 5m is 6m/s, has been solved in
a coupled manner with the wave field. The far-field simulation has been advanced
about 300000 time steps, with a time step size of 0.545s, before start feeding to the
near-field domain. That was to ensure that fully developed wind and wave conditions
were achieved. The wave spectrum for the developed wave field is shown in figure 16.

In figure 17 we present near-field results of the floating wind turbine including the
free surface and the stream-wise velocity at a horizontal plane at hub-height. As seen
in the figure, the wave field clearly shows the formation of radiated waves induced
by the motion of the platform. The structural response of the floating structure in
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the six DoF is given in figure 18. Note that surge, sway, and heave correspond to the
transnational DoF in the stream-wise, span-wise, and vertical direction, respectively,
and roll, pitch, and yaw, rotations with respect to the X, Y, and Z axis, respectively.
Looking at the pitch response in sub-figure 18(b), the turbine is slightly inclined
towards positive angles as a result of the wind effect.

2.5 Summary and Conclusions

We developed, validated, and demonstrated the predictive capabilities of a novel
computational framework that can simulate real life complex floating structures and
its interaction with realistic ocean waves and wind fields. To efficiently deal with
the computational challenge of large disparity of scales associated to such type of
problems we adopted a far-field/near-field domain decomposition approach, i.e., a
large-scale domain with periodic boundary conditions, known as far-field domain, in
which the offshore ocean conditions are efficiently developed, and a reduced scale
domain with high grid resolution, known as near-field domain, where the floating
structure is located. In the far-field domain we applied the two-fluid method of Yang
and Shen [45, 46], allowing to obtain fully developed wind and wave condition in
an efficient manner as the waves are resolved with a potential flow based high-order
spectral (HOS) method. In the near-field domain, a novel FSI model for simulating
arbitrarily complex floating rigid bodies interacting with non-linear free surface flows
was developed and validated.

The proposed near-field model, published in [40], integrates the FSI-CURVIB
method of Borazjani et al. [23] with a level set approach along with a new method
for calculating forces due to pressure on submerged structures in two-phase flows.
The so-called pressure projection boundary condition (PPBC) method was shown to
mitigate the difficulties encountered when calculating the force on the structure using
the standard method developed by Borazjani et al. [23], which employs integration
of the pressure on the surface of the volume consisting of all immersed boundary grid
cells in the CURVIB method around the structure. While this standard approach
works well in single-phase flows, in two-phase flow problems with submerged bodies
it does not account for the force imparted on the structure due to the large den-
sity difference between the air and water enclosed between the immersed boundary
surface and the body and gives rise to a first-order accurate calculation of the pres-
sure force. The proposed PPBC approach employs the normal momentum equation
to the body to obtain a more accurate representation of the pressure field on the
body via a series of successive projection steps. Numerical tests clearly showed that
the proposed method not only reduces the error in the calculation of the force by
nearly one order of magnitude relative to the standard approach but also yields near
second-order accurate convergence rate for the force and results that are in signifi-
cantly better agreement with experimental measurements. While the PPBC method
was developed and demonstrated herein in the context of the CURVIB approach it is
general and should be readily applicable to other sharp-interface immersed boundary

38



methodologies.

To demonstrate the accuracy of the coupled FSI, level set implementation for free
surface-body interactions we simulated a series of test cases, including forced motion
problems and coupled FSI problems. We showed that for all simulated cases the
proposed method is able to replicate with good accuracy the structural response of
several laboratory experiments including a free decay test of a circular cylinder, a
roll decay test of a rectangular structure, and a free falling wedge impacting the free
surface.

In order to prevent the formation of instabilities in problems involving complex
air-water interface phenomena, the use of a large interface strip thickness e as well
as reduced reinitialization time steps sizes A7 was found necessary. To reduce the
computational cost for implementing these remedies, we systematically investigated
the influence of using an overall reinitialization time lower than the time required for
full reinitialization of the interface strip. We showed that for the falling cylinder case
using a time equivalent to reinitializing 10% of the interface strip was able to predict
in sufficiently high accuracy the formation of the breaking wave formed at the side of
the cylinder.

The most challenging case we simulated was that of a wedge impinging on the free
surface. Large pressure gradients and forces develop on the structure as it impinges
on the surface and decelerates rapidly, which made the solution of the FSI problem
especially challenging. Even for this case, however, our method was able to obtain
converged solutions but required the use of strong coupling FSI in conjunction with
the Aitken method. The latter technique was critical for efficient FSI iterations, since
it reduced the number of strong-coiling sub-iterations required for convergence by
fifty percent or more.

Our simulations elucidated the rich 3D dynamics resulting in the air phase as the
waves induced by the impinging on the free surface wedge break, and showed that
most of the energy from the breaking waves is ultimately transferred to the air phase.
Massive separation off the cusp of the breaking waves gave rise to complex coherent
structures dominated by loops, arch, and hairpin vortices forming an intertwined web
of vortical structures that ultimately lead to the flow transitioning to turbulence. The
resulting turbulent flow in the air phase was found to grow upward and persist at
a significant elevation above the free surface. All these findings are in accordance
with the recent findings of lafrati et al. [32] who also showed that flow separation
off breaking waves is the key mechanism for producing turbulence in the air phase.
Overall the computed results demonstrated the potential of our method as a powerful
tool for simulating the coupled interaction of complex floating structures with a free
surface.

Our simulations for the wedge case exposed a limitation of the method when struc-
ture over-topping occurs. Our method was able to capture this complex phenomenon,
which leads to pockets of water entrapped on the flat surface of the wedge in the air
phase. As these pockets, however, spread laterally and grow thinner ultimately reach
the scale of resolution of the level set method (the thickness of the interface that can
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be resolved on a given grid) and spuriously disappear. This is an inherent limitation
of the level set approach and can only be resolved by local grid refinement, which can
be made practical via an adaptive mesh refinement approach.

To couple the two decomposed domains, the far-field and the near field domains,
we adopted a one-way coupling approach, feeding the wind and wave fields that have
been fully developed at the far-field domain, to the near-field domain. We opted
for a one-way loosely coupled approach, in contrast to a two-way strongly coupled
approach, considering the fact that the far-field domain is applied to generate large-
scale offshore flows in which the presence of a single or several marine structures
should only have local effects and not alter the ocean environmental conditions.

To incorporate the far-field waves into the near-field domain, we employed an
internal wave generation method consisting in applying a pressure force on the free
surface in form of source term in the momentum equation. This approach, known as
pressure forcing method, was initially proposed by Guo and Shen [47] to generate,
suppress, and maintain water waves in a computational approach in which the free
surface is treated with a sharp interface method. In this work, we extended the
pressure forcing method by adapting it to the diffused interface level set method of
Kang and Sotiropoulos [15]. Wave reflections at the lateral boundaries are prevented
by using a sponge layer method. We validated the forcing method by applying it to
simulate various wave cases of increasing complexity including simple monochromatic
waves, monochromatic waves with several frequencies, three-dimensional directional
waves with a single or multiple frequencies, and a broadband spectrum. Some of these
cases involved transferring the wave field from the far-field domain to the near-field
domain, which showed that the two domains were successfully coupled. On the other
hand, the coupling of the wind field between the two domains was implement by
feeding, at every time step, the velocity at the inlet plane of the near-field domain.

Once the wave generation method was implemented and validated we showed the
capability of the method to study wave-body interactions. We applied the framework
to replicate the experiments of [37] investigating a barge style floating wind turbine
under different wave cases. By simulating a set of free decay test, we showed that
the method can capture the natural periods of the system in heave and in pitch with
very good agreement when compared to the experimental measurements. A very
small discrepancy of less than 2% was observed between the natural period of the
simulations and experiments in the pitch DoF. The discrepancy could be explained
by the geometry simplification, which may have a small effect on the drag force, and
thus on the computed natural period. This discrepancy was not observed on the heave
DoF. For one of the heave decay cases we also compared the free surface elevation
at two nodal locations showing excellent agreement. The decay tests also served to
calibrate the amount of artificial damping introduced in the system to account for
the frictional damping of the experimental apparatus and the damping due to the
fact of using a simplified geometry. In contrast to the methods based on potential
flow theory in which all damping needs to be added artificially, we showed that our
approach already captures most part of the damping, and only a small contribution
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needs to be added artificially.

Once the optimum value of additional damping was obtained, as in [40], we per-
formed a grid sensitivity study for all decay cases. For the single DoF free decay
tests for which experimental data was available, we demonstrated that the computed
solution was converging towards a grid independent solution. This solution was in
very good agreement with the experimental data. An important conclusion that we
could extract from these tests is that when the amplitude of the motion diminishes,
approaching very small values, coarse grids tend to be inaccurate or insensible to
such small amplitude motions, and finer grid resolution are required. This effect was
taken in consideration when selecting the grid resolution to be used in the subsequent
simulations of the wave-body interactions. After validating the code for each of the
single DoF, we presented simulation results for a decay test, combining an initial
heave displacement with an initial inclination. In that case, in addition to the struc-
tural response, we showed vorticity contours, illustrating the vortex shedding around
the body edges and demonstrating the ability of the method to capture complex flow
features around the floating body. Also, we presented free surface elevation contours
showing the evolution of the platform radiated waves forming complex free surface
elevation patterns.

With the RAO results, we demonstrated the validity of the method for simulating
wave-body interactions. We compared the FSI results of the RAO with the experi-
mental results and the simulation results performed using two widely used methods
based on the potential flow theory, ANSYS-AQWA and WEC-Sim. We showed that
the FSI solution is able to predict the results in overall better agreement with the
experimental data. Also, the CFD-FSI method was shown to provide additional in-
formation not captured by the lower order methods such as the flow features formed
at the vicinity of the structure.

Both, high order CFD-FSI models and lower order based methods can have a mu-
tual benefit if employed in a wise manner. On the one hand, the CFD-FSI framework
is able to provide a great deal of information which may be useful for developing
and calibrating low-dimensional dynamic models of floating platforms. On the other
hand, since the CFD-FSI model is computationally very intensive, lower order models
may be employed to obtain a quick first estimation of the floating platform response
under different scenarios of wind and wave conditions. This first approximation can
be useful to select the most relevant wind/wave scenarios to be computed in high
resolution with the CFD-FSI framework.

It is important to note that the turbine model case we studied was characterized
by low amplitude motions, which are conditions favorable for the lower order models.
We expect that for more severe environmental conditions only CFD-FSI models would
provide reasonable results. The cost of the FSI model is significantly higher, but, can
certainly be justified with the higher level of accuracy, the wider range of applicability,
and extra features of the problem that can be captured.

To investigate the effect of turbine rigid body motions to the turbine wake we
simulated the case of an oscillating wind turbine model studied experimentally in
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the SAFL wind tunnel in the second phase of the experiments of [37]. In particular,
we simulated two cases, a static turbine case and a pitching turbine case. In line
with the experimental data, we showed through simulations that the turbine pitching
motion has minimal effect to the averaged stream-wise velocity profiles and turbulence
statistics. We leave as a future work to further study this case by looking into phase
averaged results and to simulate more cases involving motions in the other DoF.

Finally, to demonstrate the full potential of the framework. We applied it to
simulate a 13.2MW offshore floating wind turbine under realistic site-specific ocean
wind and wave conditions. The method was able to capture the turbine response
in the 6 DoF, considering the platform-wave interactions, the effect of the turbulent
wind on the turbine, and the gyroscopic effect of the spinning rotor.

2.6 Publications and Presentations

2.6.1 Publications

Calderer, A.; Kang, S.; Sotiropoulos, F. Level Set Immersed Boundary Method
for Coupled Simulation of Air/Water Interaction with Complex Floating Struc-
tures. J. Comput. Phys. 2014, vol. 277, 201-227.

Calderer, A.; Guo, X.; Shen, L.; Sotiropoulos, F. Coupled fluid-structure in-
teraction simulation of floating offshore wind turbines and waves: a large eddy
simulation approach. Journal of Physics: Conference Series. 2014, vol 524.,
012091.

Calderer, A.; Kang, S.; Sotiropoulos F. Large Eddy Simulation of Fluid Struc-
ture Interaction for Complex Floating Structures. ERCOFTAC Symposium on
Unsteady Separation in Fluid-Structure Interaction. 2013.

Calderer, A. Fluid-Structure Interaction Simulation of Complex Floating Struc-
tures and Waves. Thesis Dissertation. 2015.

Calderer, A.; Guoa, X.; Shen, L.; Sotiropoulos, F. Fluid-structure interaction
simulation of floating structures interacting with complex, large-scale ocean
waves and atmospheric turbulence. To be sumbitted in the Journal of Compu-
tational Physics.

Calderer, A.; Feist, C.; Rueh, K.; Guala, M.; Sotiropoulos, F. Experimental
validation of a Fluid-Structure interaction model for simulating offshore floating
wind turbines. To be sumbitted in the Journal of Fluds and Structures.

2.6.2 Presentations
Calderer, A.; Kang, S.; Sotiropoulos, F. Level Set Immersed Boundary Method

for Coupled Simulation of Air/Water Interaction with Complex Floating Struc-
tures. J. Comput. Phys. 2014, vol. 277, 201-227.

42



Calderer, A.; Feist, C.; Ruehl, K.; Guala, M.; Sotiropoulos, F. Experimental
validation of a Fluid-Structure interaction model for simulating offshore floating
wind turbines. 67th Annual Meeting of the APS Division of Fluid Dynamics 59
(20), 2014.

Calderer, A.; Guo, X.; Shen, L.; Sotiropoulos, F. Coupled fluid-structure in-
teraction simulation of floating offshore wind turbines and waves: a large eddy
simulation approach. The Science of Making Torque from Wind Conference.
Poster presentation. Copenhagen, Denmark, June 2014

Calderer, A.; Guo, X.; Shen, L.; Sotiropoulos, F. Fluid-structure interaction
simulation of floating wind turbines interacting with complex, large-scale ocean
waves. 66th Annual Meeting of the APS Division of Fluid Dynamics 58 (18).
2013.

Calderer, A.; Guo, X.; Shen, L.; Sotiropoulos, F. Fluid-Structure interaction
simulation of floating wind turbines interacting with complex, large-scale ocean

waves. World Congress on Computational Mechanics. Barcelona, Spain. July
2014

Calderer, A.; Kang, S.; Sotiropoulos, F. Coupled level-set CURVIB method for
fluid-structure interaction simulations of arbitrarily complex floating bodies.
65th Annual Meeting of the APS Div. of Fluid Dynamics. San Diego, CA.
Nov. 2012

Calderer, A. Fluid-Structure Interaction Simulation of Complex Floating Struc-
tures and Waves. Thesis Final Defense. October 2015.

43



3 Task 1.2: The Farm Scale Model

3.1 Goals and Objectives

The goal of this subtask was to implement in the existing model: 1) the capability
to simulate turbines and wind farms using actuator type models; 2) the capability
to simulate wind farms using large-eddy simulation loosely coupled with mesoscale
simulations. The wave effects in farm scale simulations can be included in two different
approaches: 1) The fully-coupled non-linear approach, which is a straightforward
extension of the two-phase flow level-set approach developed in task 1.1; 2) The one-
way coupled, linear approach, in which the waves are decoupled from the rest of
the problem. This was achieved with the same far-field /near-field coupling approach
developed in task 1.1, but prescribing the wave field in the near-field solver using the
Immersed Boundary method.

3.2 Project team

Fotis Sotiropoulos James L. Record Professor, Director of the St. Anthony Falls
Laboratory. Principal investigator of the project.

Xiaolei Yang Research associate in the Saint Anthony Falls Laboratory. Dr Yang
developed and implemented the farm scale models and performed the simula-
tions presented in this subtask (subtask 1.2).

3.3 Technical Approach

In the computational framework, the rotor blades can be either parameterized using
the actuator models or directly resolved using the CURVIB method. Three different
actuator models, i.e., actuator disk model, actuator line model and actuator surface
model, were implemented in the VFS code. In the actuator disk model, the rotor is
modelled using a permeable disk with a induction factor or thrust coefficient to be
specified. In the actuator line model, each blade is represented by a rotating line.
Forces are distributed on each line (blade) to represent the effects of wind on the
blades. The forces are calculated based on a blade element approach, which divides
the blade into discrete elements in the radial direction and employs tabulated airfoil
data (chord, twist, drag and lift coefficients). In the present actuator surface model,
the forces calculated from the actuator line model are distributed on a surface formed
by the foil chord instead of a line. It was shown in an axial-flowing hydrokinetic
turbine simulation that a nacelle plays an important effect in the wake behaviour. In
order to account for the nacelle effects more accurately, an actuator model for the
nacelle was developed in VFS, where the nacelle is represented by its actual surface
with distributed forces. A schematic of various turbine models in VFS is shown in
Figure 19.
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Actuator disk Actuatorline  Actuatorsurface Geometry-resolving

Figure 19: Schematic of various turbine models in VFS (from left to right: actuator
disk model, actuator line model, actuator surface model with actuator model for
nacelle and geometry-resolving model using CURVIB).

3.3.1 Actuator Disk Model

In the actuator disk model, the turbine rotor is represented by a circular disk that
is discretized with an unstructured triangular mesh. The body force of the disk per
unit area is the following

Fr
Fyp=——"7— 26
AD wD?/4’ (26)
where D is the rotor diameter and Fr is the thrust force computed as
1
Fr = §pCT£D2U§o, (27)

where Uy is the turbine incoming velocity, Cr = 4a(1 — a) is the thrust coefficient
taken from the one-dimensional momentum theory, and a is the induction factor. The
incoming velocity Uy is also computed from the one-dimensional momentum theory
as

Uqd
U = , 28
T o (28)
where uy is the disk-averaged stream-wise velocity computed as
4
Ud = "5 EN u(X)A(X), (29)

where N; is the number of triangular elements composing the disk mesh, A(X) is
the area of each element, and u(X) is the velocity at the element centers. The fluid
velocity at the disk (u(X)) requires interpolation from the velocity values at the
surrounding fluid mesh points, as the nodes from the fluid and disk meshes do not
necessarily coincide. If we consider X to be the coordinates of the actuator disk nodes
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and x the coordinates of the fluid mesh nodes, the interpolation, which uses a discrete
delta function, reads as follows

u(X) =Y u(z)d(z — X)V (), (30)

Np

where 0y, is a 3D discrete delta function, V() is the volume of the corresponding fluid
cell, and Np is the number of fluid cells involved in the interpolation.

Finally, the body force F4p, which is computed at the disk mesh nodes, needs to
be distributed over the fluid cells located in the immediate vicinity using the following
expression:

fap(z Z Fap(X)on(z — X)A(x). (31)

3.3.2 Actuator Line Model

In the actuator line method, each blade of the rotor is modeled with a straight line,
divided in several elements along the radial direction. In each of the elements, the
lift (L) and drag (D) forces are computed using the following expressions:

1

L= §PCLCV7~617 (32)
1

D = §pCDC‘/T’el7 (33)

where C'p, Cp are the lift and drag coefficients, respectively, taken from tabulated two-
dimensional (2D) airfoil profile data, C' is the chord length, and Vs is the incoming
reference velocity computed as

V;“el = (uza Ug — QT) (34)

where u, and ug — Qr are the components of the velocity in the axial and azimuthal
directions, respectively, €2 the angular velocity of the rotor, and r the distance to the
center of the rotor.

To compute the reference velocity at the line elements, similarly to the actuator
disk method, the velocity at the fluid mesh is transferred to the line elements using
a discrete delta function as given by equation (30). Once the lift and drag forces are
computed at each of the line elements, the distributed body force in the fluid mesh
can be computed using the following equation:

far(z ZF )on(z — X)A(x). (35)

where Ny, is the number of segments composing one of the actuator lines, F'(X) is the
projection of L and D, expressed in actuator line local coordinates, into Cartesian
coordinates.
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3.3.3 Actuator surface model for blades

In the actuator surface model for blades, the blade geometry is represented by a
surface formed by the chord lines at every spanwise locations of the blade. The forces
are calculated in the same way as in the actuator line model. The lift (L) and drag
(D) at each radial location are calculated as follows:

1
L= §pCLC|‘/;~el|2’I'LL, (36)

and

1
D = EpC’Dc|Vrel|2nD, (37)

where C', and Cp are the lift and drag coefficients, correspondingly, ¢ is the chord, V.
is the relative incoming velocity, and n;, and np are the unit vectors in the directions
of lift and drag, respectively. The relative incoming velocity V,.; is computed by

Ve = uge, + (ug — Or)eq (38)

where (2 is the rotational speed of the rotor, e, and ey are the unit vectors in the
rotor rotating and axial flow directions, respectively. The uw, = u (X)) - e, and
upg = u(X;) - eg are the axial and azimuthal components of the flow velocity at
the leading edge. Generally, the leading edge point LE does not coincide with any
background nodes. In the present work, we employ the smoothed discrete delta
function (i.e. the smoothed four-point cosine function) proposed by Yang et al. [48]
to interpolate u (X)) from the background grid nodes as follows:

w(X) = u(@)s, (@ — X))V (z) (39)

TEGe

where X are the coordinates of the actuator line along the leading-edge of the blade
in this paper, g, is the set of the background grid cells, V' = hyhyh, (hy, hy, and h,
are the grid spacings in the x, y and z directions, respectively) is the volume of the

background grid cell, o, (x — X)) = V%(b (””;f) o (y_y) o (Z’Z) is the discrete delta

Py h.
function, and ¢ is the smoothed four-point cosine function [48], which is expressed as

L (7 +2sin (2 (2|r|+1)) —2sin (2 (2r] — 1)), Ir| < 1.5,
o(r) =¢ —g (=57 + 2m|r| + 4sin (F (2|r] — 1)), 1.5 <|r| < 2.5,
0, 2.5 < |r|,

(40)

in which r; = (z; — X;)/hi(i = 1,2, 3).

The blade rotation causes the stall delay phenomenon at the inboard sections of
the blades, which increases the lift coefficients, and decreases the drag coefficients
as compared with the corresponding two-dimensional airfoil data. To account for
such three-dimensional rotational effect, the stall delay model developed by Du and
Selig [49] is employed to correct the lift and drag coefficients from two-dimensional
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experiments or computations. In Du and Selig’s model, the corrected lift and drag
coeflicients (C, sp and Cp3p) are calculated as follows:

Crsp =Crop+ fr(Crp —Craop), (41)
and
Cpsp =Cpap — fp(Cpap — Cpyp), (42)

where Cp, = 27 (v — ap), Cpo = Cpap for a = 0, and the correction functions fr,
and fp are determined by

1 [16(c/r)a—(c/r K7 B
It =5 ( 0.1267b + (c/r)i+ 1> ’ )

and

1 [ L6(c/r)a—(c/r)Hr
o= ( 0.1267b + (¢/r)s 1) ’ “

respectively, where A = QR/\/V:2+ (Q2R)2, R is the rotor radius, a, b and d are
empirical correction factors. In this work, a, b and d are equal to 1 as in Du and
Selig’s paper [49].

Non-zero force can exist at the blade tip when the pitch angle is zero or a cham-
bered foil is used [50]. This is in contradiction with the physics that the force should
tend to zero at the tip due to pressure equalization as discussed by Shen et al. [50].
To correct this non-physical force behaviour, the tip-loss correction proposed by Shen
et al. [51, 50] is also applied to the drag and lift coefficients computed from Eqs. (41)
and (42). The final Cp and Cp, employed to calculated the forces on the blade are
then calculted as

Cr = FCursp, (45)
and
Cp = F1Cpsp, (46)
where ) B(R )
F = Z cos™ g 4
1 7TCOS (exp( g o singf) >)7 ( 7)

in which B is the number of blades, g is computed by
g=exp(—c; (BQR/V, — ¢2)) + €3, (48)

where ¢, ¢o and c3 are the correction coefficients, which are equal to 0.125, 21 and
0.1 as in [51], respectively.

After calculating the lift (L) and drag (D) at every radial locations, the force per
unit area on the actuator surface are then calculated as

F(X,) = (L(X)) + D(X))) /c, (49)
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where X, are the coordinates of the actuator surface. For each triangular cell, the
corresponding actuator line point is selected as the one when [(X; — X)) - e,] is
minimum (e, is the unit vector in the radial direction following the leading edge of
the blade).

To calculate the forces on the background mesh for the flow field, the computed
forces on the are then distributed from the actuator surface mesh as follows:

flz)= > F(X,)0(z—X,)A(X,), (50)

Xs€9x,

where gx, is the set of the actuator surface grid cells and Aj is the area of the actuator
surface mesh. The same discrete delta function as in Eq. (39) is employed.

3.4 Results
3.4.1 Flow over a stand-alone wind turbine

The VFS model was first validated by applying it to simulate the flow over a stand-
alone wind turbine in a wind tunnel. The corresponding experiment can be found
in [52]. A miniature turbine with diameter of 0.15 meters and hub height of 0.125
meters is employed in the experiment. The effect of the nacelle is modeled by extend-
ing the blade geometry at the root to the center of the rotor. The effects of the tower
are neglected. The inflow velocity at hub height is 2.2 m/s. The tip-speed ratio is
4.1.

The Reynolds number based on the rotor diameter D and the incoming velocity
at hub height U, is 4.2 x 10*. The size of the computational domain is 30D, 12D
and 3D in the streamwise (x), spanwise (y) and vertical (z) directions, respectively.
The turbine is located 2D from the inlet boundary and in the middle of the spanwise
direction. The hub height of the wind turbine is z;, = 0.833D. We carry out a grid
refinement study using two different grids (N,, N, and N, are the number of grid
nodes in x, y and z directions, respectively.): G1 with N, = 201, N, = 121 and
N, = 31, G2 with N, = 401, N, = 241 and N, = 61.The grid spacing near the
turbine and the near wake region are D/10, D/20 for grids G1, G2.

Figure 20 shows the time-averaged streamwise velocity profiles at the inlet (20
(a)) and different downstream locations (2D to 14D downstream of the turbine) for
the three different grids. As shown in Figure 20 (a) good agreement with the wind
tunnel measurements is obtained for all three grids at the inlet. At the 2D and 3D
downstream locations on the other hand (see Figures 20 (b) and 20 (c)), the simulation
underpredicts the velocity deficits. This is probably because of the simple model we
employ for the nacelle and the fact that no attempt has been made to model the
tower, the effects of which should be significant at these near wake locations.

The streamwise turbulence intensities at the inlet and different downstream loca-
tions are shown in Figure 21. As shown in Figure 21 (a), the calculated turbulence
intensities agree very well with the wind tunnel measurements for all the three grids
at the inlet except for the several points adjacent to the ground, where the streamwise
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Figure 20: Time-averaged streamwise velocity profiles at different downstream loca-
tions for different grids. The experimental data is digitally extracted from [53].

turbulent intensities are over predicted for all the grids, which was probably because
of the wall model and also observed in [28].

The computed primary Reynolds shear stresses (—(uw)) are compared with mea-
surements in Figure 22. As seen in Figure 22 (a), the calculated Reynolds shear stress
at the inflow boundary agrees very well with that from the experiments for all the
three grids. At the 2D downstream location, as shown in Figure 22 (b), the LES fails
to predict the two peaks within the wind turbine region on all the three grids. The
peak at the top tip of the wind turbine, on the other hand, is captured on all the
three grids. At the 3D downstream location (Figure 22 (c)), good agreement with
the wind tunnel measurements is observed for grid G2 at all locations. At further
downstream locations (from 5D to 14D as shown in Figures 22 (d) to 22 (g)), good
agreements with the wind tunnel measurements are obtained for all the three grids.
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Figure 21: Streamwise turbulence intensities at different downstream locations for
different grids. The experimental data is digitally extracted from [53].
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Figure 22: Primary Reynolds shear stresses at different downstream locations for
different grids. The experimental data is digitally extracted from [53].
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3.4.2 Flow over an aligned wind-turbine array

In this section, the VFS model was further validated by simulating the flow over an
aligned wind-turbine array. The details of the wind tunnel experiment can be found
in [54]. The same miniature turbine as that used for the previously discussed single
turbine case was employed in this experiment. The inflow velocity at hub height is 2.1
m/s. The tip-speed ratios are 4.1 for all the turbines. The Reynolds number based
on the rotor diameter D and the incoming velocity at hub height Uy, is 2.5 x 10%. The
size of the computational domain is 30D, 12D and 5D in the x, y and z directions,
respectively. Two grids are employed: one grid G1 with 601, 241 and 101 grid nodes
in x, y and z directions, respectively, which are uniformly distributed in all three
directions; the other grid G2 with the same grid nodes in x and y direction but with
121 grid nodes in the vertical direction, in which the grid is uniform for z < 2D with
grid spacing D /40 and then stretched to top boundary. The streamwise and spanwise
turbine spacings are 5D and 4D, respectively. Six and three wind turbines are placed
in the streamwise and spanwise directions, respectively. The first row (y direction)
of wind turbines is located 2D downstream from the inlet boundary. The turbulent
flow field at the inlet is generated from a precursory fully developed turbulent flow.
Simplified boundary layer equations are employed as wall model [55, 56, 57].

Figure 23 compares the calculated profiles of time-averaged streamwise velocity
along the streamwise direction at various vertical locations with the wind tunnel mea-
surements. At the bottom tip of the wind turbines (Figure 23 (a)), good agreement
with the wind tunnel measurements is obtained for the first 4 rows of turbines. On
the other hand, some discrepancies are observed for the wakes behind the 5th and 6th
rows of wind turbines. For the comparisons at the turbine hub height (Figure 23 (b)),
overall good agreement is obtained. However, the simulations underpredict somewhat
the velocity deficit in the near wake locations, which is consistent with the previously
discussed results for the single wind turbine simulation (Figure 20). At the top tip of
the wind turbine (Figure 23 (c)), some discrepancies are observed at the locations in
the near wake of the first row turbine and in the far wake (3D to 5D downstream lo-
cations) locations of the 3rd and 4th rows of the wind turbines. Very good agreement
is obtained for all the other locations.

Comparisons of the streamwise turbulence intensities at the bottom tip, hub height
and top tip of the wind turbines are shown in Figure 24. At the bottom tip of the tur-
bines (Figure 24 (a)), the turbulence intensity is under predicted. With refined mesh
in the vertical direction, no significant improvements were observed. The reasons for
this under prediction are not very clear. Similar under prediction of the turbulence
intensity in the region below the hub at 3D and 4D turbine downstream locations was
also observed in [58] for the turbines in the 4th rows and further, in which the turbines
are parameterized as actuator disks with/without turbine rotations (in which more
assumptions are needed), and the effects of nacelle and tower are modelled using drag
coefficients. At the hub height of the wind turbine (Figure 24 (b)), the computed
turbulence intensities agree well with the wind tunnel measurements at 1D and 2D
downstream locations but are under predicted at 3D and 4D downstream locations.
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Figure 23: Variations of the mean streamwise velocity at different vertical locations.
Solid line: G1, dashed linel. G2. The locations of wind turbines are marked using
dotted lines. The experimental data is digitally extracted from [54].

At the top tip of the wind turbines (Figure 24 (c)), on the other hand, good overall
agreement is obtained.

The contours of the mean velocity and turbulence statistics are shown in Figure 25.
As seen in Figure 25 (a), the velocity deficits from the first wind turbine are much
weaker than those from the further downstream wind turbines. The wakes from the
further downstream turbines, on the other hand, are nearly the same. The contours
of the time-averaged spanwise velocity shown in Figure 25 (b) reveal that significant
spanwise velocity is induced in the wake by the rotating blades. The spanwise velocity
in the upper part above the hub height is larger than the one in the lower part, and
remains significant at the downstream turbines. The contours of the streamwise
turbulence intensity are shown in Figure 25 (c). One region with large turbulence
intensity is located just behind the wind turbine, which decays rapidly within 1.5D
(for the turbines in the first row) or 1D downstream of the wakes. The other region
with relatively large turbulence intensity is located within the shear layer generated
from the bottom tip of the wind turbines. A third region with large turbulence
intensity is located within the shear layer at the top tip of the wind turbines. Within
this region turbulence intensities are larger than those at the bottom tip shear layer
and persist for all turbines. The strength of the turbulence intensity within the top
tip shear layer of the turbines in the first row is much weaker than that from the
further downstream turbines. The contours of Reynolds shear stress are shown in
Figure 25 (d).
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Figure 24: Variation of streamwise turbulence intensity at different vertical locations.
Solid line: G1, dashed linel. G2. The locations of wind turbines are marked using
dotted lines. The experimental data is digitally extracted from [54].
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Figure 25: Contours of the time-averaged streamwise velocity (a), spanwise velocity
(b), streamwise turbulence intensity (c) and Reynolds shear stress (d) on a x-z plane
through the center of the wind turbines in the middle column.
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3.4.3 Flow over a hydrokinetic turbine

In this part, we simulate the turbulent flow over an axial-flow hydrokinetic turbine
in a water tunnel using different actuator blade and actuator nacelle models. The
corresponding experiment of this case was carried out by Chamorro et al. [59] at Saint
Anthony Falls Laboratory, University of Minnesota. Kang, Yang and Sotiropoulos [2]
carried out geometry-resolving and actuator line simulations of this case.

Figure 26 shows the comparisons between the measured mean velocity and turbu-
lence statistics profiles [60] and the LES-AD and LES-AL results, respectively. As one
would anticipate, given the simplicity of the AD and AL models, the overall agree-
ment with the measurements is worse than that of the turbine-geometry-resolving
(TR) LES. This trend is especially apparent in the near wake region where the ge-
ometrical details of the turbine greatly impact the flow structure. It is evident, for
instance, from figure 26 that for z/D < 2 both the AD and AL models are not able
to resolve the low velocity region near the hub height (y/D = 0.8). Furthermore, the
pockets of high TKE measured around the hub height at z/D = 0.5 and z/D =1 are
either completely missing (in LES-AD) or under-predicted (in LES-AL) in the present
simulations and the TKE level near the blade tip positions is largely underpredicted
especially by the LES-AD simulation. Overall, the LES-AL simulations yield better
agreement with the measurements than the LES-AD, which confirms previously re-
ported conclusions in the literature that including the tip vortices in the simulations
improves the predictive capability of actuator type models [53]. We also note that
the LES-AL simulation resolves with good accuracy the structure of the swirl veloc-
ity profiles in the near wake and more specifically captures the two-layer rotating
flow pattern with the counter-rotating inner region immediately downstream of the
turbine hub.

It was also found that the regular actuator line model underpredicts the turbulence
intensity in the far wake because it cannot capture the inner-outer wake interaction
and thus the wake meandering in the far wake accurately.

We test now using the same test case the new class of actuator surface models of
blades and nacelle developed herein for better incorporating the geometrical effects
of the blades and nacelle. Several combinations of different blade models and nacelle
models are tested on this case. The blade models considered include the actuator line
model and the actuator surface blade model. The nacelle models considered include
a disk model and an actuator surface nacelle model with Cy = 0, 1 and 2. In the
simulations, all the cases are first carried out until the total kinetic energy reached
a quasi-steady state, and subsequently the flow fields were averaged for 907", where
T = 27/Q is the rotor revolution period. The rotational speed of the rotor is 9.28
rad/s, which gives a tip-speed ratio of 5.8 based on the bulk velocity.

We examine the performance of the actuator surface blade model with and with-
out the nacelle model. Two different grid resolutions are employed: 1) D/50 the one
employed in most cases; and 2) D/100 from a refined grid. From the vertical profiles
of the time-averaged streamwise velocity shown in Fig. 27 (a), we can see the wake
from the nacelle is well captured by employing the actuator surface nacelle model.
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Figure 26: Comparisons of the vertical profiles of flow quantities computed by the
actuator disk model (red dashed line) and actuator line model (blue dash-dotted line)
with the measurements (symbols). (a) streamwise velocity, (b) transverse velocity,
(¢) turbulence kinetic energy, (d) primary Reynolds shear stress.
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For the cases with the nacelle model, the time-averaged streamwise velocity computed
on the grid with D/50 agrees well with the measurements, while the velocity deficits
are somewhat overpredicted at 3D rotor downstream on the grid with spacing D/100.
For the rotational velocities at 1D rotor downstream shown in Fig. 27 (b), underpre-
dictions of their magnitudes are observed for both D/50 and D/100 grid resolutions
with the actuator surface nacelle model. The prediction capability of the proposed
model on the turbulence kinetic energy is demonstrated in Fig. 27 (c¢). As seen, the
turbulence kinetic energy profiles computed from the cases with the actuator surface
blade and nacelle models on both grid resolutions are in good agreement with the
measurements at all downstream locations, which are underpredicted significantly by
the actuator surface blade model only case. The comparison of the primary Reynolds
shear stress <U/w'> profiles computed from different setups is shown in Fig. 27 (d).
One observation is that the magnitude of <v/w/> computed on the grid with spacing
D/100 is overpredicted at 3D turbine downstream. Other than that, good agreement
is obtained at further downstream locations. One thing needs to be emphasized is
that the prediction of the <v'w/> magnitude at 1D turbine downstream for the grid
with spacing D /50 is improved notably. Although the proposed model on both grid
resolutions gives improved predictions, which are in overall good agreement with the
measurements, it is still hard to conclude the grid independent solution has been
obtained. This inherent shortage of the actuator-type models depends on the asymp-
totic behaviour of the turbine parametrizations, such as the geometry representation
of the blades using forces and the employed tip-loss correction and the correction to
the three-dimensional and rotational effects, when we refined the mesh. Systematic
investigation of such problems deserves several papers on it and is beyond the scope
of this work.

To compare the spatial extent of the wake meandering region obtained by the
TR and AL approaches, we superimpose in figure 28 the same TKE contour level on
the turbine symmetry plane (x=0). The selected TKE contour level (k/U? = 0.03)
outlines the zones of high TKE in the computed flowfields, including the near hub,
turbine tips and wake meandering regions, and succinctly captures in a single figure
all previously discussed differences among the three LES results. For the LES-TR
simulation we include in this figure results obtained on two grids, Grid I (coarser)
and II (finer), to show that insofar as the high TKE zone in the wake meandering
region (3 < z/D < 8) is concerned the two LES-TR simulations yield essentially
identical results. The main difference between the two TR simulations in this regard
is that on the coarse grid the wake meandering region starts closer to the turbine
and as a result it is somewhat longer than that obtained on the fine grid (we will
elaborate on the reason for this discrepancy in the next paragraph). As seen in
figure 28, in the LES-AL simulation wake meandering is confined within a shear
layer that emanates immediately downstream of the turbine top tip, starts growing
in thickness at approximately z/D = 1, reaches maximum thickness at z/D ~ 3.5
ends at z/D ~ 5.5. In the LES-TR flowfield, on the other hand, wake meandering is
marked by an elliptical-like region of high TKE levels along the turbine top tip shear
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layer that starts between at z/D ~ 2.5, reaches maximum thickness at z/D ~ 5.5 and
extends up to z/D = 8. Furthermore, the maximum thickness of wake meandering
region in the LES-TR flowfield , which is reached where the wake meandering region
in LES-AL has essentially diminished, is approximately equal to the turbine radius.
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Figure 27: Vertical profiles of (a) the time-averaged streamwise velocity < w > and
(b) the spanwise (rotational) velocities hui, (c¢) the turbulence kinetic energy k and
(d) the Reynolds shear stress < v'w’ > at different downstream locations. Symbols:
measurements from [59]; Thick black solid lines: actuator surface models for both
blades and nacelle on the finer grid D/100; Red solid lines: actuator surface models
for both blades and nacelle; Blue dashed lines: actuator surface blade model only.
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Figure 28: Comparisons of the contours of k/U? = 0.03 at the x = 0 plane from
LES-TR (red dashed lines for Grid I; black solid lines for Grid II) and LES-AL (blue
dash-dotted lines).
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3.4.4 Validation of the actuator model for nacelle

Validation of the actuator model for the nacelle is carried out for flow past a sphere at
Re =UD/v = 3700, where U is the velocity of the incoming flow and D is the sphere
diameter. The size of the computational domain is L, x L, X L, = 19D x 8D x 8D.
The number of grid nodes is N, x N, x N, = 192 x 82 x 82.

The time-averaged flow field is shown in Figure 29 for (a) the streamwise velocity
contours and (b) the crosswise velocity contours. The profiles of the time-averaged
streamwise velocity (a) and radial velocity (b) are compared with DNS data [61] in
Figure 30. The major discrepancy happens in the near wake, where the size of the
separation bubble is not captured accurately (The separation bubble from the current
simulation is 1.9D, which it is 2.28D in the direct numerical simulation (DNS) [61].).
For further downstream locations, overall good agreement is obtained. In Figure 31,
the streamwise and radial turbulence intensities are compared with DNS data. Overall
good agreement is obtained, except in the near wake of the sphere, where the radial
turbulence intensity is under predicted by the present actuator model.

Considering the very coarse mesh employed in the actuator simulation, the ac-
curacy obtained is acceptable although some discrepancies are observed in the near
wake. This actuator model for the nacelle will be employed in most turbine simula-
tions.
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Figure 29: Time-averaged flow fields ((a): streamwise velocity; (b): crosswise veloc-
ity) for flow past a sphere at Re=3700 simulated using the present nacelle model on
grid spacing D/10.
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Figure 30: Comparison of profiles for time-averaged streamwise velocity (a) and radial
velocity (b) simulated using the present actuator model for nacelle (solid lines) with
direct simulation results in [61] (circles).
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Figure 31: Comparison of profiles for streamwise turbulence intensity (a) and radial
turbulence intensity (b) simulated using the present actuator model for nacelle (solid

lines) with direct simulation results in [61] (circles).
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3.5 Summary and Conclusions

We implement actuator type models in the existing computational framework to sim-
ulate turbines and wind farms and we added the capability to incorporate conditions
from a mesoscale model. Combining the actuator type models developed in this task
with the capabilities from task 1.1, the code can be applied to wind farm scale simula-
tions using two different approaches: 1) The fully-coupled non-linear approach, which
is a straightforward extension of the two-phase flow level-set approach developed in
task 1.1 but using multiple turbines; and 2) The one-way coupled, linear approach, in
which the waves are decoupled from the rest of the problem. This was achieved with
the same far-field /near-field coupling approach developed in task 1.1, but prescribing
the wave field in the near-field solver using the Immersed Boundary method.

The actuator type models were validated extensively against SAFL wind tun-
nel measurements for a single wind turbine and wind-turbine arrays ([1]), SAFL
main channel measurements for a hydrokinetic turbine ([2]), field measurements from
Mower County wind farm and EOLOS wind turbine ([1]). Overall good agreement
with the measurements is obtained.

In the hydrokinetic turbine case, it was found that the nacelle has an important
effect on the inner and outer shear layer interaction and the far wake turbulence
intensities. However, the nacelle model in the literature cannot capture such effect.
An improve actuator surface model for nacelle was proposed and applied to simulate
the flow over a nacelle of a hydrokinetic turbine. Promising results on a very coarse
grid (10 cells per diameter) were obtained in comparison with the results from a
high-resolution (50 cells per diameter) immersed boundary simulation.

A turbine torque controller was implemented for the actuator line model. Valida-
tion was performed on the University of Minnesota EOLOS turbine for both uniform
and turbulent inflow conditions. The computed power coefficient curve showed good
agreement with that calculated from the FAST model (in which the blade element
theory is employed) for the case with uniform inflow. Good agreement with the field
measurement was also obtained for the computed power for the case with turbulent
inflow.

In order to simulate the atmospheric stratification effects on the turbine and wind
farm performance, Temperature equation was solved with wall function applied at
the ground. Validations were performed on turbulent channel flow with temperature
differences at two walls.

Loosely coupling of the high-resolution large-eddy simulation (LES) with a meso-
scale model WRF (Weather Research and Forecasting Model) was implemented. In
this loose coupling algorithm, the flow field from WRF with added synthetic turbu-
lence was employed as inflow conditions for the LES domain. This loosely coupling
was applied to the simulation of the turbines in Mower County wind farm. The
computed power agrees well with the field measurements.

Besides the model wind turbine, hydrokinetic turbine, Mower County wind farm
and EOLOS turbine cases, the present model was also applied to: 1) Simulation of
a miniature wind turbine in the downstream of a three-dimensional hill with overall
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good agreements with the measurements obtained at SAFL wind tunnel (Yang et al.
2015); 2) Simulation of wind field at Prairie Island, MN, with /without hypothetically
installed wind turbines (Yang et al. 2014); 3) Simulation of SWiFT (Scaled Wind
Farm Technology) turbines with two different designs, which are located at the Reese
Technology Center near Lubbock, TX, USA); 4) Simulation the three SWiFT wind
turbines under three different wind directions and two different tip speed ratios.
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4 Task 1.3: Coupling Across Scales: Adaptive Mesh
Refinement Code

4.1 Background

In most real life problems where complex geometries are involved, the nature of a
conforming grid’s topology may influence the robustness of the algorithm. Bad qual-
ity body fitted meshes, consisting of cells having large aspect ratio, skewness or even
possible singularities may decrease the rate of convergence and could cause numerical
instability. Composite overlaid/Chimera grids [62] have been developed to take ad-
vantage of the positive properties of structured and unstructured conforming grids.
Even though the latter method is attractive leading to the generation of good qual-
ity grids around complex moving geometries, the interpolation between component
grids is not conservative and the method may fail whenever overlap between com-
ponents is insufficient. This is why numerous Cartesian Adaptive Mesh Refinement
(AMR) methods have been developed to take advantage of the increased stability and
accuracy provided by the inherent orthogonality and simplified layout of Cartesian
meshes.

The idea of adaptive mesh refinement (AMR) is not new; non-conforming Carte-
sian AMR methods have been developed to take advantage of the increased stability
and accuracy provided by grids orthogonality, but also of the capability to control
the discretization error due to the adaptation potential. Caruso et al. [63], based
on the hierarchical data structure, presented the first study for solving the lami-
nar and Reynolds-averaged incompressible Navier-Stokes equations, while Coelho et
al. [64] adopted a strong coupling approach between successive levels of refinement
and discretized the flow equations on fully unstructured collocated grids. Anagnos-
topoulos [65] and Papadakis and Bergeles [66] extended the idea of multi-resolution
simulations by introducing fully unstructured methods for solving 2D and 3D incom-
pressible flows, respectively, and more recently flow simulations using unstructured
Cartesian grids have been utilized to resolve real life problems including the flow
field within urban street canyons [67]. The increased potential of AMR methods has
encouraged scientific groups to develop general toolkits which can manage dynamic
data structures and simplify the solution of the governing equations. Characteristic
packages include AMR++/OVERTURE [68], SAMRALI [69], an object oriented Struc-
tured Adaptive Mesh Refinement (S-AMR) algorithm [70, 71] parallelized according
to the Berger-Rigoutsos method [72] and PARAMESH [73]. The latter package has
been used to enhance the efficiency of demanding calculations across a wide range
of scientific fields including astrophysical studies [74] and fluid-structure interaction
simulations for laminar and turbulent incompressible flows [75]. Lately, grid refine-
ment techniques have been utilized to resolve the rich dynamics on the wakes of wind
turbines. Zehle and Sgrensen [76] used the EllipSys3D [77] solver to simulate the
flow over a 2-blade NREL Phase VI rotor at different wind speeds and Tran et al.[7§]
performed aerodynamic analysis on the rotating rotor blades of a floating support
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platform by using the CD-Adapco STAR-CCM+ software package. In both studies,
the finite volume flow solvers utilized overset grids and solved the Reynolds-Averaged
Navier-Stokes equations using the k — w closure model. Recently, Martinez et al. [79]
used the OpenFOAM toolbox [80] to study the effect of the Actuator Line Model
(ALM) and the Actuator Disk Model (ADM) with respect to the grid resolution of

nested grids, on the wake of wind turbine rotors.

4.2 Goals and Objectives

The goal of this subtask was develop an Adaptive Mesh Refinement (AMR) flow solver
for incompressible flows according to which the adaptively refined grid is employed as
a unique and unified single-block on which the governing equations are discretized.
The capabilities of the recently developed VFS code[3] are here enhanced by adopt-
ing an unstructured hybrid staggered /non-staggered approach; thus avoiding any flux
mismatch or pressure discontinuity issues. In contrast to S-AMR solvers, the proposed
grid layout facilitates the satisfaction of the divergence free constraint of the conti-
nuity equation and no special treatment for mass conservation across grid refinement
interfaces is needed. By doing so, all the dependent variables are calculated on one
grid, avoiding any existence of overlapped information which could increase memory
requirements and raise discontinuity problems. The parallel fractional step solver is
utilizing hanging nodes for second order finite differencing calculations. Concerning
the parallelization of the algorithm, having established the adjacency list makes parti-
tioning of the computational domain straightforward. This is contrast to conventional
multi-level methods which require partitioning of each level individually; not ensur-
ing load balance. The pressure-Poisson equation is solved using the Krylov subspace
solver while the Algebraic Multi-Grid (AMG) method is chosen as a preconditioner
for accelerating the convergence rate of the solver and the matrix-free Newton-Krylov
method is utilized for solving the momentum equation. PETSc libraries [81, 82] were
chosen to parallelize the overall algorithm.

4.3 Project team

Fotis Sotiropoulos James L. Record Professor, Director of the St. Anthony Falls
Laboratory. Principal investigator of the project.

Dionysios Angelidis Post-doctoral researcher in the Saint Anthony Falls Labora-
tory. Dr Angelidis worked implemented the adaptive mesh refinement code of
the present subtask (subtask 1.3).

4.4 'Technical Approach
4.4.1 The governing equations

We solve the spatially filtered (for LES) incompressible Navier-Stokes equations in
Cartesian unstructured grids. Assuming that {u;} are the Cartesian velocity compo-
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nents in {x;} coordinates the governing continuity and momentum equations, formu-
lated in primitive variable form, are defined as:
o,
8332-

=0 (51)

82@- 4 6@@ _ 8]5 1 82711‘ o 87’i]~

ot " 0z,  0x,  Reox0r, 0a,

+ fi (52)

where p is the pressure divided by the density p and Re is the Reynolds number
based on characteristic length scales. The sub-grid scales (SGS) are modeled by
utilizing the Smagorinsky-Lilly model [83] while the calculation of the subgrid tensor
7;; is based on the assumption that the filter width is equal to the grid spacing and
the Smagorinsky constant is Cs=0.1. Wind turbine rotors are modelled by using an
Actuator Line Model (ALM) and the effect of the rotation of the blades is represented
by distributed forces f; to the flow field [84]. A wall model is employed near walls
based on a dynamic procedure for calculating the eddy viscosity from the mixing
length with near wall damping [85].

4.4.2 Grid topology

Grid topology is relevant to the arrangement of the computational cells and the lo-
cation of the dependent variables related to the discretization procedure. A major
feature of the approach we develop herein is that even though the grid generation or
regeneration algorithm may adopt a hierarchical octree-tree structure, the flow solver
uses a fully unstructured data structure. The multi-level computational grid which
covers the entire computational domain is therefore a unique single-block, in contrast
to approaches employing hierarchical nested and locally structured sub-blocks [75]
(fig. 32). The grid arrangement of the computational grid is based on the idea of the
hybrid staggered /non-staggered grid layout [86] which facilitates the satisfaction of
the divergence free constraint for the velocity field and the imposition of boundary
conditions, avoiding at the same time pressure-velocity decoupling. For that reason,
the dependent variables of the velocity components, which are normal to the cell
faces, are located in the middle of the interfaces between adjacent cells and the pres-
sure variables are cell-centered. The latter arrangement corresponds to the standard
staggered layout; however, the velocity field is reconstructed at the cell centers and
the discretization schemes can be applied in a collocated manner.

4.4.3 Lagrange reconstruction around the fine/coarse interface

The calculations around the fine/coarse interfaces of the mesh are here facilitated by
adopting the concept of auxiliary/hanging nodes. They are located at the normal
intersection of a line passing from the center of the fine cell and a plane passing from
the center of mass of cells with the lower level of refinement (fig. 33). Hence, a
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Figure 32: (a) Fully unstructured and (b) hierarchical grid structure.
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Figure 33: Three point stencil consisting of collinear cell centered and hanging nodes.

collinear three point stencil is constructed; enabling high order calculations in the
middle of the interface shared between cells with different level of refinement. Note
that the above described technique of locating hanging nodes wherever the cell centers
of surrounding cells are not collinear with the reference one, allows the implementation
of arbitrary sized stencils.

We select the Lagrange interpolation formula because it ensures that the interpo-
lated function goes through the given data set and the accuracy of the calculations is
determined by the size of the computational stencil. Two dimensional reconstruction
is performed to evaluate the contribution of the surrounding coplanar values to the
hanging nodes and one dimensional reconstruction is employed to calculate a variable
in the middle of the shared interface between cells with varying levels of refinement.
The number and location of the points of the 1D stencil determine the stability and
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accuracy of the discretization scheme. For example a four-point stencil may be used
or an upwind calculation can also be performed.
Provided that the Lagrange basis polynomials can be described as:

Lw = [[ ==20<i<n, (53)

W; — W
s=0,s#1 ¢ s

where w can be any Cartesian coordinate &, n and (n, + 1) the number of data points,
the 1-D interpolation can be defined as:

ng
0(€) = Y L&) (54)
i=0
and the 2-D interpolation will be:

ng np

S(&m) =YY f(& i) Li(§)L;(n) (55)

i=0 j=0

The above Lagrange interpolant polynomials interpolate (ng + 1) or (ng +1)(n, + 1)
data points f(&;) or f(&;,n;) respectively. In essence, the interpolated values derived
from the Lagrangian basis polynomials constitute a correlation between weighting
factors and the information from the data points. Those weighting factors have the
same values on any isotropically refined uniform meshes, adding no additional cost
to their calculation.

It has already been stated that the hanging nodes are used whenever a grid cell
is surrounded by other cells with higher level of refinement. In such a case, a two-
dimensional 3x3 patch forms the two dimensional reconstruction stencil (fig. 34). The

Figure 34: Reconstruction stencils utilized to calculate values at the auxiliary nodes
A, B, Cand D within a reference cell. (a) No walls around the cell; (b) Cell adjacent
to one wall and (c¢) Corner cell. @ Cell centers; [J auxiliary nodes
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latter stencil consists of a 3x3 uniform subgrid (3A¢, 3An) with A&, An being the
dimensions of the current coarse cell along the plane were reconstruction is applied.
Obviously, the 3x3 values of an arbitrary variable ¢ of the stencil coincide with the
cell centered values of the computational grid if the surrounding cells have equal level
of refinement with the reference cell. Otherwise, the nodes of the stencil may be
located at the center of an isotropically split cell and an inverse distance function
is utilized to calculate a value at the corresponding location of the stencil. The 3x3
2-D Lagrange interpolation, which practically results in a quadrilateral bi-quadratic
interpolation, enables the calculation of the 9 weighting factors L;(§)L;(n), ¢,7 = 0,2
even if some points of the data set belonging to the reconstruction stencil lie along the
boundaries of the domain governed from Dirichlet conditions. In case of Neumann
boundary conditions, the weighting factors are calculated by satisfying the gradient
constraint on the polynomial variation.

4.4.4 Second order differencing operator

In this section we describe the differencing operators used on the unstructured grid.
A central difference scheme can be used when neighbor cells have the same level of
refinement. On the other hand, if the calculation point is surrounded by cells of
varying levels of refinement, hanging nodes enable calculations along collinear data
points that consist a three point stencil (fig. 35). Let’s now assume that a dependent
variable ¢(§), may be represented from a function f; = f(&;) = (.); which is continu-
ous and n times differentiable in an interval £ € [—h;_o, h;11]; the Taylor expansion
around the point i for f; 1, fi—1, fi—2 would give:

h,,
h:‘—i hj'+.l'
I
- L L |
=z p-1 i+1
1 AE

Figure 35: Second order derivation using a non-uniform three point stencil. e Cell
centers; [J reference location A hanging node.
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From (56)-(58), if we neglect the contribution of the terms f and higher, f; = &¢(.);
can be evaluated from a three-point stencil having non uniform intervals with 27
order accuracy. By doing so, the differencing operator d; will be:

s, = e LA Lol oy (59

with ¢g,c1,c0=¢g(hiy1, hi_1, hi_2) Apparently, the ¢;, i = 0,2 coefficients, which are
function of the grid topology, obtain unique values on isotropically refined uniform
meshes. The above differencing operator degenerates to a central differencing scheme
with co=1, ¢;=-1, co=0, whenever |h;_1| = |h;y1], which is valid if the nodes i + 1 and
1 — 1 are at the center of cells with the same level of refinement.

4.4.5 The hybrid staggered /non-staggered approach on unstructured Carte-
sian grids

The idea of developing a grid arrangement which facilitates the divergence free con-
straint of the continuity equation and imposition of boundary conditions, avoiding
at the same time pressure-velocity decoupling[86, 87] is extended to unstructured
Cartesian meshes. The latter approach consists of discretizing the continuity and
momentum equations on a hybrid staggered /non-staggered grid layout; using second
order accurate finite-difference schemes. According to the present work, dependent
variables of the velocity components which are normal to the faces are located in
the middle of the surfaces cells’ and the variables for pressure are stored at the cell
centers. Whenever a cells is surrounded by other cells having different levels of re-
finement, the fluxes are located in the middle of the face of the smallest cells. The
latter arrangement corresponds to an unstructured staggered layout; however, the
velocity field is defined at the cell centers, as well, as in the collocated grids (fig. 36).
By doing so, the hybrid formulation enables the satisfaction of both the continuity
equation and the momentum equations on arbitrary refined cells.
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The continuity equation can be satisfied by integrating it over a control volume of
the unstructured grid. The discrete divergence operator over a given cell, k, in this
case, will be:

Np1 Ny1 Np2 Nya2
Z Uk,Dl,NSk,Dl,N - Z Uk,Ul,NSk,Ul,N Z Uk,Dz,NSk,Dz,N - Z Uk,Uz,NSk,UQ,N
N=1 N=1 N=1 N=1
Di(u) = + +
k( ) Np1 Npa
Ax Z Sk,Dl,N Ay Z Sk,DZN
N=1 N=1
Np3 Nys
Z wk,DB,NSk,DB,N - Z wk,US,NSk,UB,N
N=1 N=1
+ =0 60
N (60)
Az " Skpsn
N=1

where u = (u,v,w) = (*u,2u,® u) are the Cartesian velocity components, Dj and U

(7 =1,2,3) indicate downwind and upwind surfaces and Ny ;, Np; the total number
of common surfaces between adjacent cells. Given that whenever adjacent cells have
a different level of refinement the velocity component is located in the middle of
the smallest cells’ common interface, one cell may be governed from 6 to 24 normal
velocity components, depending on level of refinement of the surrounding cells. It is a
natural choice that reconstruction of the velocity field from the cell-face components
to the cells centers (k) is implemented by averaging the corresponding volume fluxes
and dividing by the normal surface area, as follows:

Np; Nu;
> U pjNSkpiN T Y TUkUj NSkUjN
1 N=1 N=1
-
Uk NUj (61)
2> Skujn
N=1

After calculating the Cartesian velocity components at the cell centers, discretization
schemes can be implemented in the same manner as in collocated grids.
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Figure 36: Staggered grid layout extended on refined Cartesian grids.
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The momentum equations can be formulated in discrete operator form as follows
(52):

8uj

ot

where G is the pressure gradient operator and A is a summation of the convective C
and viscous V operators:

= —A(u;) — G;(p) (62)

A()=C() = =-V() (63)

which are defined as:

e = 5 (64)

vo- 2 (L) -

Discretizing the momentum equation in the middle of the shared inteface between
cells with different levels of refinement (Fig. 36), m, we obtain the following semi-
discrete approximation:

Ou;

T = —Aluy)

k,Dj,m

—G;(p)

k,Dj,m

(66)

k,Dj,m

The pressure gradient term on unstructured Cartesian meshes is calculated by using
the differencing operator d¢, defined in (59), as follows:

G;(p) = 0a,(p) (67)

k‘,D]-,m

Suppose that the convective terms A have been calculated at the cells centers and
that A includes the above terms in a space of collinear data points with values at the
cell centers or hanging nodes, as described above, we can obtain:

Nst

Aluy) = Z[-’Zl(uj)]iLi(xj) (68)

k,Dj,

which is in fact one dimensional interpolation of the convection and viscous terms from
a stencil with N, data points. The above calculation involves a two point stencil,
unless the adjacent cells have varying levels of refinement; in such a case Ny;>3. The
discrete continuity and momentum equations are integrated in time using a fractional
step method. The intermediate velocity components at the surface centers of the
unstructured mesh, which do not satisfy the continuity equation, are obtained by
solving the momentum equation using a second-order backward scheme in time. The
projection step is then applied to satisfy the continuity equation and the numerical
algorithm can converge to machine zero, since consistent numerical operators are used
for the discretization of the Poisson equation and the projection calculations.
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4.4.6 Time integration method

The fractional step method is here utilized to integrate the governing equations in
time, on unstructured Cartesian grids. The momentum equations are solved implicitly
by employing a second order temporal backward Euler differencing scheme:

3u* — 4u™ + un—l Vpn

1
- o *V * =
2At p wvu Re

\Vailh (69)

where n denotes the time step and u* represents the intermediate staggered veloc-
ity field, which does not satisfy the continuity equation. The right hand side of
the above equation is discretized in space according to the hybrid staggered/non-
staggered approach described above. The pressure correction step is employed to
enforce satisfaction of the continuity equation at the time step n+1:

3p(u ! — u*)

_ — VII” 70
2At v (70)
Vutt =0 (71)
and the pressure correction II:
I =prtt —pn (72)

can be calculated after solving the Poisson equation resulted by the combination of

the Eqgs. (70) and (71):

3pVu*
2At

The velocity field that satisfies the continuity equation is then obtained as follows:

2AtVII
n+1 — * 74
u u 3 (74)

V2 = (73)

The Jacobian-free Newton-Krylov method is employed to solve the momentum equa-
tion in a fully implicit manner. The discretization of pressure (Eq. 67) following the
strong coupling approach, leads in the generation of a non-symmetric sparse matrix.
For that reason, the Algebraic Multi-Grid (AMG) serves as the preconditioner to ac-
celerate the convergence rate of the Newton-Krylov solver, when solving the Poisson
equation (Eq. 73).

4.5 Results
4.5.1 Driven cavity flows

The typical lid-driven cavity problem consists a classical benchmark problem which
has been extensively studied over the last decades and used to validate the accuracy
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of incompressible flow solvers. It has attracted the interest of several works since it is
governed by a simple geometry while complex flow patterns are found. Three decades
ago Koseff and Street[88] studied experimentally three-dimensional cavity flows with
Spanwise Aspect Ratios (SAR) ratios varying from SAR=1 to SAR=3 and for Re
ranging from 1000 to 10.000; while in many previous works the same problem for
SAR=1 was numerically studied [89, 90, 91, 3]. Anagnostopoulos [65] solved the 2D
lid-driven cavity problem in order to demonstrate the robustness of an unstructured
2D solver on arbitrarily refined refined grids.

The robustness of the 3D unstructured flow solver is demonstrated by solving
the laminar lid-driven cubical flow with SAR=1 and Re=1000. Three different grids
were considered for the particular problem, a coarse uniform grid with 252 cells, an
adaptively refined grid having as a primary grid the coarse and a fine uniform grid
with 1502 cells. Concerning the grid adaptation procedure, the flow field was initially
solved on the coarse grid and the rotationality criterion[92, 65] 7 was used to flag
cells for refinement. The latter sensor is essentially the vorticity magnitude weighed
by the cells’ length scale; thus promoting large cells for further refinement:

r = |V X @ht (75)
with
h, = VVol (76)

The refinement of the 252 coarse grid resulted to the unstructured grid presented in
fig. 37. It can be observed that high levels of refinement appear close to the walls and
essentially along the zones of high shear layer. In fig. 38 the U and V velocity profiles
along the vertical and horizontal centerlines of the symmetry planes are compared
with the calculations of Jiang et al. [89] It is shown that the numerical results of the
uniform fine grid compare well with the results of Jiang et al., revealing that the new
flow solver can provide convenient results without refinement. More importantly, the
adaptively refined grid provide much more accurate solution compared with the one
derived from the primary structured coarse grid; which was insufficient to capture the
correct solution. High spatial resolution along the regions of high vorticity allowed
the correct prediction of the strength of the primary vortex. Fig. 39 illustrates
the streamlines on the midplanes x-y and y-z respectively. The secondary vortices
appear in the two lower corners on the symmetry plane with z=0.5. A pair of contra-
rotating vortices are located close to the upper corners and the bottom wall of the
cavity respectively, on the symmetry plane with x=0.5.

A second test case related to the lid-driven cavity flow for SAR=3 and Re=3200,
is also investigated. For this problem two grids were used, a coarse uniform 20x20x60
and a locally refined by applying 2 levels only close to the cavity walls. The grid
refinement zone had a width which was equal to the 20% of the height of the cavity.
Fig. 40 presents the normalized mean U and V velocity profiles along the vertical
and horizontal centerlines of the symmetry plane, respectively, and the results are
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Figure 39: Streamlines on the midplanes (a)x-y; (b)y-z for Re=1000.

compared with the experimental measurements of Koseff and Street [88]. The flow
field at this Re is unsteady and the Taylor-Gortler (TG) vortex pairs are found at
the bottom wall of the cavity. It is evident that the coarse uniform grid was not
sufficient to predict the pair of contra-rotating vortices close to the walls. On the
other hand the 2-level locally refined grid seems to be sufficient to resolve the TG
vortices formation and the steep gradients at the end-wall plane.
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4.5.2 Wind turbine simulations

The new LES unstructured flow solver is used to simulate the flow over a stand-along
wind turbine. In fact, the numerical simulations correspond to the experimental
work performed by Chamorro and Pérte-Agel[93]. The latter work investigated the
flow field over a miniature turbine consisted of a three-blade GWS/EP-6030x3 rotor
attached to a small DC generator. The diameter of the turbine is D=0.15m and
the hub height is h/D = 5/6. In this work, the effect of the nacelle is simplified by
extending the blade geometry to the center of the rotor. The tip speed ratio is A=4.1
and the Reynolds number of the problem is Re=42.000, based on the incoming velocity
at the hub height W}, and with characteristic length equal to the rotor diameter D.
The same problem was simulated by Wu and Pérte-Agel [94] who treated the blades
as a flat plate and Yang et al. [84] who represented the blades by a NACA0012;
deriving data for the data and lift coefficients from Sheldahl and Klimas [95]. Here
we followed the latter more realistic approach and the radial distribution of the pitch
angle and chord length of the blades are shown in Table 3.

The turbulent flow field over a stand-alone wind turbine located 3D from the
inlet, is simulated by discretizing the governing equations on a computational domain
sized 20D, 5D and 3D in the streamwise (z) spanwise (x) and vertical (y) directions,
respectively. Two simulations were carried out; the first was performed on a uniform
structured grid (G1) of 135x50x30 (~200k) cells and the second (G2) which was
generated after remeshing the first coarse mesh in an ellipsoidal manner around the
turbine by applying 2 levels (fig. 41); the refined region extends from 2D upstream
to 14D downstream the turbine. By doing so, the refined grid consisted of 1.7M cells
and it is worth mentioning that the equivalent uniform structured grid having grid
spacing equal to the finest spacing achieved with the G2 grid would consist of 13M
cells. The above numerical setup allowed distribution of the forces from the actuator
lines to the background mesh along 10 and 40 gridnodes for grids the G1 and G2
respectively. The pre-computed turbulent flow field generated from a fully developed
channel flow is imposed as boundary condition at the inlet, the boundary layer at the
bottom is modelled by utilizing a wall mode [85] and free slip condition is applied
at the spanwise walls and at the top of the vertical direction. The time step for
both grids is 0.001D/W},; thus the same inflow can be used in both cases and any
comparison between the two simulations can be straightforward.

Figures 42-44 present the distribution of time-averaged values at different locations

Radius (cm)
1.0 2.0 3.0 4.0 5.0 6.0 70 75

Pitch (°) 20.50 20.90 19.83 16.91 13.19 10.67 9.12 6.66
Chord (cm) 1.39 147 147 141 131 1.18 1.02 0.60

Table 3: Pitch angle and chord length as a function of the radial variation for the
miniature turbine[94].
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Figure 41: Spanwise view of the 2-level locally refined grid around the wind turbine.

downwind the turbine and the numerical simulations are compared against experi-
mental measurements [93] and previous simulations [84]. Yang et al. solved the same
problem by using a 480x240x120 stretched grid along a 30Dx12Dx3D domain result-
ing in grid spacing around the wind turbine which is comparable to the discretization
obtained with the G2 grid. Figure 42 displays the distribution of the time-averaged
streamwise velocity at different locations downstream the turbine. The numerical
calculations are in very good agreement with the experimental measurements, mainly
in the far-wake regions with z/z, > 5D. The velocity overprediction in the near
wake region at the hub height, is attributed to the fact that both the nacelle and
the tower are not modelled, while the actuator line parametrization is insufficient for
accurate near wake calculations with z/z, < 2D. Overall a really good prediction
of the distribution of the streamwise turbulence intensity is achieved on the refined
grid (fig. 43). It is evident that applying 2 levels of refinement on the Gl-initial
structured grid results in improvement of the LES calculations. Essentially, the over-
prediction of the turbulent intensity at the top tip of the turbine further downstream
at z/z, > 7D is eliminated and the overall trend of the distribution is in better agree-
ment with the measurements. The calculations on the unstructured grid compare
well with the simulations of Yang et al.; however the numerical calculations coupled
with ALM parametrization in any case fail to provide reliable results at the near wake
region and at z/z, < 2D. Concerning the distribution of the Reynolds shear stresses
(— < w'v' >) (fig. 44) good agreement is found in all the simulations and particularly
further downstream the wind turbine, while further improvement can be achieved by
extending the spanwise length of the computational domain.

Further physical insight of the turbine wake can be obtained by plotting the
streamwise velocity, spanwise velocity, streamwise turbulence intensity and kinematic
shear stress contours, as shown in figure 45. The velocity deficit at the near wake is
related to the extracted energy of the turbine; an effect which influences the flow field
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even in the far wake. In line with the results from Yang et al. the turbine rotation
induces significant spanwise velocity (fig. 45(b)). Large shear stresses are generated
from the rotation of the turbine. In fact two zones of high shear stresses originate
from near the top and bottom tips of the turbine and extend almost 10D downstream
the turbine. The strong shear is found in the experimental measurements as well
[94] while the two zones with lower stresses at the hub height within 2D downstream
the wind turbine are generated because the nacelle is not modelled and instead the
blade geometry is extended to the center of the rotor (fig. 45(d)). Also, high levels of
streamwise turbulence intensity are found at the top tip level even 10D downstream
the turbine. The rich dynamics resolved with the unstructured grid are shown in
figure 46 where the instantaneous streamwise velocity contours are displayed.

The flow dynamics over the same wind turbine are also investigated under uniform
inlet conditions to better illustrate the ability of our solver to simulate the helical tip
vortices and their break up downwind of the rotor. In that case, the wind turbine
is located 3D downstream the inlet and in the middle of a 6Dx6Dx8D domain. An
initially uniform structured grid 120x120x160 was refined around the turbine resulting
in a resolution of 100 gridpoints per diameter. In fact, 2 level circular refinement was
applied on the primary grid with radii of R;=0.8D, Ry=D for the first and second level,
respectively 47. The refinement zone extended from 1D upstream to 4D downstream
the turbine resulting in an unstructured grid of TM cells. The equivalent structured
grid achieving the same grid resolution around the wind turbine would require 147M
cells; 20 times the number of the cells of the unstructured mesh.

Figure 47 shows the isosurfaces of vorticity magnitude coloured with the velocity
magnitude, on the wake of the turbine. The rotation of the blades clearly results in
the formation of the tip-vortex ring which is convected downstream. Those coherent
structures consist three individual spirals rotating in phase with the turbine. The
deceleration of the axial velocity on the far wake excites the vortex breakdown and
instability of the flow around 3D downstream the rotor. The tip helical vortices are
accompanied with contra-rotating root vortices (wy); thus satisfying conservation of
vorticity.
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Figure 42: Distribution of the time-averaged streamwise velocity at different locations
downstream the wind turbine.
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Figure 43: Distribution of the streamwise turbulence intensity at different locations
downstream the wind turbine.
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Figure 44: Distribution of the Reynolds shear stresses at different locations down-
stream the wind turbine.
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Figure 45: Contours of the time averaged normalized values of: (a) streamwise ve-
locity; (b) spanwise velocity; (c) streamwise turbulence intensity and (d) kinematic
shear stress, in the middle vertical plane perpendicular to the turbine. The regions
of refinement are marked with dashed lines.
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Figure 46: Instantaneous streamwise velocity field calculated on the refined grid.

Figure 47: Normalized isosurfaces of vorticity magnitude with value equal to 7.5
coloured with the velocity magnitude, induced in uniform-idealized inflow.
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4.6 Conclusions

We have developed a hybrid immersed boundary/adaptive mesh refinement (IB-
AMR) method for 3D unsteady incompressible flows within and around complex
topographies. Adaptive mesh refinement in the vicinity of three-dimensional bound-
aries of arbitrary complexity improves the numerical accuracy with low computational
cost. The benefit of extending the idea of hybrid staggered /non-staggered grid layout
on unstructured meshes is twofold: All the benefits of the staggered arrangement
are retained, including the inherent satisfaction of the divergence-free constraint, and
the implementation of boundary conditions, which may or may not conform with
the physical grid’s boundaries, is greatly facilitated. Additionally, flux mismatch or
pressure discontinuity issues across fine/coarse interfaces are overcome since no pro-
longation/restriction operators are required. The fully unstructured approach makes
the parallel domain decomposition procedure straightforward and load balance can be
achieved after calling a conventional repartitioning function. The discrete momentum
equation is solved with the matrix-free Krylov method and the algebraic multigrid
method (AMG) served as a preconditioner for the Krylov-subspace method employed
to solve the Poisson equation.

The discretization method we propose is second order accurate and yields accu-
rate solutions for benchmark problems such as the flow in shear-driven cavities. The
potential of the current approach is also demonstrated by discretizing the governing
equations on a grid adapted around a wind turbine parameterized using the actuator
line approach. LES on locally refined grids enabled accurate and low computational
cost calculations, providing results in good agreement with the experimental mea-
surements. The Actuator Line Model performs well starting at 3D downstream the
turbine, where both the mean flow and the turbulence quantities are correctly cap-
tured. High levels of streamwise turbulent intensity are found to persist up to 7D
downstream at the top tip of the turbine, while high levels of the Reynolds shear
stresses exist both at the top and bottom tips around the same location. Lastly, the
current numerical setup allowed the calculation of the root and tip helical vortices
under uniform inflow.

4.7 Publications and Presentations

4.7.1 Publications

Angelidis, D.; Sotiropoulos, F. Sharp interface immersed boundary method with
adaptive mesh refinement for 3D unsteady incompressible flows. Ready for
submission in the Journal of Computational Physics

Angelidis, D.; Sotiropoulos, F. Simulation of wind turbine wakes on locally
refined Cartesian grid. Proceedings of the ATAA SciTech, 33rd Wind Energy
Symposium. 2015.
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5 Task 2 Massively parallel implementation of the
computational models

5.1 Goals and Objectives

A major objective of the proposed research is to develop computational tools that
enables the industry to take full advantage of high-performance computing to rev-
olutionize the design of efficient and reliable offshore turbines and optimize turbine
arrays on a site specific basis. We seek investigate code-development strategies for
exhibiting strong scaling on massively parallel platforms. These strategies include:
I/O optimization and parallel I/O implementation; algorithm restructuring for data
locality and cache reuse; scaling and use of PETSc toolkit (which is used in the
computational framework); and performance optimization on heterogeneous systems.

5.2 Project team

Fotis Sotiropoulos James L. Record Professor, Director of the St. Anthony Falls
Laboratory. Principal investigator of the project.

Aaron Boomsma Dr. Boomsma was a graduate student at the Saint Anthony Falls
Laboratory and obtained his PhD. He Worked in improving the efficiency of the
code in massive parallel implementations.

5.3 Technical Approach and Results

Using the RedSky/RedMesa supercomputers at Sandia National Labs, we have been
able to simulate the fluid dynamics at the SWiFT site with very high fidelity. To
achieve this, VFS was first ported to the Red Sky cluster, then initial simulations of
the site, along with a grid refinement study, was performed. In order to efficiently
utilize Sandia’s computational resources, UMN researchers have been focusing on
improving VF'S scalability. First, a dedicated application testing time was acquired
on RedMesa, where a strong scaling of approximately 20 — 30% was achieved. Then,
using this initial test and collaboration with Sandia, the Poisson solver preconditioner
was modified, which increased the strong scaling to about 40 — 50%.

CURVIB is coded with the C language and utilizes PETSc libraries [81] for data
structure logistics, matrix/vector operations, and momentum equation solves. The
BoomerAMG library [96], which is linked within PETSc, is used to condition and solve
the Poisson equation. CURVIB has been developed for distributed memory systems
and uses openMPI for communication among supercomputer nodes and cores.

As problem sizes increase, it is appealing to utilize very large (tens-of-thousands
of cores) compute-clusters. With these systems, application efficiency (especially on
systems with hundreds-of-thousands of cores) is of great importance. To evaluate the
efficiency and performance of CURVIB, we were granted access to Sandia National
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Labs RedMesa cluster. RedMesa is currently rated 114" on the worlds fastest super-
computers. It has approximately 24,000 Intel X4470 (2.93Ghz) cores connected via
Infiniband. Each node has eight cores with 12Gb of shared memory.

To evaluate the efficiency of CURVIB, two parameters were assessed: strong and
weak scaling. They are defined in Equations (77) and (78), respectively:

tmm
S(n) = (77)
t" fized
tmin
W(n) = (78)
tn variable

where t,,;, refers to the solution time with the minimum required cores to run
the simulation and t¢,, refers to the solution time with n cores. The true definitions
of strong and weak scaling do not use t,,;,. Instead they use ¢4, which refers to
the solution time achieved with a single, sequential process. However, with such large
problem sizes, it would likely be impossible to even achieve a solution with one process
(due to lack of memory), so instead, we use t,,;,. Each function is evaluated using a
different method. Strong scaling is computed with the problem size remaining fixed.
Weak scaling is computed by using a variable problem size.

If the user of an application is focused on acquiring solutions in less time (i.e.,
simulation turnover), strong scaling is most important. To compute S(n), the prob-
lem size (say, number of grid nodes) is held constant, while the number of cores,
n, is increased. S(m) is an evaluation of the applications ability to decrease com-
putation time with increasing resources. Ideally, S(n) scales linearly with n. If the
user is focused on solving larger or more problems, then weak scaling is most impor-
tant. When computing W (n), the problem size per core is held constant, while n is
increased. This parameter is an evaluation of the applications ability to distribute
work and communicate effectively. Ideally, W (n) = 1.

For the scaling tests, a turbulent open channel flow was simulated. The timestep
was held constant among tests, as was Reynolds number, grid spacing, and bulk veloc-
ities. To increase problem sizes, the length of the domain width (spanwise direction)
was increased. The grid was uniform in the streamwise and spanwise directions and
clustered in the wallnormal direction to resolve the boundary layer. A fourth-order
modified Runge-Kutta method was used to solve the momentum equations. Each
case was a DNS and thus required no turbulence closure model. First, weak scaling
results from RedMesa are shown in Figure 48.

These scaling results are quite typical and show good weak scaling. As the num-
ber of grid cells per node increases, the scaling improves. This is due to less MPI
communication among nodes. It should be noted that good weak scaling is easier to
achieve than good strong scaling. Strong scaling results from RedMesa are shown in
Figure 49.

The different colored lines in Figure 49 correspond to certain grid cell counts (in
millions). From this figure, it i seen that at about a speedup of three, a plateu occurs.
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Figure 48: Weak scaling on RedMesa, 8 cores per node.

This translates to an efficiency, E of about 30 — 40%, where
E = S/Nvatio (79)

and Nyatio = Nmaz/Mmin- This result is reasonable, but should be improved. To explore
possible avenues for increasing E, strong scaling results were calculated by only using
half of the cores available per node. Results are illustrated in Figure 50.
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Figure 49: Strong scaling on RedMesa, 8 cores per node.

When running with only half the number of cores per node, there is a drastic
difference in strong scaling. The reason for completing this test is to examine the
effect of intra-node memory bandwidth. Strong scaling is much improved because
the four cores now have double the memory bandwidth that eight running cores
would have. This result conclusively reveals that CURVIB suffers from an intra-
node memory bandwidth bottleneck. Unfortunately, this bottleneck is common and
a challenge to address. One solution is to employ both MPI and openMP coding
paradigms. For intra-node communication, openMP could be used and inter-node
communication could be accomplished with MPI. This type of communication is the
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Figure 50: Strong scaling on RedMesa, 8 cores per node.

state-of-the-art in the field. Second, acceleration with a Graphics Processing Unit
(GPU) could be of help. GPUs perform extremely well with embarrassingly parallel
algorithms. Even though CURVIB is not so parallel, some sections likely are. Finally,
it is important to note that the poor strong scaling results are also due to the Poisson
equation. Testing different preconditioners can be of help, as shown in Figure 51.
Two different preconditioners are used for the strong scaling results in Figure
51: BoomerAMG method and PETScs AMG method. When using the algebraic
multi-grid written in native PETSc, the efficiency is improved to 40 — 50%. Finally,
another possible solution is to move away from using the PETSc libraries. Although
time consuming, fine-tuning of the matrix operations and solver could be possible.
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Figure 51: Strong scaling on RedMesa, 8 cores per node.
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5.4 Publications

Aaron Boomsma. Drag Reduction by Riblets and Sharkskin Denticles: A Nu-
merical Study. Thesis Disertation. July, 2015.
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6 Task 3 Experiments

6.1 Background

There is a considerable body of research on land-based wind turbines that are relevant
to this experimental setup and investigation. The works on the aerodynamic wake of
land based wind turbines were reviewed by [97], while wind power estimates and wind
turbine blade aerodynamics are addressed by [98]. Most of the experimental work on
wind turbine wakes and turbine siting has been performed using miniature models
deployed in a wind tunnel [99, 52, 100, 101, 102, 103, 104], which is an approach we
will follow in this paper to study the effect of a moving rotor on a turbine wake. Flow
measurements around utility scale turbine are only recently achieving high spatial
resolution thanks to LiDAR measurements [105, 106, 107] or image-based techniques
[108]. Numerical efforts provided valuable insight thanks to Large Eddy Simulations,
implementation of immersed boundary conditions, and the increased computational
power [109, 110, 111, 112, 2], as well as theoretical studies on turbine-induced in-
stabilities in the near and far wake regions [113, 114, 2, 115, 116, 117]. Most of the
above contributions have realistic inflow conditions, i.e. a canonical representation of
the flat terrain atmospheric boundary layer, at least up to ~ 25% of the boundary
layer thickness in which wind turbines are typically located. For offshore wind power
plants, however, two major additional complications have to be accounted for: i) the
influence on boundary layer flow characteristics by ocean waves (see the numerical
works of [118] and [1], focusing on how oceanic waves affect the marine atmospheric
boundary-layer and the wind farm performance) and ii) the effects induced by a mov-
ing rotor on the spatial evolution of turbine wakes. All the above works consider the
case of a fixed rotor plane position, implying that the only factors affecting the tur-
bine wake are related to the complexity of inflow or boundary conditions, e.g. varying
turbulence intensity, introducing turbine or orographic wakes, surface waves, thermal
stability or roughness effects. In the present study we address the second complica-
tions, keeping the inflow conditions for land-based turbine, while investigating the
effect of a rotor in realistic, wave-induced, kinematic conditions. Because wind power
production estimates strongly depends on turbine wake spatial evolution and turbine
siting, we carried on an experimental study on floating wind turbines able to encom-
pass not only the dynamics and kinematics of the turbine-platform floating system,
but also the velocity distribution in the wake of the oscillating rotor.

6.2 Goals and Objectives

This work covers a set of state of the art experiments designed to 1) measure the
response of a model floating wind turbine to different waves and simulated wind
conditions and 2) investigate how the turbine wake respond to different platform
motions in a turbulent boundary layer. The primary goals are:

e define the scaling parameter space used to relate wind tunnel and wave channel
experiments

95



e identify the range of platform oscillations under prescribed incident waves,
steady or gusty wind

e characterize the differences between the spatial evolution of the aerodynamic
wake of a static turbine and of an oscillating turbine, in a turbulent boundary
layer.

The problem is tackled through two, quasi-coupled experiments and limited to a
two-degree of freedom type of motion, namely heave and pitch in the vertical plane
aligned with the direction of wave propagation. Heave is the simple oscillatory motion
along the vertical direction, while pitch has a variable angular components, with
no vertical displacement. The two-degree of freedom motion, in fact, imposes that
the wind and the waves are coming from the same direction, which is a common
situation. The two key facilities employed in this work are the 80m long SAFL wave
testing facility (Phase I) and the SAFL atmospheric wind tunnel (Phase II). The
major challenge consisted in setting the correct scaling and boundary conditions in
each class of experiments such that: i) the floating turbine model is tested under
realistic waves large enough to exclude surface tension effects, and ii) a consistent,
though differently scaled, oscillating turbine model is tested under realistic, turbulent,
atmospheric boundary layer conditions with the rotor extending up to 25% of the
boundary layer height.

Phase I experiments include model tests of a 13.2 MW prototype floating offshore
horizontal axis wind turbine (HAWT) developed at Sandia National Laboratories
(SNL), at 1/100 scale in the SAFL wave channel. This experimental investigation is
intended to describe the basic and complex kinematics of a floating turbine system
under the effect of both waves and variable wind. While the waves are reproduced in
the renovated SAFL wave testing channel, wind is accounted for through a variable
thrust force induced by a controlled spinning rotor, with opportunely pitched blades.
The characteristics of the simulated periodic wind gusts are consistent with the sig-
nature of meandering wake motions generated by upwind turbine(s). The parameter
space investigated thus includes variability in wave height, length, and period, wind
magnitude, wind gust amplitude and period, thus covering a wide range of plat-
form heave and pitch motions that will serve as benchmark experiments for coupled
wind-wave numerical simulations of task 1.1. Phase II experiments are designed to
investigate the spatio-temporal evolution of the wake of a pitching and heaving model
turbine in the full developed turbulent boundary layer of the SAFL atmospheric wind
tunnel. These model tests are performed at 1/1562.5 prototype to wind tunnel scale,
using an actuated miniature wind turbine. Constant temperature anemometer (CTA)
cross-wire and wall-parallel particle image velocimetry (PIV) are used to measure the
wake in different planes. The investigated parameter space includes pitch and heave
amplitudes, and frequency of the oscillatory motion. Motion data sets recorded in
Phase I are used to prescribe the wind turbine scaled motion in Phase II, implemented
through a synchronized linear actuator system.
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6.3 Project team

Fotis Sotiropoulos James L. Record Professor, Director of the St. Anthony Falls
Laboratory. Principal investigator of the project.

Michele Guala Assistant Professor at the Department of Civil Engineering and the
St Anthony Falls Laboratory. Prof. Guala directed the experimental work.

Christ Feist Graduate Student in the Saint Anthony Falls Lab. Mr. Feist worked
on the experiments and completed a Masters degree as a result of this work.

Kelley Ruehl Ocean Renewable Energy Engineer at Sandia National Labs. Mrs.
Ruehl is the coordinator from Sandia National Labs, providing her expertise in
ocean engineering to the project, both in the numerical and experimental side.
Performed simulations using engineering level models.

6.4 Technical Approach: Prototype offshore wind turbine

The SNL 13.2 MW floating offshore horizontal axis wind turbine (HAWT), developed
by Sandia National Laboratories, is the reference prototype turbine for this exper-
imental study. Table 4 gives the significant geometric dimensions, mass properties,
and stability characteristics of this turbine; more details on turbine development and
specifications of rotor blade design are included in [42, 119]. The prototype turbine
has a D=200 m rotor diameter with a hub height 2;,,,=119.5 m, as measured from
mean sea level (MSL). The barge-type platform used as floating structure is a cylinder
with radius R= 28.0 m and height h=15.0 m with a draft (height of the platform
below sea level) d,=7.0 m. Performance characteristics of the 13.2 MW were inves-
tigated using NREL’s FAST (Fatigue, Aerodynamics, Structures, and Turbulence),
which is an aeroelastic model used to predict performance and loading of horizontal-
axis wind turbines. A second computational tool, IECWind, is integrated with FAST
to provide realistic wind conditions for the prototype turbine and, in particular, to
generate wind profiles for the simulation of the steady-state response over the oper-
ating wind speed range. Mean wind speeds ranging from cut-in velocity, 3 m s,
to cut-out velocity, 25 m s~!, are modeled with the wind turbine response shown in
figure 52 and 53. Figure 52 shows the aerodynamic steady-state thrust, ranging from
695.1 kN, at cut-in speed, to 2334.7 kN at rated power. Figure 53 gives rotor speed,
varying from 4.34 rpm at cut-in to 7.44 rpm at rated power, as a function of wind
speed. Figure 54 shows the tip-speed ratio (T'SR) as a function of wind speed, where
TSR is defined as the ratio between the tangential speed of the rotor tip and the hub
height velocity V.. Note that TSR, typically in the range between 4 and 12 for land
based turbine, is the key dimensionless parameter used in turbine wake modeling and
turbine control and operation. In these figures the error bars represent the standard
deviation of the thrust force, resulting from the dynamic contribution of aerodynamic
forces exerted along the three spinning blades of the rotor, under a steady incoming
velocity profile.
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Prototype model Scale FExperimental

factor model
Platform radius 28.0 At 0.28 [m]
Platform height 15.0 A1 0.15 [m]
Draft 8.0 At 0.08 [m)]
Hub height 119.5 0.98  [m]
Rotor diameter 200.0 0.60 [m)]
Mass 19704 A3 19.704 [kg]
Center of gravity 8.580 ~ At 0.051 [m]
Center of buoyancy -4.00 A1 -0.04 [m)]
Thrust overturning 1.08 x10® A 1.077 [N-m)]
moment
Mass moment 3.82 x10% AP 3.82 [kg-m?]
of inertia I,
Restoring coefficient 2.30 x10° ~ AT 30.120 N m rad™]
(Css)

Table 4: Prototype and experimental model properties for the SNL 13.2 MW with
geometric scaling parameter A = 100. Relevant properties, moments and distances
are derived imposing Froude number similitude and are defined with respect to the
mean sea level. The Moment of inertia is defined with respect to the pitch axis.
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Figure 52: SNL 13.2 MW prototype scale turbine subjected to steady-state wind
profile: thrust F,hrust as a function of wind speed at hub height V},,;; error bars
indicate thrust root mean square (r.m.s.) values.
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Figure 53: SNL 13.2 MW prototype scale turbine subjected to steady-state wind
profile: rotor speed (or angular velocity) €2, as a function of wind speed at hub height
Viup; error bars indicate €2, r.m.s. values.
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Figure 54: SNL 13.2 MW prototype scale turbine subjected to steady-state wind
profile: Tip speed ratio TSR as a function of wind speed at hub height V},,;; error
bars indicate TSR r.m.s. values.
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6.5 Technical Approach Phase I: Wave Basin Experimental
Setup

6.5.1 Wave channel

Phase I experiments were conducted in the SAFL wave testing facility consisting of a
rectangular channel (2.75 m wide, 1.8 m high, 84 m long), a wake-maker employing an
oscillating paddle hinged at the bottom of the channel and spanning its entire width
and height, and an artificial beach located at the opposite end. All the experiments
were run at a fixed water depth d of 1.37 m. A moving stroke-arm attached to
the paddle is connected through gear reducers to a 72 hp electric motor, which is
controlled by a frequency drive. The angular velocity 2 of the rotating arm defines
the period of the paddle oscillations and thus of the generated wave. The length of
the arm S is adjustable in order to set the paddle stroke length and obtain different
wave heights. A partial investigation of the 2 — S parameter space produced a
desired wave height H and period T,, in a range of [0.01 — 0.15] m and [0.6 — 3] s
respectively. The wave testing facility is capable of testing deep water waves, i.e.
satisfying d/L > 1/2 [120], for wave lengths L up to 2.74 m and corresponding to
wave period of 1.3 s. The remaining wave periods tested are classified as intermediate
water depth waves, defined by 1/20 < d/L < 1/2. The sloped beach, spanning the
entire width of the channel and located 80 m from the paddle, was 6.1 m in length
with an adjustable slope. The beach consisted of an impermeable aluminum panel
covered in permeable CavClear Masonry Mat with a thickness of 1.75 in and was
inclined at a 7° angle. However, preliminary tests with short trains of waves revealed
that the beach only absorbed a fraction of the wave energy, with reflected wave height
averaging to approximately 15% of the incident wave height. Therefore, following a
conservative protocol, we imposed that all experiments had to be performed in a
time window where reflected waves were not present, an option enabled by the 80m
length of the channel. This clean wave window is a function of wave period and thus
changed depending on the wave parameters of interest for each test. Details on the
clean wave window are discussed in §6.7.2. A schematics of the instrumented wave
basin is provided in figure 55.

6.5.2 Scaled turbine model

Platform design

Model tests in the wave facility were performed on a 1/100 scale model of the SNL
13.2 MW prototype floating offshore wind turbine. Froude number similitude is used
to properly scale the gravitational and inertial forces which dominate offshore plat-
form motion, following typical scaling arguments used in offshore platform and wave
basin testing [120]. The Froude number for free surface wave is Fr = %, where C'is
the wave celerity, ¢ is the gravitational acceleration, and L is the characteristic length
scale, which, in this specific case, is taken as the platform diameter D, as usually done
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in floating platform design. The imposed scaling relationship between the prototype
scale and the model scale is F'r, = F'r,, where p denotes prototype and m model. Ta-
ble 4 list the prototype and model properties, with the corresponding scaling factors
derived from the the A = L,,/L, = 1/100 geometric scaling and the dynamic Froude
number similarity. In particular, the parameters governing the two-dimensional (2D)
heave and pitch, rigid body motion of the platform and turbine system, are the sys-
tem mass, center of gravity, mass moment of inertia, overturning moment due to rotor
thrust, and structure geometry in contact with the water (platform radius and draft).
This gives a degree of freedom on hub height allowing the overall inertia and center
of gravity to be tuned, to some extent. Due to technical limitations we however could
not exactly match the scaled position of the center of gravity of the floating turbine
model to the one of the prototype. Therefore the scaling of the center of mass and
of the restoring coefficient is only approximated (indicated as ~ A in table 4 as it
remains correct in terms of orders of magnitude). The floating platform used in these
experiments is a barge type which pertains to the buoyancy stabilized category of
floating platforms [121]. This class of platform was chosen for its simple geometry
which aided the ease of construction, implementation and numerical validation. The
platform designed for this experiment is based on the Massachusetts Institute of Tech-
nology /National Renewable Energy Laboratory (MIT/NREL) Shallow Drafted Barge
(SDB) designed for the NREL 5 MW Offshore Baseline Wind Turbine model. The
SDB model was scaled up to the SNL 13.2 MW prototype to obtain a starting point
for platform design (geometry and mass properties). The second step in the design
accounts for the effect of a mean thrust force due to steady wind condition, based on
the static performance of the wind turbine system following the approach outlined in
[122]. The static performance is defined as the vertical position and inclination of the
floating turbine-platform system under steady-state forces, i.e. constant thrust and
no incident waves. In general the full 6 degrees of freedom, rigid body motion of the
floating structure subject to regular (harmonic) waves, in matrix form is defined as:

(M + A)¢ + BE+ C¢ = aXe“t, (80)

where M is the mass matrix, A is the added mass matrix, w is the wave frequency,
¢ represents the six modes of displacement along the x,y,z, axis respectively: trans-
lational (surge, sway, and heave) and rotational (roll, pitch, and yaw); = and z are
the wave propagation and vertical directions, respectively, B is the damping matrix,
and C' is the restoring matrix, which specifically depends on the stabilizing forces
maintaining the platform in equilibrium, e.g. buoyancy distribution for barge type
platform.

For steady-state performance, i.e. no waves or platform acceleration, equation 80
is solved for static overturning moments and results in the static equilibrium equation
C& = Fiteady—state; this can then be solved for the steady-state pitch response due to
a static overturning moment (the mean wind thrust) about the pitch axis, resulting
in

M;

55:(;,—55,

(81)
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where &5 is the static pitch response [rad] and Cjs is the platform restoring property in
pitch coefficient [N m rad~']; M5 is the overturning moment in pitch M5 = Fyprust Zhup
[N m] resulting from the aerodynamic thrust generated by the wind loading Fyppust,
acting on the torque arm defined by the distance from the hub to the MSL, Zj.,. A
maximum pitch angle 5= 10 degrees is used in equation 81 as a design limit to main-
tain aerodynamic efficiency [122] and to prevent water overflow on the platform top
surface (not a desired boundary conditions for experimental-numerical comparisons).
The minimum pitch restoring moment Css .5, is then determined by applying the
maximum wind loading, Fix-.s¢ = 2330 kN at rated speed, to equation 81 and solving
for Cs; which gives at the prototype scale

. Fthmschub . 2330 x 103 x 119.5

Css min = =1.782 x 10° [N d=—1. 82
55 2 0.1745 % (Nm rad™].  (82)

representing a case limit situation based on the above design specification and forc-
ing assumptions. The hydrostatic properties that govern the restoring moments,
contributing to bring the platform back at steady state conditions, consist of the
waterplane area moment and the location of the center of buoyancy. The inertial
properties are defined by the location of the center of mass and ballast planar place-
ment. These processes result in the following equation for pitch restoring coefficient
(the subscript g indicating the estimated value) valid for a circular platform of radius

R:
4

R
Css.p = FpZp — MngZa + /)gﬂza (83)

where Fg is the buoyant force, Zp is the vertical position of the center of buoyancy,
My is the system mass, Zg is the vertical position of the center of gravity, ¢ is the
acceleration due to gravity, and p is the water density. Using Css mmin as a reference
case limit (Eq. 82), the geometric (R) and mass (M;;) properties of the platform at
prototype scale are tuned through equation 83 to achieve an acceptable steady-state
response in pitch. The geometric and dynamic platform properties summarized in
Table 4 (for the prototype model) lead to Css g = 2.30 X 10° [N mrad '] > Css min,
ensuring that the platform will not exceed the 10 degree threshold under the pre-
scribed wind thrust.

Platform positioning system

Figure 56 comprises an image of the experimental setup and coordinate system and a
schematics of the key designing components. With the z-axis aligned with the turbine
platform center and center of gravity, heave is the displacement along the z-axis with
zero position corresponding to the platform turbine system at rest. Pitch is defined as
rotation about the y-axis with positive pitch being counter-clockwise rotation when
looking down the y-axis toward the origin. Zero pitch identifies the system at rest
(no wind, no waves). The platform is restricted to two degrees of freedom, pitch and
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Figure 55: Schematics of the wave basin experiments and deployed instrumentation

heave, which are allowed by a combination of radial and linear roller bearings. Two
radial bearings, one on each side, are located along the pitch axis at the center of
gravity. The radial bearings allow for pitching motion and secure the platform to
the linear roller bearings. Two linear roller bearings, one located on each side and
directly above their respective radial bearings, constrain the platform in the y and x
axis, and allow heaving motion. The combination of the two bearing styles prevents
rotation about the z-axis, yaw, and the x-axis, roll, while keeping the turbine at the
same x, y position. As a constrain of the platform positioning system, the radial bear-
ings had to be attached to the upper surface of the platform, thus keeping the axis
of rotation well above the water level. The center mass position was adjusted using
two submerged masses at adjustable depths attached to the platform bottom plate.
In order to provide an additional stable contribution, the center of mass was located
3.4cm below the theoretically scaled center of mass coincident with the actual axis of
rotation. Note that By limiting the distance between the bearing system rotation axis
and the center of gravity of the floating turbine structure, we ensure that only small,
additional forces and moments are introduced in the kinematics of the platform to
keep the platform in place under the action of the waves.

6.5.3 Scaled wind-wave environment

For the floating test of the 1/100 offshore turbine model, realistic wind and wave con-
ditions recorded at one site in the Pacific Northwest (Buoy 46041 from the National
Data Buoy Center, NDBC) were scaled according to the imposed Froude similitude.
Bouy 46041, located nearby Cape Elizabeth, approximately 45 nautical miles North-
west of Aberdeen, WA is equipped with a wind anemometer at 5 m height, and has
gathered wind and wave data since 1987. Water depth at this location is approx-
imately d, = 114 m which allows deep water waves ((L/d,) < 1/2) for a range of
wave lengths up to L=230 m. The wave channel facility utilizes a water depth of
1.37 m providing a similar scaled range of deep water waves. Hub height mean wind
velocity is extrapolated from the measured and averaged 5 m anemometer velocity to
a height of 119.5 m, assuming a power law distribution according to the International
Electromechanical Commission (IEC) standard [123], :

V(2) = Vi (2/20u)", (84)
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where V(z) is the wind speed at height z = 5m, V},; is the wind speed at hub height
and a = 0.2 is the wind shear power law exponent. Equation 84 led to an averaged
wind speed Vi= 8.21 m s~!. Within the same averaging time used for the wind
statistics, the mean wave peak period and significant wave height were 7,=10.96 s and
H, = 2.18m, respectively, with H, defined by the mean wave height, trough to crest,
of the highest third of the waves. Since the significant waves, once scaled down to
the wave basin experiments, are reproduced as sinusoidal waves, we adopt hereinafter
the simplified notation T,,, H,. The annual joint probability distribution of wave
characteristics, scaled down to the model basin following Froude number scaling, is
given in table table 5. The most common waves, with periods 7T}, = [1.0 — 1.29] s and
heights H,, = [1.5 — 2.4] cm, define the range of wave characteristics explored in our
experiments, with average wave period of 1.10 s and average wave height of 0.02m.

6.5.4 Data acquisition system and control

Data acquisition and control is performed by a National Instruments cRIO-9024.
The cRIO-9024 is a stand-alone measurement and control device running LabVIEW
Real-Time allowing deterministic motor control and data logging. The system was
designed to perform i) wave channel experiments, where motor control and analog
measurements would be recorded at 100 Hz, and ii) wind tunnel experiments, where
the system would need to control two linear actuators, integrate with a PIV capture
system, record motor positions and hotwire voltages up to 10,000 Hz. In the wave
channel the cRIO is integrated with an 8-slot reconfigurable chassis, NI 9112, where
an analog I/O module is added. The 32 input channels analog module, NI 9205, has
16 bit precision, capture rates up to 250 kS-s~!, and programable measurement range.

Wave measurements: Model tests started with a partial investigation of the
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H, [cm)]
T,[s] 0514 1524 2534 3544 4554 5564 6574 7584 8594 95104 TOT%

<0.3 * - - - - - - - - - 0
0.3-0.39 0.1 - - - - - - - - - 0.1
0.4-0.49 0.5 0.1 - - - - - - - - 0.6
0.5-0.59 1.5 0.6 0.1 * - - - - - - 2.1
0.6-0.79 8.6 4.5 0.9 0.2 * - - - - - 14.2
0.8-0.99 8.1 8.5 2.3 0.7 0.2 * * - - - 19.9
1.0-1.29 8.1 18.2 10.6 4.4 1.5 0.5 0.1 * * 43.5
1.3-1.59 2.6 3.2 3.0 2.0 1.0 0.4 0.1 * * 12.4
1.6-2.0 1.4 1.1 0.7 0.4 0.2 0.1 * * * 6.0

>2.0 0.3 0.4 0.3 0.1 * * * * * - 1.2
TOT %  31.8 36.9 18.3 8.1 3.1 1.1 0.3 0.0 0.0 0.0 100
TOT N 45910 53167 26448 11762 4439 1590 472 153 40 15

Table 5: Joint Distribution of wave period T, and amplitude H,, of the model wave
environment, scaled from the data recorded by the Buoy 46041 (Pacific Northwest
National Data Buoy Center).

wave maker frequency-stroke, 2 — .S, parameter space without any floating structure
to reproduce the desired, scaled, environmental wave conditions presented in §6.5.3.
Four Massa ultrasonic M-300/150 sensors, designed to measure water elevation within
a vertical range of £12 cm, with a vertical resolution of 0.25 mm and a surface area
defined by a full cone angle of 15 deg, were simultaneously acquiring wave height
measurements at 20 Hz. Two sensors were located near the platform, at £1D from
its center, with the platform diameter D=56cm. The incident waves were measured
at -8D (considered as far upstream) with two sensors. The sensors were spaced
80 cm in the x direction to allow the estimates of wave celerity ¢, through wave
peak tracking. In addition to the four M-300/150 sensors, during initial tests also
four Ocean Sensor Systems Wave Staff OSSI-010-002E (fast capacitive type, water
level sensor with +2.5 mm accuracy) were employed. A total of 8 time resolved
measurements of water elevation, at different locations, were used to monitor wave
propagation characteristics in the x direction and wave distortion along the cross (y)
direction, near the location where the floating wind turbine would be installed.

Platform kinematics measurements: The offshore floating platform position
is measured at 100 Hz using two Keyence laser displacement sensors, L1 (model LK-
501) and L2 (model LK-G502), located on the x-axis at 220 mm from the platform
center. Restricting the motion to heave and pitch and assuming rigid body motion
allows the two displacement sensors, with measurement repeatability of 50 um, to
fully define the turbine position and motion (figure 56).

Wind thrust generation and calibration: In the absence of real wind in
Phase 1 experiments, one way to create an equivalent thrust force and overturning
moment consisted in spinning a three blades rotor, with blade pitch adjusted to work
as a fan, rather than a turbine. A 7.26 Nm brushless DC servo motor, AKM32H, is
used to control the rotor speed of the floating turbine. The servo motor is connected
to the ¢cRIO which sends control commands via EtherCAT to a 6 Amp AKD motor
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Figure 57: Model thrust curve Fy,.. as a function of the rotor speed €2,: averaged
experimental results shown as black dots with r.m.s. value shown as bars; using a
least-squares log-fit, the mean theoretical thrust Fips: = 107240226 was obtained.
(red square)

drive. Motor position is captured via a Smart Feedback Device (SFD) at the motor
shaft and sent back to the cRIO, with updated speed control at a rate of 100 Hz.
The rotor speed was varied during specific sets of experiments exploring the effects
of constant, or variable, wind thrust on the platform kinematics. Simulated rotor
thrust is calibrated using an Advanced Mechanical Technology Inc. (AMTI) multi-
axis force transducer, MC3A-100-6691. The horizontal thrust component, F,, in the
x-direction is recorded for rotor speeds ranging from 2 to 20 rps. The model tower,
nacelle, DC servo motor, and rotor are rigidly attached to the force-balance sensor,
providing mean and fluctuating torque for given angular velocity and resulting in
the calibration depicted in figure 57. Note that the range covered in the calibration
(0 —4N) is about twice as large as compared to the range of the scaled thrust force
(scale factor A=3) estimated at prototype scale and shown in figure 52.

6.6 Technical Approach Phase II: Wind Tunnel Experimen-
tal Setup

Phase IT work investigates the turbine-wind interaction of a scale model under pitching
and heaving motions in the zero pressure gradient turbulent boundary layer generated
in a controlled wind tunnel. The goal is to determine what is the effect of a variable
pitch and heave on the wake of a floating turbine and what are the resulting inflow
conditions experienced by downwind turbines in offshore power plants.
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D [m] zpp [m] 6 [m] T [degC] v [m?s™!] Upwp [ms™] u,[ms™] Rep [

0.128  0.104 0.4 20 1.6e-5 2.26 0.10 18276

Table 6: Turbulent boundary layer flow characteristics and scaling parameters

6.6.1 Wind tunnel setup

Phase I experiments were performed in the closed-circuit atmospheric wind tunnel at
SAFL. The closed loop wind tunnel has a 16 m long test section with cross-section of
1.5x 1.7 m (W x H) and an adjustable roof in order to enforce zero pressure gradient
in the flow direction. At the beginning of the test section a 0.04 m picket fence is
used to raise the turbulent boundary layer to keep the turbine height within ~25%
of the boundary layer thickness. Wind tunnel temperature of the air and test section
floor are controlled to create a neutrally-stratified boundary layer. Air temperature
is controlled via heat exchanger, downwind of the flow driving fan and upwind of the
test section contraction, to £0.1 © C. Floor temperature is controlled in the same
range through circulating a water-glycol mixture through a second heat exchanger
before flowing into the aluminum test section floor panels (see [52, 103] for more de-
tails). Constant temperature anemometer (CTA) cross-wire, wall-parallel PIV, are
used to spatiotemporally characterize the wake behind a miniature offshore floating
wind turbine (OFWT).

Baseline flow

Figure 58 shows the vertical profiles of the mean velocity (a), turbulence intensity
(b), and turbulent shear stress (c), measured with a CTA cross-wire at 10 kHz,
in the baseline turbulent boundary layer flow. The mean velocity at hub height,
Unw = 2.26 m s 1, is used for normalization. The zero pressure gradient, neutrally
stratified boundary layer has a Reynolds number, based on the shear velocity, of
Re, = u0/v ~ 0.3 X 10*. The shear velocity, u, = 0.10 m s~!, was estimated by
fitting the logarithmic law of the wall, U = “*In = to the measured velocity profile.
The Von Karman constant, x is taken as 0.4, Whlle the aerodynamic roughness length
resulted zy = 0.03 mm. The boundary layer height, 6 ~ 0.4 m roughly corresponds
to four times the model wind turbine hub height, a factor typically observed at util-
ity scale. Table 6 summarizes the boundary layer characteristics as well as scaling
parameters i.e. rotor diameter D, and hub height z,.,. Rep is the Reynolds number
associated with the rotor diameter and is calculated as Rep = Uy D/v.

Wind turbine model
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Figure 58: Turbulent boundary layer characteristics: (a) mean vertical velocity profile
at turbine location with logarithmic law of the wall fit, (b) turbulence intensity, and
(c) kinematic Reynolds stress. Height, z, is normalized by the turbine hub height,
Znup- Velocity characteristics are normalized by the velocity at hub height, Uy

The model wind turbine used in this set of experiments, originally designed and
built by [52], and later modified by [124, 117], utilizes a 2V DC generator with the
ability to either capture voltage or apply a torque to manipulate rotor speed and
vary the tip speed ratio [103]. We remind that T'SR = wr /Uy, where r is the rotor
radius (0.5D) and w is rotational speed of the rotor [rad s™']. The rotor is fixed to the
shaft of the DC motor generating a voltage linearly proportional to the angular ve-
locity and the incoming flow speed [103]. Constant T'S R results from a proportional
increase in both electrical torque and friction with increasing aerodynamic torque.
Wind tunnel and engine dynamometer tests were conducted to evaluate the model
wind turbine performance, in terms of power coefficient C,, as performed in [103]. We
includes results with the turbine operating in frictional torque condition (i.e. with no
electrical current applied to the DC generator to increase torque and slow down the
rotor), resulting in TSRy, = 4.5 and C, ~ 0, as compared to the optimal tip speed
ratio conditions with T'SR,,, = 3.2 and C, = 0.27.

The Geometrical characteristics of the miniature turbine include the hub height,
Zhuy = 0.104 m, and a three-blades (GWS/EP-6030x3) rotor diameter D = 0.128
m, defining the top-tip position, zip—tip = 0.168 m and the bottom-tip position,
Zpottom—tip = 0.040 m. Geometric similarity between the prototype wind turbine and
the wind tunnel model, using the rotor diameter, gives a scaling ratio of 1/1562.5.
Figure 59 provides a picture and a schematic of the model turbine reference system.
The vertical z axis, has the origin coinciding with the wind tunnel surface, and it is
aligned with the tower and the wall normal W velocity component. The y axis is
aligned with the spanwise velocity, V', and has a zero position along the centerline of
the nacelle. The z axis is aligned with the streamwise velocity, U. Pitch is defined as
a rotation about the y axis, around a pivot point located 0.039 m below the surface.
Zero pitch implies the turbine is vertical, aligned with the z axis, while positive pitch
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Figure 59: Photograph and schematic of wind turbine motion phases

indicates a rotation against the flow, as illustrated in figure 59.

6.6.2 Temporal scaling of waves and spinning rotor

One of the major challenges in studying the wake behind a pitching and heaving wind
turbine is to define the temporal scaling from prototype to wind tunnel scale. The
question in particular is, at what frequency should the wind turbine model fluctuate
in pitch and/or heave in order to correctly represent the key, time-dependent, forcing
processes and the related timescales (incident wave period, wind gust period, and
the blade rotational period) at utility-scale. By neglecting wind unsteadiness and
choosing the rotor frequency, fr, to scale the wave frequency, f,, the temporal scaling
factor is defined through Irp — J{w where p and m subscripts denote prototype and
model scale, respectively. By applylng a voltage, the turbine model has some control
on the rotor frequency f,,,, though in a narrow range, consistent with the limited
variation in tip speed ratio. f, ,, is controlled by setting the oscillation frequency of
the actuator system, which also presents mechanical limitations. At prototype scale,
the rotor frequency at rated speed is f,, = 0.12 Hz. Using results from the wave
basin testing, specifically the range of wave periods used to generate the Response
Amplitude Operator, and scaling up to prototype scale, the wave frequency has a
range of f,, = [0.04 — 0.1]Hz, consistent with field data from the PNW buoy. This
implies that the rotor period ranges from the wave period to about 1/2 of it: based
on orders of magnitude the two forcing timescales are comparable. Wind tunnel tests
performed with a relatively low hub velocity Upy = 2.5 m s™!, would reduce the
rotor speed within the operational range of the model turbine, and allow a slower
oscillations in pitch and heave. At this wind speed, the adjustable rotor frequency
ranges from f,,, = 20Hz, corresponding to the optimal TSR = 3, to f,.,, = 28Hz
corresponding to the frictional loading TSR = 4.5. The resulting wave frequency
in the model f, ,, from the scaling equation, gives a range of oscillations of f,,, =
[5.6 — 25.9]Hz, which is beyond the 4H z limiting frequency that the model turbine
was observed to withstand due to intense accelerations. While this limitation is
a major constraint in the above scaling approach, it is noteworthy that the rotor
frequency would define the flow timescale only in the turbine near wake, where the
tip vortex is a dominant flow feature [108]. As one of our major goals is to study
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the incoming flow conditions experienced by floating turbines in offshore wind power
plants, the far wake evolution consistent with the typical 5 ~ 10D turbine spacing,
is considered more relevant than the near wake. For these two reasons, a different
time scaling scheme was developed. Of specific interest in the wake study of an
oscillating wind turbine is how the large scale meandering flow structure related to the
vortex shedding of the rotor, would be effected, as compared to a static, land-based,
turbine. Recent experimental work on the topic of wake meandering for horizontal
axis turbines [2, 117, 113, 114, 59, 115] have suggested a range of Strouhal numbers
(0.2 — —0.3) which characterize this large-scale instability in the far wake. Our work
specifically looks at oscillating a model turbine at a frequency similar to that of the
wake meandering to explore the potentially critical, resonant conditions in which
the wake may be amplified by the platform oscillations. This approach, using the
St definition to provide an estimate for the frequency of the large-scale instabilities
in the turbine wake to define the the pitching and heaving motion of the turbine
model, is equivalent to the approach followed in the wave basin experiments to define
the fluctuation period of the rotor thrust and simulate wind gusts. Based on the
inflow velocity at hub height U = Uy, = 2.5 ms™ !, and on the diameter of the rotor
D = 0.128m, the range St,,, = [0.1—0.3], lead to a range of frequencies f = [2—6] Hz.
Taking mechanical limits into consideration and the range of frequencies determined
from the Strouhal number range, an oscillation frequency f,, ., = 3 Hz was chosen for
the test cases.

6.6.3 Data acquisition and control

The data acquisition and control system used in the wave basin experiments is also
used in the wind tunnel tests, with the following updates: two electric motors were
controlled (one per actuator), an additional digital input/output module (NI 9403
with 140 kS-s7!) was used, and the sampling frequency was increased to 10,000 Hz.
The objectives of the data acquisition and control system are to provide: i) precise
control of a linear actuator system (two electric motors) which determines the heave
and pitch motion of the model wind turbine with a vertical position accuracy within
0.05 mm; ii) high temporal resolution (10k Hz) velocity measurements by CTA cross-
wire anemometer, synchronized with the oscillating turbine position, velocity, and
acceleration; iii) high spatial resolution velocity measurements by PIV, synchronized
as well with the turbine motion. A custom LabVIEW program was written to control
the position of the turbine (motor position) and acquire flow measurements/signals.
Model turbine motion in pitch and heave are imposed as sinusoidal oscillations with
a defined amplitude and frequency. Turbine motion time histories for pitch, heave,
and combined pitch and heave are pre-generated, converted to motor revolution po-
sitions and loaded into the LabVIEW motion control program. The system is then
able to simultaneously move the model turbine and acquire either cross-wire velocity
measurements, or PIV laser pulse time histories for synchronizing PIV vector fields
with the rotor position.
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Figure 60: setup for the wind tunnel experiments a) actuator system, b) x — z plane
view of CTA crosswire measurements locations (dots) , ¢) wall parallel PIV field of
view.

Hotwire setup

The hotwire sensor consisted of two tungsten wires with diameter of 5 ym and was
connected to an A.A. Lab Systems AN-1003 10-channel CTA/CCA amplifier system.
Output from the amplifier was recorded by the data acquisition and control system
at 10 kHz. The hotwire was calibrated using nine velocities from 0.5 m s™! to 5
m s~ !, and seven angle rotations from +30 to -30 degrees in 10 degree increments.
Temperature during the calibration was maintained to within +0.2 degree C of the
test temperature. Figure 60 gives a schematic of the model wind turbine located
in the turbulent boundary-layer within the wind tunnel. Hotwire measurements are
taken in the wake of the model turbine at y/D = 0 and various = and z positions.
Spatial measurements in the streamwise direction are taken at /D = 1,2,3,4 and 5
for z = 2z and zipp—tip. A refinement in vertical measurement positions is provided
at /D = 5 with measurements starting at 4 mm above the floor and continuing up
to 6 ~ 0.4m, allowing for a detailed vertical profile at /D = 5, generally considered
as the minimum streamwise spacing in wind farms.

Particle Image Velocimetry setup

PIV measurements were also made in the turbine wake horizontal plane with z = 2z,
for spatially resolved streamwise and spanwise velocity components. Figure 60 gives
a schematic of the PIV measurement window. The measurement windows spans from
y/D = —1.1 to y/D = 0.8 and in the streamwise direction from z/D = 1.2 to
x/D = 4.8. The PIV system consisted of two CCD cameras with 2048 by 2048 pixel
resolution. These cameras simultaneously captured images at 7.25 Hz to generate the
large field of view observed in figure 60. Additional components included TSI Insight
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Figure 61: Detail view of actuator attachments for the model wind turbine. (a) front
view (y — 2 plane) with wind tunnel floor represented by the dotted line. (b) isometric
view showing the mid and front actuators

4G software coupled with a TSI synchronizer controlling the timing of the laser and
cameras. The laser used was a Big Sky dual-head Nd:YAG laser, illuminating olive
oil droplets (seeding particles with diameter on the order of 10 microns) generated
by a Laskin nozzle and entrained into the flow.

Linear actuator system

A dual linear actuator system, located under the wind tunnel floor, was used to
perform the desired motions of pitch and heave on the model wind turbine. Figure 60
shows the wind tunnel floor panel where the actuator system was attached to, with
the turbine model above the wall and within the boundary layer, while all other mov-
ing components of the actuator system were not disturbing the flow. The system is
comprised of two linear actuators by Ultra Motion. Each linear actuator is driven by
a brushless DC servo motor, AKM11B, capable of applying 0.61 Nm and rotational
speeds up to 4000 rpm. Precise motor position is captured by a Smart Feedback De-
vice (SFD), with a vertical displacement of 0.01016 m per revolution. A detailed view
of the linear actuator system, specifically the rotation mechanisms, is shown in figure
61. The mechanism consists of a mid actuator and a front actuator. Each actuator
is attached to a plate through a bracket and hinge. The mid actuator, which is the
primary driver for heaving motion, includes a single hinge which acts as the pitch axis
(located 0.039 m below the wall). The front actuator, which comprises a dual-hinge
mechanism, is the primary driver of the pitching motion. The two actuators work in
tandem to provide the desired heave in time, h(t). The front actuator matches the
heave value of the mid actuator and then deviates to create the pitching motion in

time, ¢(t).
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Turbine Configuration Test Type

Baseline; no wind, no motor cables heave and pitch free decay
No wind, motor cables attached heave and pitch free decay
Wind; 8, 12, 16 rps pitch free decay

Table 7: Free decay test summary

6.7 Phase I: Wave Basin Results
6.7.1 Free decay test

Free decay tests were performed on the floating wind turbine to measure the response
to initial vertical or angular displacements, in pitch and heave respectively, and de-
termine the system natural periods and damping. Heave decay tests were performed
by raising the platform-turbine system to a specific vertical position, holding it in
place until equilibrium was reached, and then releasing it by means of a mechanical
switch. The initial position was set at different height, while always maintaining the
lower surface of the floating platform submerged. Pitch decay tests were performed
by using a marked rod to i) push and hold the platform at an initial pitch steady-
state and ii) release it , allowing the platform to oscillate in pitch. Consistent with
the heave decay tests, for the maximum initial pitch the platform remained partially
submerged with no portions of the upper surface covered by water.

In the pitch free decay tests, the platform-turbine system is subject only to an
initial angular displacement. Likewise, for heave tests, only a vertical displacement
from equilibrium position is imposed. A minimum of three different initial displace-
ments are used in pitch and heave to test the turbine-platform system response to
different perturbations. Additionally, this set of tests was performed on three dif-
ferent turbine configurations, table 7 summarizes the free decay tests. The first set
considered the wind turbine without wind and thus without motor cables attached.
This setup would be used to validate the computational model and simulate motion
in the wind tunnel experiments. The motor cables were then attached and tests were
performed using this configuration, again without wind. The third and last set of free
decay tests employed a spinning rotor with motor cables connected. Decay tests in
pitch only were performed at mean rotor speeds of 8, 12, and 16 rps, corresponding to
rotor thrusts of 0.44, 1.09, and 2.10 N at the model scale, respectively, to investigate
if variations in rotor speed (thrust) had an effect on pitch damping.

For the free decay tests of each heaving or pitching mode, the system is treated as
having a single degree of freedom. Viscous and frictional damping are small resulting
in an underdamped system with oscillatory motion. For the free decay response the
resulting displacement x due to an initial displacement X is described by the following
equation [120]:

r = X exp(—Cwy,t) sin(wgt) = X exp(—Cw,t) sin(/1 — Cwy,t) (85)
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where w,, is the system natural frequency and ( is the damping ratio, or damping
factor. The solution for the underdamped system is an exponential decay function
with an oscillating term. The oscillations have a frequency wy = /1 — (?w,, defined
as the damped natural frequency. The damping ratio is found by determining the
logarithmic decrement, ¢, which uses a ratio of two successive peaks from the time-
domain response of the system. As applied to the initial displacement, X, and the
immediate successive peak, d can be defined by

§=In (i-?) , (86)

where zy = X is the initial displacement, x; is the first damped oscillation amplitude
after one period T', which is estimated from two consecutive oscillations peaks and
used to determine wy = 27 /7. The damping ratio ¢ is found from the logarithmic
decrement by .
¢ = e (87)
L+ (%)

With ¢ and wy known, the system natural frequency is determined by w, = —=4

Figure 62 shows the measured platform pitch response to two different initial angles
of 0.5 and 6 degrees. The decaying oscillations with time can be observed. Similarly,
figure 63 shows the heave response to two initial displacements, 10 and 20 mm.
As compared to the heave decay response, the pitching motion has a relatively low
damping factor resulting in many oscillations before coming to rest. For comparison,
the damping factor is 8 times larger for heave than pitch. This reflects the larger
frictional forces within the linear bearing rails system as compared to the ball bearing
system, and the larger mass of water displaced under heaving motion. Results for
averaged wy and ¢ over multiple tests of both pitch and heave decay responses are
presented in table 8. The damped natural frequency in pitch is 0.41 Hz with standard
deviation of 0.008 Hz (2% of the mean) for the baseline test with ¢ ~ 0.02, r.m.s.
of 0.007 (30% of the mean). The addition of cables increases the pitch damping
ratio to ¢ &~ 0.05 (under different, but steady, simulated wind thrust conditions) and
results in slower oscillations with w; = 0.38 Hz. The latter average frequency is
consistent for all tests in which motor cables were attached. The perceived change in
pitch damping ratio with different simulated wind cases is a function of the average
calculation. As seen in figure 65 (a) and discussed below, ( is fairly consistent over
the range of rotor speeds tested, indicating that a steady wind is not expected to
change the turbine system frequency response (the cables only are responsible for the
observed differences).

Figures 64 (a) and 65 (a) show the damping ratio as a function of initial plat-
form pitch and heave displacement, respectively, resulting from experiments with or
without simulated wind. The variability in the damping ratio ( is observed to be
mostly caused by small initial pitch angles (below 2 degrees, corresponding to rela-
tively large damping values) and by the presence or absence of the cables, inducing
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Figure 63: Heave response in time due to an initial displacement of 10 (top) and 20
(bottom) mm.

Turbine Configuration Pitch wq [Hz] Heave wy [Hz] Pitch ¢ Heave ¢ Pitch w,, [Hz] Heave w, [Hz]

baseline 041 (245s) 109 (0.92s) 002 016 041 (2.45s) 1.10 (0.91 s)
cables 0.38 (2.62s) 106 (0.94s) 006 015 038 (2.61s) 1.07 (0.93 )
cables + wind 8 rps  0.38 (2.62 s) - 0.04 - 0.38 (2.62 s) -
cables + wind 12 rps  0.38 (2.66 s) - 0.05 - 0.38 (2.66 s)
cables + wind 16 rps  0.38 (2.61 s) - 0.05 - 0.38 (2.61 s)

Table 8: Free decay response under initial heave or pitch: damped (wq) and natural
(wp) frequencies, damping ratios ()
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a larger damping regardless of the actual simulated wind speed. Although ( in pitch
shows a wide range of values, the effect on w, is actually very small (Figure 64 b).
Results suggests that the floating system under steady wind and wave forcing will
tend to pitch at similar (~ 7%) frequency as compared to the wave only case, with
a decreased amplitude due to the sole effect of the cables, not of the wind. As with
the pitch response, also the heave damping coefficient shows a dependency on initial
heave displacement, with however negligible effects by the cables or the simulated
steady wind. Damped natural frequencies as a function of initial heave displacements
are shown in figure 64 (b) within a 5% interval

6.7.2 Response amplitude operator

Once the free decay tests were completed, with damped natural frequencies for the
pitch and heave modes known, a measuring campaign to characterize the response of
the floating wind turbine system subject to regular sinusoidal waves was performed.
Heave and pitch of the floating turbine are used to calculate a response amplitude
operator (RAQ), which characterizes the response of the floating wind turbine while
operating in a given sea state. RAO in pitch is defined as the maxima to minima pitch
angular displacement, normalized by the wave height [deg m™!]. The heave RAO is
defined as heave displacement normalized by wave height [m m™!]. The RAOs were
generated using wave periods ranging from 0.91 to 3.00 s and wave heights from 0.93
to 3.5 cm, at model scale. RAOs represent transfer functions enabling the estimate
of the floating platform pitch and heave for given waves characteristics. We however
stress that RAOs obtained at laboratory-scale facilities may be used only with extreme
caution to predict platform kinematics at the prototype scale, as their response is not
expected to be linear within such a wide range of wave height [125].

Figure 66 gives an example of a clean-wave window for one of the RAO real-
ization. The top graph shows time resolved measurements from two sensors of the
incident wave height at -8D. The measurement window includes a transitional pe-
riod, (a), where the paddle frequency ramps up, creating waves of varying height and
period, followed by the clean-wave window, denoted by (b). Region (c), influenced
by marginally reflected waves, has been determined by wave train tests before the
actual measurements and was not included in the reported statistics. The clean-wave
window, in which wave statistics are estimated, is characterized by consistent wave
height and wave period between two sensors MS2, MS3 located at at -8D, and -9.28D
respectively. The figure depicts waves generated with T, = 1.01 s and H = 2.60+0.12
cm as measured from MS2 and H = 2.54 + 0.09 cm using MS3 measurements. RAOs
in pitch and heave are determined by using the average wave height from MS2 and
MS3 sensors and the maximum measured pitch or heave within the corresponding
clean-wave period.

RAOs for pitch and heave were determined for two floating wind turbine con-
figurations: i) the baseline case with no wind or motor cables present; ii) a steady
wind case with the rotor spinning at 12 rps, equivalent to a wind generating 1.09
N of thrust, corresponding, at prototype scale, to 901.26 kN of thrust achieved at
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Figure 66: Depiction of the clean wave window with (a) transitional wave period, (b)
clean wave window and corresponding quasi-steady-state response in heave, h, and
(c) reflective waves present. Top figures show water elevation 7 as measured at -8D,
while bottom figures depict heave, h

approximately 6 m/s wind speed. This condition was chosen because i) the resulting
thrust had relatively low variance, as seen in figure 57; ii) the rotor spinning in at such
intermediate range of rps value, safely allows periodic thrust variations at frequencies
similar to the incident wave’s ones, to simulate wind gusts.

Baseline and constant thrust RAO

Waves are varied from T3, = [0.91 — 3.00] s with H between 0.96 and 3.41 cm. The
dynamic response of the model platform in pitch and heave due to wave (and wind)
forcing consists of the RAOs shown in figure 67. Table 9 describes all the experimen-
tal runs, each one representing a point in the RAO map, for the baseline turbine case.
The results indicate a strong response in both pitch and heave near their respective
resonant frequencies.

Heave: Baseline turbine results in heave are shown as black circles in (a) of figure
67. The heave natural frequency is 1.10 Hz (wg = 1.09 Hz) for the baseline turbine.
The heave RAO has a peak response of 1.21 at T,, = 1.01 s, which is fairly consistent
with the period of 0.91 s obtained from the free decay tests. Heave response quickly
drops for frequencies higher than the peak heave frequency. Lower frequencies result
in a near unity response in heave with a drop off beginning near the pitch peak
at T, = 2.48 s. It is important to note that the heave natural frequency is near
the typical wave periods obtained by the PNW data, with the most common waves
between T, = 0.8 s and T,, = 1.59 s, causing, at full scale, heave amplitudes of 1.0
and 2.0 m, respectively. While such near-resonant conditions would be avoided in
the design of a platform, the overall response showed heave RAO values limited to
the interval between 1 and 1.2 for a relatively wide range of wave periods. Resonant
conditions in pitch represent a much more serious threat for the platform lifetime.
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Figure 67: Response Amplitude Operator for (a) Heave and (b) Pitch
o : baseline turbine configuration, [J : constant wind (cables) €, = 12 rps (Fiprust =

1.09 N)

Pitch: The RAO in pitch for the baseline turbine is shown as black circles in (b)
of figure 67. The pitch response exhibits a much larger excitation near its natural
frequency (T, = 2.45 s), as compared with the heave response. The RAO shows a
peak response at T, = 2.48, very close to the 2.45 s period obtained from pitch decay
tests. Pitch response quickly diminishes at wave periods above and below the resonant
period. Platform pitch response to typical waves, T,, = [0.8 —1.59]s, is < 1 deg, which
is a very desirable response. Wave periods near the resonant frequency can induce
large pitch amplitudes i.e. 4-5 deg from relatively small waves (1-2 cm in height at
laboratory scale). Note that the RAO peak value of 553.5 deg m™!, representing the
platform response to wave heights of the order of centimeters, cannot be scaled up to
prototype scale, as the RAO is non-linear with the wave height within the two order
of magnitude difference between wave basin and ocean data. Figure 67 also shows
the RAOs for the case with steady, simulated wind corresponding to 1.09 N of thrust.
Results for pitch and heave are shown as blue squares in (a) and (b) respectively.
Heave peak response occurs at T, = 1.00 s with a peak value of 1.26. Peak response
in pitch occurs at T}, = 2.48 s with a value of 159.1 deg m~!. As compared to the
baseline wind turbine, the addition of wind and cables results in a similarly shaped
RAO with pitch amplitude being significantly diminished, consistent with the free
decay test results, showing a decrease in the damping coefficients ¢ but limited effect
on the natural frequency w, (figures 64 and 65). As was discussed in §6.7.1, this is
predominantly an effect of the motor cables, not of the simulated wind or the related
non-zero averaged pitch due to the steady effect of the wind thrust force.
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Ty [s] H [ecm] Hpps [em] Heave RAO [m m™'] Pitch RAO [deg m™]

3.00 0.96 0.07 0.85 41.97
2.85 1.09 0.17 - 76.94
2.65 0.99 0.10 0.94 262.84
2.60 1.26 0.04 - 384.29
2.52 1.43 0.09 - 506.53
2.50 1.42 0.10 - 532.85
2.50 1.45 0.11 - 498.62
2.48 1.45 0.15 - 955.18
2.47 1.37 0.11 0.99 403.58
2.45 1.39 0.10 - 360.02
243 1.37 0.09 - 345.76
241 1.37 0.09 - 305.95
241 1.41 0.07 - 284.33
2.39 1.43 0.09 1.00 249.97
2.26 1.19 0.08 1.00 185.26
1.80 2.22 0.07 1.04 37.18
1.51 1.94 0.05 1.04 21.50
1.13 2.84 0.09 0.92 7.38
1.03 2.42 0.10 1.08 -
1.01 2.43 0.09 1.21 8.12
1.00 2.90 0.11 0.95 6.58
0.99 2.90 0.10 - 5.13
0.96 2.77 0.12 0.98 7.40
0.91 3.41 0.12 0.47 5.15

Table 9: Pitch and Heave RAOs for baseline wind turbine system
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6.7.3 Variable rotor thrust

As first introduced in §6.5.4 a subset of experiments was performed to investigate the
effect of a fluctuating aerodynamic thrust on system dynamics. In these experiments
the rotor speed was varied sinusoidally with periods of 5 and 10 seconds and amplitude
of £10% and £20% from a mean value of &~ 12 rps. Using the curve in fig 57(a), the
above +10% and 4+20% 2, variations correspond to thrust oscillation in the range
of [0.86 - 1.36] N and [0.66 to 1.65] N respectively, simulating repeated wind gusts.
The oscillation period of the rotor speed variation was chosen to be consistent with
the vortex shedding period exerted by an hypothetically upwind turbine generating
a meandering wake. Recent experimental work suggested that this instability is well
captured within a limited range of Strouhal number St, which is a dimensionless
parameter describing a bluff body wake:

_ D

St
Vo

(83)
where f is the vortex shedding frequency, D is the characteristic length (rotor diam-
eter in this case), and V,, is the free stream, or incoming flow velocity. In the near
wake behind a model wind turbine, where measurements were made one diameter
downstream, [126] suggests a Strouhal number ranging from 0.1 to 0.3. Far wake
measurements in a study performed on a hydro-kinetic turbine by [59], and computa-
tional modeling by [2], gave a Strouhal number of approximately 0.28. Most recently,
measurements in the far wake of a model wind turbine found a Strouhal number
of 0.23 for instabilities associated with the rotor [115]. These values were further
confirmed in a wind tunnel experiments with miniature turbines [117]. The vortex
shedding frequency at the prototype scale is determined by solving equation 88 for f
and using D = 200 m, Vo, = 8.7 m s~ ! which is the approximate average wind speed
during the year at elevation of z = 119.5 m from the PNW environmental data, and
St = 0.23. This gives f ~ 0.01 Hz which corresponds to a ~ 100 s oscillation period
of wake meandering induced gusts at prototype scale. The scaled vortex shedding
period for the wave experiments resulted in ~ 10 s, which defined the period of the
rotor speed oscillations.Wave periods for the variable thrust tests were chosen to in-
vestigate a broad spectrum of platform responses. Because the clean wave window is
shortened under long waves, the rotor oscillation period was also set to 5s to allow
for a longer representative dataset of wind-wave forcing. (see Table 10 for a list of
investigated wave periods and varying rotor speed configurations).

Two cases with varying wind and wave forcing are highlighted here: they are
characterized by simulated wind variation, along a 5s period, with +10% amplitude
variation, corresponding to wind fluctuations of approximately 2 m/s at prototype
scale. The two cases have similar wave height but different wave periods, respectively
chosen as T, = 2.21 s, and T;, = 0.83 s to investigate the platform motion both near
and far from the pitch natural frequency. Figures 69 and 68 show the platform pitch
energy spectral densities normalized by the pitch variance (S;/0?) for the two wave
periods, comparing the steady (baseline) case with the variable wind thrust. Under
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Wave Period [s] Variable Rotor Speed

2.52 +20 % at 10 s

2.21 +10, 20 % at 5 and 10 s
1.51 +20 % at 10 s

0.99 +10, 20 % at 10 s

0.82 +10, 20 % at 5 s

Table 10: Summary of variable thrust test cases, indicating the peak to peak %
variation of the rotor speed (wind gust amplitude) and the period of the imposed
amplitude modulation (wind gust period)

steady wind and T,, = 0.83s period waves, the platform pitch energy is concentrated at
the wave frequency, 1.21 Hz, producing a dominant peak with some energy represented
at the natural frequency, 0.37 Hz. In contrast, the pitch spectra associated with
fluctuating thrust (dot-dashed red), subject to the same incident waves, exhibit a
dominant peak at the wind gust frequency (0.2 Hz corresponding to a 5s period) with
very small contributions at the wave and natural frequencies. Figure 69 shows Sj/0?
for the T,, = 2.21 s period waves. As with the T,, = 0.83s case, the dominant frequency
is the wave frequency (at 0.45 Hz) for the baseline case, while for the variable thrust
case at this wave frequency, two equivalent peaks are detected: one in the proximity
of the wave and natural frequencies, and a second one at the wind gust frequency.
From the two cases, we learn that despite of the addition of fluctuating wind, wave
periods near the pitch natural frequency w, maintain a significant contribution to
platform pitch oscillations. However, when the wave period is far from wy, thrust
fluctuations may dominate the pitching motion. In general, under both waves and
wind, the results of the pitch RAO can be used to predict the dominant contribution
in the spectral platform pitch response; in fact, the platform at the natural frequency
can be exited by one or the other source of forcing, depending on how close the two
frequencies are to w,, and obviously on the amplitude of the wind gust fluctuations
as compared to the wave height. In figure 70 we point at the increased variability
in platform pitch motions under variable thrust force. In this specific case, the wind
thrust was varied with a 10s period with amplitude of +20% in angular velocity,
while the waves had a period of 2.21 s with a height of approximately 1.2cm. This
is an environmental condition where pitch is expected to be mostly dominated by
wind variability; however it leads to a wide range of platform pitch angles. Because
of the potentially different periods and phases of the wave and wind forcing, the
platform experiences indeed a wide range of oscillations, with instantaneous pitch
governed by the superimposition of the two forcing mechanisms. Note that we did
not compensate for the constant wind thrust using ballast mass distribution, so the
pitch platform varies around a negative value ¢ ~ 2.3 which represents the equilibrium
pitch conditions of the platform under constant wind without waves.
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Figure 69: Power spectral density of the platform pitch S, under waves of period
T, = 2.21. Steady and variable thrust conditions are the same of figure 68; ; linear
axis in the left panel, and logarithmic axis in the right panel.
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Figure 70: Time history samples of the platform pitch ¢ under constant or fluctuating
wind thrust and resulting probability distribution of ¢. Note that with constant wind
but without waves the platform equilibrium position is at ¢ = —2.3 deg.

6.8 Phase II: wind tunnel results
6.8.1 Wind turbine kinematics based on specific wave conditions

The response amplitude operator (RAO) generated in the wave basin study is used to
predict the wind turbine motion response due to a known wave period, T,,, and wave
height, H. A specific point, with respect to T,,, was chosen on the RAO to replicate
the predicted motion of the miniature turbine in the wind tunnel (see the solid circle
in Figure 71). The main factor behind the choice of this incident wave period was to
observe the platform responding to both pitch and heave motions. In particular, under
the specific conditions defined by the RAO in pitch, the limiting pitch amplitude of
Gamp = 4 degrees is expected for a relatively large wave, characterized by H = 0.1m
and T, ~ 2s, at the wave basin scale. The RAO for heave allows us to estimate
vertical oscillations of the model platform of approximately 0.11m, corresponding to
a heave amplitude hg,p = 0.055 m, at the wave basin scale, = 5.5 m at prototype
scale, and 3.5 mm at wind tunnel scale (h,mp = 0.03zp,). FEssentially, we are
reproducing in the wind tunnel the prototype floating turbine under the effects of ~
10 m wave exciting both heave and pitch motions. Such high waves were dictated
by the imposed pitch amplitude ¢, = 4 chosen to investigate the floating turbine
wake under extreme environmental conditions, i.e. when the combination of wave
and unsteady wind forcing may lead to structural failure or over tipping. The wind
turbine motion investigated in the wind tunnel here are the following:

i) static TSRy,: Static turbine with frictional torque, TSRy, = 4.5

ii) pitch TSRy,: Pitch only with oscillating frequency at 3 Hz and pitch amplitude
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Figure 71: Response amplitude operator (RAO) for heave (left) and pitch (right).
Solid circle indicates the point chosen for wind tunnel testing

Gamp = L4 degrees, TSR = 4.5
iii) heave T'SRy,: Heave only with oscillating frequency at 3 Hz, and heave amplitude
hamp = i0.0Bzhub, TSR =45
iv) static TSR,y Static turbine at optimal tip speed ratio, TSR = 3
v) RAO: Coupled heave and pitch according to the chosen configuration in the RAO,
with oscillating frequency at 3 Hz and optimal TSR

Under the RAO investigated conditions the turbine oscillations were defined by
a pitch amplitude ¢, = £4 degrees, a heave amplitude hgp, = £0.0324., and
a phase shift (obtained by wave basin experiments) defined by ¢(t) leading h(t) by
0.34T, where T is the turbine oscillation period. Separating the heaving and pitching
motions and comparing to the full RAO response would give insight into which degree
of freedom would most contribute to large scale variability, if any, in the mean and
fluctuating velocity statistics of the turbine wake. Table 11 summarizes the test cases
performed in the wind tunnel as well as the employed flow measurement technique.
The static turbine, pitch only, and heave only cases are compared, for the same
TSR = 4.5, to study which type of platform motion has a greater effect on the
aerodynamic wake. The static turbine and RAO case, where the optimal TSR = 3
was used, compares a static turbine to an oscillating turbine in both pitch and heave.
This case is of significant importance for verifying computational models, providing
insight into any coupling effects of the two oscillating motions in the wake, assessing
if wake models developed for land-based turbines can be used for turbine siting in
offshore wind power plants.
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case fw [Hz]  Pamyp [deg] hamp TSR measurement method

static 'SRy, 0 0 0 4.5 PIV, hotwire
pitch T'SRy, 3 +4 0 4.5 PIV, hotwire
heave T'SRy, 3 0 +0.03zp 4.5 PIV
static T'S Ropt 0 0 0 3 PIV, hotwire
RAO TSR, 3 +4 +0.03z1up 3 PIV, hotwire

Table 11: Summary of platform pitch control test cases.

6.8.2 Mean streamwise flow profiles

Figure 72 shows the vertical profile of the average streamwise velocity U(z) from
hotwire measurements, normalized by Uy, for the different turbine operating condi-
tions in the wake centerplane at /D = 5. Results are shown for the static turbine
cases at optimal and frictional tip speed ratios, for the pitch only case (at T'SR = 4.5),
and for the RAO case (at T'SR = 3). The results show similar velocity deficit for all
turbine cases, outlining however the dominant role played by the turbine tip speed
ratio as opposed to its pitching and heaving motion. Specifically, at optimal T'S R the
static and RAO case, show an increased velocity deficit as compared with the frictional
torque cases due to increased energy capture. Under the same optimal tip speed ratio
TSR = 3, minimal differences are observed between the static and the RAO cases. To
enhance the comparison we define the velocity deficit as AU(2) = Uegse(2) — Upase(2)
where Uuse(2) is the average streamwise velocity for a specific turbine case, as out-
lined in table 11, and Upuse(z) is the average streamwise velocity of the incoming
boundary-layer (baseline). We first acknowledge that slight differences in the free
stream velocity U(J) accounts for approximately a 1% difference of incoming hub
velocity Uy, between the two cases. In the wake near the top-tip, z/zpw = [1.5 — 2],
however, we record an appreciable difference of ~ 4% of Uy, between static and the
RAOQO case with a slight increase in velocity deficit for the oscillating turbine. Near
the hub and in the range z/zp, = [0.5 — 1.5], differences are again comparable with
those in the inflow conditions. In the region of the bottom-tip (z/zpu = [0.2 — 0.5]),
an increase in the velocity deficit for the RAO case is again observed (= 2% of Upup).
This increased variability in the wake mean flow near the top-top and bottom-tip are
likely attributed to the dynamic location of the rotor tips due to the pitching and
heaving motions. Aside of this weak effects, minimal differences between the turbine
cases are also observed in the mean streamwise velocity measurements at z,,;, and
Ztop—tip fOr varying distance to the rotor (x/D = 1,2,3,4, and 5) as depicted in Fig-
ure 73. Again, the only appreciable differences under the same tip speed ratio are
concentrated at the top tip for the static vs. heaving and pitching turbine.

We switch now to the mean velocity evolution in the wall parallel plane U(x,y),
as measured by PIV. In figure 74, spanwise profiles of U/Up,, are shown at hub
height (z = zpy) for the frictional torque cases: static turbine (black solid line), pitch
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Figure 72: Vertical profile of average streamwise velocity U(z) normalized by Upyp
in the wake measured at /D = 5 and y/D = 0 for different turbine operating
configurations. Horizontal dotted lines represent the vertical rotor extension between
top and bottom tips. Baseline - no turbine present. On the right panel: velocity
deficit profile AU/Upyp.
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Figure 73: Streamwise profile of average streamwise velocity U normalized by Uy, in
the wake measured at zj, (2) and zyp—tp (b) for /D =1,2,3,4, and 5 and y/D = 0.
Symbols used are the same as those for figures 72.
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Figure 74: Spanwise profiles of average streamwise velocity U(y) normalized by Up
in the wake measured at (a) /D = 2, (b) /D = 3, (¢) and /D = 4.5 at the z = zpu
plane for turbine operating configurations with T'SR = 4.5. Horizontal dotted lines
represent the lateral tip locations and the hub axis. Turbine cases shown are the
static case (solid black line), pitch only case (dashed blue line), and heave only case
(dot-dashed red line).

only (dashed blue line), and heave only (dot-dashed red line) at (a) /D = 2, (b)
x/D = 3, and (c) /D = 4.5. No appreciable distinction can be observed between
the pitch only and heave only cases for the investigated z locations. At x/D = 4.5 we
observe a mild increase in wake symmetry (with respect to the x-axis) for the moving
turbine cases as opposed to the static turbine, even though differences are smaller
than 2% of Uy,. The asymmetric velocity distribution of the static case is consistent
with the rotational direction of the rotor, bringing high momentum fluid in the wake
for y > 0 (see, for the same turbine model [117]). Measurements suggests that the
turbine oscillatory motion has a mild effect on the wake spatial evolution, specifically
increasing the wake symmetry as a result of increase mixing in the near wake region
close to the blade tip.

6.8.3 Streamwise velocity fluctuations

The vertical profile of the streamwise velocity fluctuations, estimated as the standard
deviation of the wind velocity component u,,,s, is presented in the dimensionless
turbulence intensity form I, = ?]’;ﬁ in Figure 75, for x/D =5 and y = 0. With the
turbine, a large increase in turbulence intensity, with respect to the baseline flow,
is seen in correspondence of the top-tip shear layer, for all cases. As for the mean
velocity profiles, weak differences are again observed when comparing the static case
to an oscillating case, with variations in ,,s of less than 2% in the rotor area.
However, a relatively larger variation is observed just above the top-tip location with

an increase in ,,,, of 8% for the RAO case as compared to the static turbine. Figure
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Figure 75: Vertical profile of streamwise turbulence intensity, w,,s/Upup, in the wake
measured at /D = 5 and y = 0. Baseline case indicates measurements with no
turbine present.

76 shows the streamwise evolution of w5 at /D = 1,2,3,4, and 5 at y = 0 and
(a) 2 = zpw and (b) 2 = Zzp-tip- At the top-tip location, the RAO motion case
shows an increase in u,,s of 3% over the static turbine with optimal tip speed ratio
at /D = 3 and 4. Along the hub axis, figure 76 (a), results are more complex to
interpret as the oversized hub has a large influence on the wake structures in the near
wake (z/D < 2).

Overall, both streamwise mean and fluctuating velocity statistics show weak differ-
ences between static and oscillating cases under the same tip speed ratio. A maximum
difference of 8% in w,,,s and 3% in U is observed in the proximity of the top tip, which
is likely a result of the dynamic top-tip location of the oscillating turbine. In other
words, the turbine wake oscillate with respect to the fixed hotwire position, which
remains periodically in or out of the wake, thus perceiving an appreciable variability
in the streamwise velocity field.

6.8.4 Turbine phases statistics

The above results seem to indicate that the wake of an offshore wind turbine could
be modeled as the wake of a land based turbine, with minimal differences expected
in the incoming flow of downwind units. However basic drag mechanisms associated
with the varying relative velocity between the wind and the rotor suggest that both
turbine motion phases, or position states and direction of travel in heave and/or pitch,
should affect velocity statistics. For example, a pitching turbine into the wind will
impinge the flow creating an increased velocity deficit whereas a turbine pitching with
the flow will reduce the velocity deficit. To explore such dependencies, streamwise
velocity statistics will be investigated through conditional averages on turbine motion
phases (figure 59). Specifically, for pitch oscillations, the most relevant phases based
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Figure 76: Streamwise profiles of turbulence intensity, w,ms/Upuwp, in the wake mea-
sured at /D =1,2,3,4, and 5 at y = 0 and (&) z = zp and (b) 2 = Ziop—tip-

on their effect on the wake flow are:

— positive direction of travel in pitch, +d¢/dt, and positive values of pitch, +¢
(positive phase)

— negative direction of travel in pitch, —d¢/dt, and negative values of pitch, —¢
(negative phase).

while for heave we have:

— positive direction of travel in heave, +dh/dt, and positive values of heave, +h
(positive phase)

— negative direction of travel in heave, —dh/dt, and negative values of heave, —h
(negative phase).

Instantaneous velocity measurements, u(t), from PIV and hotwire results are
binned into subsets based on the turbine motion and phase. In particular for the
pitch only case, two categories are defined, termed w4, for positive pitch phase and
uy— for the negative one, while for the heave only case, we have u,y and up_, re-
spectively (The RAO case includes binning based on heave and pitch separately).
Statistics are then performed on each bin of instantaneous velocities for each motion
and phase, leading to Uy averages conditioned on pitch, U, averages based on heave,
as well as to Upmsg and Upms e for pitch and heave conditioned standard deviation
of the velocity fluctuations, respectively. To easy the comparative analysis, for each
measurement position z;, we computed the difference between the phase average ve-
locity Ue(x;), depending on the specific turbine motion & (e.g. RAO case), and the
overall average U(z;):

AUg(w;) = Ug(xi) — U(w), (89)
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Figure 77: Contours of phase average streamwise velocity difference, AUy (z, y)/tUrms,
for pitch only case at z = zp,, plane, (a) positive phase, (b) negative phase. AU, is
normalized by pm,s(x = 5D,y = 0,2 = zp,) of the static turbine.

where £ represents either pitch, ¢, or heave, h. The phase average difference is used
to provide any insight of large scale periodic variation in the mean flow. AUg(z;) is
non-dimensionalized by t,ms(z = 5D,y = 0,2 = z,,) of the static turbine in order
to compare such turbine motion-induced oscillations with the turbulence intensity
observed in the wake of the static turbine (under the same TSR operating condition).
The same normalization applies to Uy,s(x = 5D,y = 0,2 = Zpuw)-

Figures 77, 78, 79, and 80 show the contours of the phase average streamwise
velocity difference, AUg(z,y), from wall-parallel PIV at the hub plane for the cases
summarized in table 11. In each of the figures, (a) gives the positive phase and (b)
the negative phase of the turbine position. When pitch oscillations contribute to the
turbine motion, i.e. pitch-only and RAO (figures 77, 79, and 80), clear, opposing
trends appear in the spatial distribution of the streamwise velocity between turbine
phases: a pocket of velocity reduction is seen in figure 77 (a) located in the range
x/D = [3 — 4.5] with a peak value of (—)30 — 40% of static turbine ;. The same
flow region is characterized by a velocity increase of (+)30—40% when conditioned on
the negative phase (figure 77b). These oscillations represent phase specific large scale
velocity fluctuations that are essentially averaged out in the unconditioned statistics.
The phase averaged velocity evolution in the wake can be also observed in figure
81, representing streamwise cuts from the contour plots for AUg(x) at y = 0 (hub
axis). The opposing effects of positive and negative pitching motions is evidenced
in subfigures (a), (c), and (d) which correspond to the pitch-only and RAO cases,
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Figure 78: Contours of phase average streamwise velocity difference, AU (x, y) /tUpms,
for heave only case at z = z,,, plane, (a) positive phase, (b) negative phase. AU}, is
normalized by Uq,s(z = 5D,y = 0,2 = zp,) of the static turbine.

respectively. Figures 78 and 81(b) illustrates AUy (z,y) for the heave only case,
suggesting that, in the hub plane, the heaving motion alone has limited effect on
the velocity in the hub plane. It is inferred that the turbine wake in the two-degree
of freedom RAO case is governed mostly by pitching motion, as the difference in
AUg(z,y), reported in figures 79 and 80, is due to the temporal lag between the pitch
and heave conditions.

Vertical profiles of AU, at z/D = 5 and streamwise profiles of AU, at z = zpyp or
Ztop—tip, are computed from hotwire measurements and reported in figures 82 and 83,
respectively. Because AU, are phase and measurement location specific, the temporal
window used to inspect the flow field for specific turbine motion and position impacts
the location and magnitude of the low-high momentum velocity pockets generated by
the oscillating rotor. These pockets represent large scale oscillations of the streamwise
velocity with a 2D (z and z planes) spatial structure, which propagate in the turbine
wake like a spatio-temporal wave. Therefore, depending on the measurement location
and turbine phase, different wave amplitudes will be recorded. The lengthscale of the
wave, is estimated from figures 81 and 83 as L =~ 3 — 4D, consistent with a temporal
scale of 0.33s (dictated by 3HZ oscillations) and an average convection velocity of
0.5 + 0.7Up.p, which is consistent with the velocity deficit in the turbine wake. The
vertical profiles shown in figure 82 highlight the influence of the coupled motion for
heave and pitch at /D = 5. Figure 82 (a) gives the results of AU, for the pitch only
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Figure 79: Contours of phase average streamwise velocity difference, AUy (z, y)/Urms,
for RAO case with pitch conditioning at z = zp, plane, (a) positive phase, (b)
negative phase. AU, is normalized by t.ms(z = 5D,y = 0,2 = zp,) of the static
turbine.
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Figure 80: Contours of phase average streamwise velocity difference, AU (x, y) /tUpms,
for RAO case with heave conditioning at z = zp,, plane, (a) positive phase, (b)
negative phase. AU, is normalized by ts(x = 5D,y = 0,z = zp) of the static
turbine.
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Figure 81: Phase average streamwise velocity difference, streamwise profile at z = 2,
and y = 0, AUg(x)/upms for (a) pitch only £ = ¢, (b) heave only £ = h, (c) RAO
¢ = ¢, and (d) RAO & = h. AU is normalized by typs(z = 5D,y = 0,2 = Zpuw)
of the static turbine. Solid blue line represents positive phase, dash-dot gray line
negative phase.
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Figure 82: Phase average streamwise velocity difference, vertical profile at /D = 5
and y = 0, AUg(2)/tums for (a) pitch only and (b) RAO (pitch conditioning). AUy is
normalized by U.,s(z = 5D,y = 0,z = zp,) of the static turbine. o: positive phase,
[]: negative phase

case. The largest variation in velocity between the two phases is observed near zjq.
In contrast, the RAO case shown in figure 82 (b) has minimal velocity variations near
Zhuy and largest values near the rotor tips, Zpottom—tip and mostly zop—tip, suggesting
a potential amplification of pitch-induced oscillation by the heaving motion near the
tips.

As such organized, large-scale velocity fluctuation, with a significant amplitude,
is observed in the phase averaged statistics, it is legitimate to ask why a similarly
appreciable increase in u,,s; was missing in the moving turbine wake statistics, as
compared to the static turbine. The phase-average difference approach is thus applied
to the u,.,s velocity using a similar definition, for each case

Aurms,{ = Urms,¢ — Urms, (90)

where ., ¢ is the phase specific rms velocity associated with the negative phase and
positive phase defined above, and ., is the unconditioned r.m.s. velocity. Atms¢
is also normalized by the wu,;,s(x = 5D,y = 0,2z = zp) of the static turbine in the
corresponding, frictional torque or optimal tip speed ratio, operating conditions.
The phase specific Au,,s 4 profiles are given in figures 84 and 85. As was observed
in the profiles of AU, opposite values of A, are associated with the positive and
negative phases in both the vertical and streamwise profiles. These fluctuations in
Atyms s result in a canceling effect on the overall unconditioned u,,,; and accounts
for the minimal differences between the static and oscillating turbine wu,,,s profiles.
Comparing the positive phase value of AU, in figure 82 (b) and the positive phase
value of At,s 4 in figure 84 (b), a clear trend can be observed. Negative values of
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Figure 83: Phase average streamwise velocity difference, streamwise profiles at y = 0.
AUg(x)/trms for (a) pitch only z = zpup, (b) pitch only z = 2ip—1ip, (¢) RAO 2 = 2jus,
and (d) RAO z = 2zypp—1ip. AUy is normalized by w,ps(x = 5D,y = 0, 2 = 2py) of the
static turbine. o: positive phase, []: negative phase

137



a) 4 : : : by 4
(@) — (b) -
3.5 : 3.5
8 o 3 [O}n]
2.5 @ 2.5 8o
: ’ :
N N
~ O © ~ ] O
® 0. o « o P 0
15 SR 15 = ©“o
u} @] ] o
B .0 O O
1r 0.0 1 oo
oo (@8]
o o @
0.5 8DD 0.5 85‘8
8- & o "o
0 . 0.0 . 0 . 0.0 .
-0.2 -0.1 0 0.1 0.2 -0.2 -0.1 0 0.1 0.2
AU@'ms,@/“rms Aurms.,(@/urms

Figure 84: At,pms s vertical profile at /D =5 and y = 0, (a) pitch only and (b) RAO
(pitch conditioning). Ats e is normalized by tyms(z = 5D,y = 0,2 = 2py) of the
static turbine. o: positive phase, []: negative phase

AU, correspond to a positive Aty 4, most notably shown near the top-tip location.
Likewise, positive values of AU, are associated with a negative Aty 4, or a decrease
in r.m.s. velocity. This same trend is observed in the negative phase statistics as
well as in the streamwise profiles shown in figures 83 and 85. In summary, when the
turbine is pitching into the incoming wind the mean velocity in the wake decreases
while the turbulence increases, viceversa, when the turbine is pitching with the wind,
the mean velocity increases and the turbulence decreases. The period of this wave
depends on the turbine motion periods, while its lengthscale depends on a convection
velocity comparable with the peak velocity deficit at hub height.

6.9 Summary and Conclusions

The general dynamics of offshore, floating wind turbines have been explored through
a quasi-coupled wind wave experimental investigation. In the first phase of this work,
the motion of an offshore floating wind turbine under varying sinusoidal wave forcing
has been defined by two degrees of freedom, heave and pitch, employing a barge-
type platform and a turbine model in the SAFL wave testing facility; in a second
phase, specific turbine-platform motions from the wave experiment were scaled and
replicated in the SAFL wind tunnel using an actuated miniature wind turbine model
immersed in a fully developed turbulent boundary layer. The effect of wind on the
floating platform dynamics has been implemented in the wave experiment by imposing
a constant, or variable, thrust at the turbine hub by controlling the angular velocity
of the rotor with opportunely pitched blades. The effect of the waves on the spatial
evolution of the turbine wake, was implemented in the wind tunnel by heaving and
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Figure 85: Atyps s streamwise profiles at y = 0 for (a) pitch only z = zp, (b) pitch
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by Upms(x = 5D,y = 0,z = zp,) of the static turbine. o: positive phase, [J: negative
phase

139



pitching the miniature turbine model. The novelty of this approach is highlighted in
the following scaling arguments, allowing the investigation of a utility scale turbine
under realistic sea waves and wind conditions. The important dimensionless numbers
are:

e The critical Strouhal number for turbine wake meandering, in the literature, is in
the range St = fD/Upu = 0.2 +0.3. Choosing a critical value in the St range,
e.g. Cs; = 0.23, allows to derive a wind gust frequency f;, = %, where Upyp
is the mean velocity at hub height and D is the rotor diameter.

e The Froude number for floating structure in wave environments is defined as
Fr=0C/ \/(gL), where L is a characteristic length scale, chosen here as the
platform barge diameter, g is the acceleration of gravity and C' is the wave
celerity; for deep water waves, mostly investigated here, C' = ¢T'/27 depending
only on the wave period T'. By fixing the prototype platform and the significant

wave period from sea buoy data, the Froude number is defined and the wave
g1/2

frequency can be then derived as f, = +—5—17-

The wave tank and wind tunnel experiments are designed to reproduce key physical
mechanisms at different but interconnected scales: waves must have a large enough
amplitude to avoid surface tension effects, while genuine boundary layer turbulence
requires a long enough fetch to develop a realistic mean shear before impacting the
turbine model. These constraining factors, including the requirements to have statisti-
cally representative wind and wave conditions, were accounted for in the experimental
and scaling strategies described in the following:

1. The offshore floating wind turbine is a 13.2MW concept designed by SNL under
significant wave conditions recorded from a buoy offshore the Oregon coast.

2. Prototype to wave basin scaling adopts a geometric scale factor of 1:100 and
Froude number similarity. Geometry and mass distributions of the SNL turbine
were used to scale the moment of inertia of the tested platform-turbine system,
ensuring that the stabilizing (buoyancy) and destabilizing (gravity) moments
were consistent with the scaled wave amplitudes and periods.

3. Incident wave characteristics at different locations with respect to the platform,
and platform kinematics were all measured simultaneously to generate a re-
sponse amplitude operator (RAO) for heave and pitch motions, representing
the response of the system under waves of different period. Results are consis-
tent with free decay test for initial, given, pitch and/or heave displacements.

4. Wind data from the offshore site were Froude number scaled to provide, at the
laboratory scale, a comparable destabilizing moment due to the thrust force
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applied on the nacelle. The thrust force was then varied periodically to sim-
ulate the effect of wind gusts. In particular, to simulate the effect of upwind
floating turbines in an offshore power plant, the critical Strouhal number for
wake meandering was used to derive the period of the thrust force (simulated
wind gust) oscillations.

5. The recorded heave and pitch motions of the platform in the wave tank were
reproduced in the wind tunnel by actuating a miniature turbine model. Heave
amplitudes were scaled geometrically, while pitch angles were not changed. The
rotor oscillation period and the hub velocity were chosen to keep the ratio
between the wake meandering period and the incident wave period invariant.

6. The geometrical scaling ratio in the wind tunnel was chosen to keep the minia-
ture turbine in the 25% of the boundary layer height, as typically occurring for
utility-scale turbines in the atmospheric boundary layer. As an added benefit
of using a miniature turbine model, the turbine wake spatial evolution up to
6D was accessible to hotwire and PIV measuring techniques.

A number of limitations in this experimental approach must be acknowledged: 1)
In the wave testing facility the turbine has never been exposed to a realistic wave
spectrum, but only to single runs of sinusoidal waves with different periods and am-
plitudes. 2) The wind and the wave propagation directions were always assumed to be
aligned, which may not be the case in many geophysical conditions. 3) The baseline
turbulent conditions in the wind tunnel does not reflect the wave induced roughness,
as the wind tunnel floor was not actuated or wavy, but hydraulically smooth. 4) The
miniature turbine has several limitations on its own; specifically, low power coeffi-
cient (C, = 0.27), no operating control aside of the frictional vs optimal tip speed
ratio, fixed pitch blade, and relatively large nacelle as compared to the rotor diameter
(~ 9%). We also acknowledge that the vastity of the parameter space (wave ampli-
tude, period, wind magnitude and wind gust intensity) was only minimally explored
in both phases of the experiments; however the control and monitoring of the bound-
ary conditions, the quality of the measurements and the experimental and scaling
strategy developed here allow new experiments and numerical simulations to fill the
parameter space. The benchmark dataset presented here is being used to validate nu-
merical simulations of fluid structure interaction [127] to assess predictive capabilities
for offshore wind energy.

The major results of this work are summarized in the following points:

e The effect of a steady wind on the kinematic response of the floating turbine sys-
tem is dynamically negligible, with the peaks at the heave and pitch natural
frequencies unchanged. The only appreciable difference is on the shift of the
angular displacement range due to a change in the equilibrium position (verti-
cal turbine without wind vs. inclined turbine under steady wind), which can
be easily mitigated. Under gusty wind conditions, i) the interaction between
wind and wave forcing increases the range of pitch angles, depending on the
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respective amplitudes, i.e. wave height and wind gust intensity; ii) the local
platform dynamics is controlled by the continuously varying phase marking a
constructive/destructive interference between the two forcing mechanisms.

e Mean and fluctuating velocities in the wake of the oscillating turbine only show
weak differences, mostly concentrated near the top tip region, with respect to
the land based static turbine. However, this is the result of opposing trends in
the mean and fluctuating velocities based on turbine motion phases. Large wake
fluctuations created by the turbine pitching motion are described by a cycle of
low and high uniform momentum regions, scaling with the rotor and traveling
in the wind direction as a two dimensional wave. The wavelength is derived as a
function of the the platform pitch period T and a convection velocity comparable
to the maximum velocity deficit at hub height Upupware = 0.6 = 0.7Upyp, likely
depending on the tip speed ratio and turbine operating regime. The amplitude
of this wave at a distance /D = 5 was estimated as 30-40% of the r.m.s.
velocity in the same wake location of the static turbine case. While such a
velocity fluctuation appears to be smaller than the turbulent fluctuation of the
incoming flow for land base turbine, we stress that the structure and the spatial
coherence of such fluctuation is relevant. The high and low velocity regions,
periodically generated by the oscillating rotor, scale with the rotor diameter in
all three spatial coordinates, so they do represent a large scale motion that will
be perceived by downwind turbines. This phase locked variation of the mean
flow induce an opposite phase variation of the turbulent intensity. Specifically,
when the turbine pitches into the wind, the velocity deficit in the wake increase
(low momentum pocket) but the r.m.s. velocity increase (high turbulence);
viceversa when the turbine pitches with the wind the mean velocity in the
wake increases (high momentum pocket) and the turbulence decreases. Both
contributions average out if no phase averages are computed.

e The analysis of decoupled heave and pitch motions suggest that, for the wake flow,
heave contribution is only weakly relevant near the blade tips, in particular the
top tip, while pitch contribution is mostly responsible for the large scale flow
variability in the wake.

e The coupling between the wave and wind dynamic forcing destabilizing floating
turbines is established by recognizing wake meandering as a the major source
of wind variability in an offshore wind power plant. As wake meandering oscil-
lations govern the far wake (z/D > 2) of a turbine, they represent the typical
incoming wind condition for downwind turbines, (typically located at /D > 5).
Hence in order to investigate the combined effect of wind gusts and waves, it
is suggested here to keep the ratio between the two time scales (or frequencies
f, and f,) invariant while reproducing field scale observations by numerical

simulation. We can define an offshore wind energy number, as a governing pa-
fg o g1/2D

rameter in offshore wind turbine siting, OW = = UG Il?

(function of

142



the wavelength L , hub velocity Uy, , rotor diameter D, and critical Strouhal
number Cg;). OW defines whether the wind and waves will have a separated
or similar periodic forcing, the latter enhancing constructive interference, e.g.
both contributing to destabilize the platform for more stretched periods of time.
Note that OW only accounts for the forcing, without including the natural fre-
quency of the oscillating system, which is marking the peak response in the
RAO diagrams. Obviously the worst conditions for operating the offshore wind
power plant occurs when the three frequencies are equal f,, = f;, = fx and both
wake meandering and waves are contributing to force the oscillating system at
resonant conditions, with potentially catastrophic consequences.

Based on the above results, we can attempt to provide some guidelines on the design
strategy for floating turbine siting in an offshore wind power plant: the power produc-
tion is expected to fluctuate with the platform pitch, but to be, on average, aligned
with the prediction based on the mean velocity at hub height, thus consistent with
resource assessment practice for land based turbine. However, in terms of unsteady
loads and turbine component lifetime, floating turbines present new challenges. As-
suming that the wake of an upwind turbine evolves into the inflow condition for a
downwind unit, we predict that floating turbines within the array will be exposed to
large scale flow variability imposed by the pitching of upwind rotors, which will result
in unsteady loads propagating from the blades, to the low and high speed shafts,
turbine support tower, and platform. As opposed to the case of random wind gusts,
however, these unsteady loads are periodic and predictable, so an opportune control
algorithm can be designed to act on variable torque and individual blade pitch, based
on the real-time input of platform pitch sensors.

The relevance of an offshore-specific wind turbine control is further motivated by
the increased pitch experienced by the floating turbine system under variable wind.
We acknowledge that the imposed fluctuations in the thrust force, tested during wave
tank phase 1 experiments, and corresponding to specific wave gust intensities, were
not strictly based on field measurements. However, from Phase 2 experiments in the
wind tunnel, we quantified the largest pitch-induced velocity difference in the range
of £40% s ~ £4% Upyy. Therefore, the observed increased variability in platform
pitch, under £10,20% oscillations of the thrust force is likely overestimating the in-
duced gusts expected in the field, unless the collective behavior of multiple, pitching,
upwind turbines could result in the amplification of the single wake flow variability.
In the absence of a pitch mitigation strategy, the cyclic low/high momentum regions
induced by upwind pitching rotors may impose an oscillating thrust force on down-
wind turbines, resulting in increased pitch, potentially augmented by in-phase wave
forcing, and/or by approaching the platform natural frequency. Such an unfortunate
sequence of superimposed effects might increase significantly both structural loads,
large scale variability of the wake flow, and the pitch response. Both above arguments
suggest that pitch mitigation strategy and offshore specific control algorithms should
be implemented before utility scale deployment.
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6.10 Publications and Presentations

6.10.1 Publications

Feist C. Aerodynamic wake study: oscillating model wind turbine within a
turbulent boundary layer. Master Thesis. 2015.

C. Feist; A. Calderer, K. Ruehl; F. Sotiropoulos; and M. Guala. Platform
kinematics and wake evolution of a floating wind turbine: a quasi coupled
wind-wave experimental study. Ready for submission in the Journal of Fluid
Mechanics.

6.10.2 Presentations

Feist, F.; Ruehl, K.; Guala, M. Scaling and kinematics of a floating wind turbine
under ocean waves and variable thrust: an experimental study. 66th Annual
Meeting of the APS Division of Fluid Dynamics 58 (18). 2013.

Feist C. Aerodynamic wake study: oscillating model wind turbine within a
turbulent boundary layer. Master Thesis Defense, June 2015.
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7 Public Release of the Code with Documentation

The code has been released under the GNU General Public License (GPL 2.0) in the
following Github repository:

https://github.com/SAFL-CFD-Lab/VFS-Wind
The released version of the code is capable of simulating:

— Wind turbines either in geometry-resolving mode or parameterized with a range
of actuator models;

— Complex terrain topographies for site-specific wind farm simulations;
— Atmospheric turbulent wind conditions;

— Floating offshore wind turbines via a two-phase flow formulation accounting for
broadband ocean waves and 6 degrees of freedom (DOF) FSI.

In addition to the code, the repository contains a detailed users manual (include in
the end of the report) with all the information necessary for start using the code. In
the manual, first, a description is given in how to install the libraries required for the
code and how to compile and execute the code. Then, instructions are given on how to
post-process and visualize the resulting data. Then, all the elements (input variables,
input mesh files, and the control options files) for preparing a simulation test case are
introduced. We also give an overview of the structure of the code, with explanation of
the main subroutines, and a code flow chart to understand the steps followed by the
code upon execution. Finally we present a set of 10 case studies designed to facilitate
the learning of the various aspects of the code in a comprehensive manner.

The case studies include:

1. 3D Sloshing in a Rectangular Tank

2D VIV of an Elastically Mounted Rigid Cylinder
2D Falling Cylinder (Prescribed Motion)

3D Heave Decay Test of a Circular Cylinder

2D Monochromatic Waves

3D Directional Waves

Floating Platform Interacting with Waves
Clipper Wind Turbine

R R xR

Model Wind Turbine Case
10. Channel Flow

The files of the test case studies are included in the Github repository.
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7.1 Project team

Fotis Sotiropoulos James L. Record Professor, Director of the St. Anthony Falls
Laboratory. Principal investigator of the project.

Antoni Calderer PhD student in the Saint Anthony Falls Laboratory. Mr. Calderer
worked on the turbine geometry resolving model (subtask 1.1) and the process
of preparing the code for release.

D. Todd Griffith Principal Member of the Technical Staff in the Wind and Water
Power Technologies Department at Sandia National Laboratories.

Thomas Herges Post-doctoral researcher at Sandia National Laboratories. Dr.
Herges assisted in the preparation of the code for release. Supervised the process
of preparing the code for release.

Ann Dallman Post-doctoral researcher at Sandia National Laboratories. Dr. Dall-
man assisted in the preparation of the code for release.

Kelley Ruehl Ocean Renewable Energy Engineer at Sandia National Labs. Mrs.
Ruehl is the coordinator from Sandia National Labs, providing her expertise in
ocean engineering to the project, both in the numerical and experimental side.
Performed simulations using engineering level models.
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Chapter 1

Introduction

Virtual Flow Simulator (VFS) is a three-dimensional (3D) incompressible Navier-
Stokes solver based on the Curvilinear Immersed Boundary (CURVIB) method de-
veloped by Ge and Sotiropulos [1]. The CURVIB is a sharp interface type of immersed
boundary (IB) method that enables the simulation of fluid flows with the presence of
geometrically complex moving bodies. In IB approaches, the structural body mesh
is superposed on the underlying Eulerian fluid mesh that is kept fixed. This ap-
proach circumvents the limitation of classical body fitted methods, in which the fluid
mesh adapts to the body and thus limited to relatively simple geometries and small
amplitude motions.

A particularity of the CURVIB method with respect to most sharp interface 1B
methods is that it is formulated in generalized curvilinear coordinates. This feature
allows application of a body-fitted approach for the simpler boundaries while main-
taining the ability to incorporate complex and moving geometries. For instance, in
wind energy applications, one could take advantage of this feature when simulat-
ing the site specific geometry of a wind farm. The fluid mesh can follow the actual
topography of the terrain while treating the turbines as immersed bodies.

VFS also integrates a two-phase flow solver module based on the level set method
that allows simulation of coupled free surface flows with water waves, winds, and
floating structures [2, 3]. This module was designed to simulate offshore floating
wind turbines considering the non-linear effects of the free surface with a two-phase
flow solver, the coupled 6 degrees of freedom (DoF') dynamics of the floating structure,
and the ability to incorporate turbulent wind and wave conditions representative of
realistic offshore environments.

The CURVIB method has been applied to a broad range of applications, such
as cardiovascular flows [4, 5, 6], river bed morphodynamics [7, 8, 9], and wind and
hydro-kinetic turbine simulations [10, 11]. For wind energy applications, a turbine
can be resolved by immersing the geometry with the IB method or by using one of
the different rotor parametrization models implemented.

The current version of the manual is for the VFS-Wind version of VFS. This ver-
sion of the code includes the base solver and all the necessary libraries for simulating
land based and offshore wind farms. The parts that are not included in this version



are the modules for sediment transport, bubbly flows, and elastic body deformations.

The organization of this user manual is as follows: in Chapter 2, the main gov-
erning equations and numerical methods employed by VFS are briefly described. In
Chapter 3, the user is introduced to the basic steps to start using VFS. In Chapter 4,
the source code organization is introduced with a description of the main functions
in each module. In Chapter 5, the code input parameters are described. Finally, in
Chapter 6, a series of application cases are documented.



Chapter 2

Overview of the Numerical
Algorithms

2.1 The Flow Solver

The code solves the spatially-filtered Navier-Stokes equations governing incompress-
ible flows of two immiscible fluids. The equations adopt a two-fluid formulation based
on the level set method and are expressed in generalized curvilinear coordinates as
follows (i,7,k,l =1,2,3):
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where ¢ is the level set function defined below, & are the curvilinear components,
& are the transformation metrics, J is the Jacobian of the transformation, U’ are
the contravariant volume fluxes, u; are the Cartesian velocity components, p is the
density, p is the dynamic viscosity, p is the pressure, 7;; is the sub-grid scale (SGS)
tensor, x is the curvature of the interface, J;; is the Kronecker delta, h is the smoothed
Heaviside function, and Re, F'r, and We are the dimensionless Reynolds, Froude, and
Weber numbers, respectively, which can be defined as:
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where U and L are the characteristic velocity and linear dimension, pyater and fhpater,
the density and dynamic viscosity of the water phase, g the gravitational acceleration,
and o the surface tension.
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The level set function ¢ is a signed distance function, adopting positive values on
the water phase and negative values on the air phase. The density and viscosity are
taken to be constant within each phase, and transition smoothly across the interface,
which is smeared over a distance 2¢, as follows:

p ((b) = pair + (pwater - pair) h (¢) 5 (24)

,U (¢) = uair + (ﬂwater - :uair) h ((b) ) (25)

where h(¢) is the smoothed Heaviside function given in [12] and defined as:

0 P < —¢,
hg) =14 i+ 2% + Lsin(™2) —e< ¢ <e (2:6)
1 €< ¢.

Note that using the above equations, one can recover the single fluid formula-
tion, by setting the density and viscosity to a constant value throughout the whole
computational domain.

The free surface interface, given by the zero level of the distance function ¢, can
be modeled by solving the following level set equation proposed by Osher and Sethian

[13]:

1 0¢ oo}
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J ot o0&l (2.7)
After solving the above level set advection equation, the distance function no longer
maintains a unit gradient |V¢| = 1, which is a requirement to ensure conservation

of mass between the two phases. To remedy this situation, the code solves the mass
conserving re-initialization equation proposed by Sussman and Fatemi [14]. A detailed
description of the method in the context of curvilinear coordinates can be found in
Kang and Sotiropoulos [15].

The flow equations (2.1) and (2.2) are solved using the fractional step method of
Ge and Sotiropoulos [1]. The momentum equations are discretized in space and time
with a second-order central differencing scheme for the viscous, pressure gradient, and
SGS terms, a second-order central differencing or a third-order WENO scheme for the
advective terms, and the second-order Crank-Nicholson method for time advancement
as follows:

1 U*—U»™ 1
g = PO o) + B0 0, ¢+ (F(U™ u6™), (28)

where n indicates the previous time step, At the time step size, F the right hand
side of Eq.(2.2) excluding the pressure term, and P the pressure term. The continu-

ity condition, discretized with three-point central differencing scheme, is enforced in
the second stage of the fractional step method with the following pressure Poisson

equation:
) 1 g o (gm\) 1 ou¥
(0 (41)) - A -
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where II is the pressure correction, used as follows, to update the pressure and the
velocity field resulting from the first step of the fractional step method:

Pt ="+ 11 (2.10)
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The momentum equations are solved using an efficient matrix-free Newton-Krylov
solver, and the Poisson equation with a generalized minimal residual (GMRES)
method preconditioned with multi-grid.

The level set equations (2.7) are discretized with a third-order WENO scheme
in space, and second-order Runge-Kutta in time. The re-initialization step uses a
second-order ENO scheme. A detailed description of the method can be found in
[15].

2.2 The CURVIB Method

The code can simulate flows around geometrically complex moving bodies with the
sharp interface CURVIB method developed by Ge and Sotiropoulos [1]. The method
has been thoroughly validated in many applications, such as fluid-structure interac-
tion (FSI) problems [16, 17], river bed morphodynamics [7, 8, 9], and cardiovascular
flows [4, 5, 6].

In the CURVIB method, the bodies are represented by an unstructured triangular
mesh that is superposed on the background curvilinear or Cartesian fluid grid. First
the nodes of the computational domain are classified depending on their location with
respect to the position of the body. The nodes that fall inside the body are considered
structural nodes and are blanked out from the computational domain. The nodes that
are located in the fluid but in the immediate vicinity of the structure are denoted as
IB nodes, where the boundary condition of the velocity field is reconstructed. The
remaining nodes are the fluid nodes where the governing equations are solved.

The velocity reconstruction is performed in the wall normal direction with either
linear or quadratic interpolation in the case of low Reynolds number flows when the
IB nodes are located in the viscous sub-layer. While, the velocity reconstruction uses
the wall models described by [18, 19, 20] in high Reynolds number flows when the
grid resolution is not sufficient to accurately resolve the viscous sub-layer.

The distance function ¢ also needs to be reconstructed at the body-fluid interface.
This is done by setting gradient A¢ to be zero at the cell faces that are located between
the fluid and IB nodes as described in [15].
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2.3 The Structural Solver and the Fluid-Structure
Interaction Algorithm

The original FSI algorithm implementation for single phase flows is described in
Borazjani, Ge, and Sotiropoulos [16], and the extension to two-phase free surface
flows in Calderer, Kang, and Sotiropoulos [2].
The code solves the rigid body equations of motion (EoM) in 6 DoF, which can
be written in Lagragian form and in principle axis as follows (i=1,2,..6),
0?Y? oY’

o %

M +KY'=F;+F, (2.12)
where Y represents the coordinates of the Lagrangian vector describing the motion
of the structure. For the translational DoFs, Y are the Cartesian components of the
body position, M is the mass matrix, C' is the damping coefficients matrix, K is the
spring stiffness coefficient matrix, F' } are the forces exerted by the fluid, and F! are
the components of the external force vector. For the rotational DoFs, Y* are relative
angle components of the body, M represents the moment of inertia, and F J% and F!
are the moments around the rotation axis, induced by the fluid and by the external
forces, respectively.

The forces and moments that the fluid exerts on the rigid body are computed by
integrating the pressure and the viscous stresses along the surface I' of the body as
follows

Ff:/—pndFvL/Tijnde (2.13)
r r

My :/—eijkrjpnkdf—l—/eijkrjrkmldF (2.14)
r r

where p denotes the pressure, 7 the viscous stress, €;;; the permutation symbol, r the
position vector, and n the normal vector.

The EoM (Egs. 2.12) are coupled with the fluid domain equations through a
partitioned FSI approach. The time integration can be done explicitly with loose
coupling (LC-FSI), or implicitly with strong coupling (SC-FSI). The Aitken accelera-
tion technique of [21] allows for significant reduction in the number of sub-iterations
when the SC-FSI algorithm is used. A detailed description of both time-integration
algorithms is given in [16].

2.4 Turbine Parameterizations

The actuator disk and actuator line models implemented in the code for parameter-
izing turbine rotors are given, respectively, in Yang, Kang, and Sotiropoulos [10] and
in Yang et al. [22]. The basic idea of these models is to extract from the flow field the
kinetic energy that is estimated to be equivalent to that from a turbine rotor, without
the need to resolve the flow around its geometry. To introduce such kinetic energy
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reduction into the flow, a sink term, affecting the fluid nodes located at the vicinity
of the turbine, is considered in the right hand side of the momentum equations.

2.4.1 Actuator Disk Model

In the actuator disk model, the turbine rotor is represented by a circular disk that
is discretized with an unstructured triangular mesh. The body force of the disk per
unit area is the following

Fr
Fip=—— 2.15
AP T TR D2 (2.15)
where D is the rotor diameter and Fr is the thrust force computed as
1
Fr = §pC’T£D2UfO, (2.16)

where U, is the turbine incoming velocity, Cr = 4a(1l — a) is the thrust coefficient
taken from the one-dimensional momentum theory, and a is the induction factor. The
incoming velocity U, is also computed from the one-dimensional momentum theory
as

Ug
. (2.17)
where uy is the disk-averaged stream-wise velocity computed as
4
= > u(X)A(X), (2.18)

Ny

where V; is the number of triangular elements composing the disk mesh, A(X) is
the area of each element, and u(X) is the velocity at the element centers. The fluid
velocity at the disk (u(X)) requires interpolation from the velocity values at the
surrounding fluid mesh points, as the nodes from the fluid and disk meshes do not
necessarily coincide. If we consider X to be the coordinates of the actuator disk nodes
and x the coordinates of the fluid mesh nodes, the interpolation, which uses a discrete
delta function, reads as follows

u(X) =Y u(z)dn(z — X)V (), (2.19)

Np

where 0y, is a 3D discrete delta function, V() is the volume of the corresponding fluid
cell, and Np is the number of fluid cells involved in the interpolation.

Finally, the body force Fap, which is computed at the disk mesh nodes, needs to
be distributed over the fluid cells located in the immediate vicinity using the following
expression:

fap(x) = Fap(X)oy(z — X)A(x). (2.20)
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2.4.2 Actuator Line Model

In the actuator line method, each blade of the rotor is modeled with a straight line,
divided in several elements along the radial direction. In each of the elements, the
lift (L) and drag (D) forces are computed using the following expressions:

1
L= 2pCL0V2, (2.21)

1
D = SpCpCVE, (2.22)

where C'p,, Cp are the lift and drag coefficients, respectively, taken from tabulated two-
dimensional (2D) airfoil profile data, C' is the chord length, and V,.y is the incoming
reference velocity computed as

Viet = (uy, ug — Qr) (2.23)

where u, and ug — Qr are the components of the velocity in the axial and azimuthal
directions, respectively, €2 the angular velocity of the rotor, and r the distance to the
center of the rotor.

To compute the reference velocity at the line elements, similarly to the actuator
disk method, the velocity at the fluid mesh is transferred to the line elements using a
discrete delta function as given by equation (2.19). Once the lift and drag forces are
computed at each of the line elements, the distributed body force in the fluid mesh
can be computed using the following equation:

Far(x ZF )on(z — X)A(). (2.24)

where Ny, is the number of segments composing one of the actuator lines, F'(X) is the
projection of L and D, expressed in actuator line local coordinates, into Cartesian
coordinates.

2.5 Large-Eddy Simulation

The description of the Large-eddy simulation (LES) model implemented in the code
is extensively described in Kang et al. [23]. The sub-grid stress term in the right hand
side of the momentum equation resulting from the the filtering operation is modeled

with the Smagorinsky SGS model of [24] which reads as follows

1 _
ngkdij = _Q,Utsija (225)
where p; is the eddy viscosity, the overline indicates the grid filtering operation, and

?-j is the large-scale strain-rate tensor. The eddy viscosity can be written as
e = C,A%|S|, (2.26)
where A is the filter width taken from the box filter, |S| = (25;;5;;)'/? is the magni-

tude of strain-rate tensor, and Cj is the Smagorinsky constant computed dynamically
with the Smagorinsky model of Germano et al. [25].

’7'1']' —
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2.6 Wave Generation

The code uses an internal generation method as described in [3]. As illustrated in
Figure 2.1, a surface force is applied at the so called source region, generating waves
that propagate symmetrically to both stream-wise directions. A sponge layer method
is used at the lateral boundaries to dissipate the waves and prevent reflections. The
area between the source region and the sponge layer can be used to study body-wave
interactions. Both the sponge layer force and the wave generation force are introduced
in the code using a source term in the right hand side of the momentum equations.

z
A

Air

Floating
Sponge Source Region Body Sponge
Layer Layer

Water

= X

Figure 2.1: Schematic description of the wave generation method using the free surface
forcing method [3].

To generate the following surface elevation,
n(x,y,t) = Acos(kyx + kyy — wt +0), (2.27)

where k, and k, are the components of the wavenumber vector K, 6 is the wave
phase, A is the wave amplitude, and w the wave frequency, the forcing term reads as
follows

Si(x,y,t) = ni(P) Pod(z, €,)0(, €5)sin(wt — kyy — 6), (2.28)
where P, is a coefficient that depends on the wave and fluid characteristics,
2
2
pp=aL ¢ P i (2.29)

w? fex, kz) pa + Pw (k?c N k;)l/Q’

0 is a distribution function defined as:

5ar, B) :{ % [1+cos (%)} it —g<t<p 7 (2.30)

0 otherwise.

flex, ky) = —————sin(ky€,). (2.31)

ki (72 — €17)
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With the present forcing method, wave fields with multiple components, such as a
broadband wave spectrum, can be incorporated into the fluid domain. This method
enables to simulate the interaction of floating structures with complex wave fields.
The wave fields can either be originated in a far-field precursor simulation or taken
from theoretical or measured data.

The sponge layer method for dissipating the waves at the boundaries reads as

follows:
()]

Si(z,y,t) = — [uCou; + pChu; |u; exp(1) — 1

for (xg — z5) < x < x,

(2.32)
where zy denotes the starting coordinate of the source region, z, is the length of the

source region, and Cy, C;, and n, are coefficients to be determined empirically. In
3], ns is 10, Cy is 200000, and C; is 1.0.
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Chapter 3

Getting Started

In this chapter, we describe how to install the libraries required for VFS to work and
how to run a simulation case.

3.1 Installing PETSC and Required Libraries

VFS is implemented in C and is parallelised using the Message Passing Interface
(MPI). The Portable, Extensible Toolkit for Scientific Computation (PETSC) li-
braries are used for the code organization and to facilitate its parallel implementation.
Also we use the library HYPRE for solving the Poisson equation. Before the code
can be compiled, the following libraries need to be properly installed.

e PETSC version 3.1

Blas and Lapack
e openmpi

e HYPRE

Note that when installing the PETSC libraries there is the option to automatically in-
stall the other required libraries in the case that they are not already in the computer.
The PETSC web page [26] (http://www.mcs.anl.gov/petsc/documentation/installa-
tion.html) gives a detailed description on how to install all of these libraries. We
briefly outline the steps for installing PETSC in the command line of a linux machine
in the case that none of the aforementioned libraries have been previously installed:

1. Create a directory where to download the PETSC source files:
mkdir source

2. Create the installation directory:
mbkdir system
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3. Download the PETSC source code from the PETSC server in the source folder:
wget http://ftp.mes.anl.gov/pub/petsc/release-snapshots/petsc-3.1-p6.tar.gz

4. Unzip the PETSC source code in the source folder:
tar xufz petsc-3.1-pb.tar.gz

5. Execute the PETSC configuration script:
config/configure.py --with-cc=mpicc --with-cxz=mpicxz --with-fc=mpif90
--download-f-blas-lapack=1 --download-mpich=1 --download-hypre=1
--prefiz=installation_folder --with-shared=0 --with-debugging=0

6. If the previous action executes successfully, PETSC will print on the screen the
subsequent steps.

Note that PETSC can be installed with the debugging option either active or
inactive. It is recommended that PETSC is installed without debugging because
it will be used in production mode. The PETSC installation with debugging
may be needed for developing purpose but it compromises the speed of the code.

3.2 Compiling the Code

To compile the code and generate an executable file we include a file named “make-
file”. This file is general and can work for any linux-based computer without being
modified. It basically links all the source code files (*.c, *.h) and the necessary li-
braries (PETSC, HYPRE, etc). Given that in every computer the compiler libraries
are located in different directories, the user has to create a new text file with the
name: “makefile.local”. This file is read by makefile and should contain the following
user dependent information:

MPICXX = mpicxx

HOME = /Your_Home_Folder/
ACML = /Your_ACML_Folder/
PETSC = /Your_PETSC_Folder/
HYPRE = /Your_HYPRE_Folder/

USE_TECPLOT=1 ##1 if tecplot is intalled , otherwise set to 0
TEC360HOME=/

If all libraries have been successfully installed and properly referenced in the file
“makefile.local” the code should compile by typing the following command in the
linux shell:

make

Alternatively, one can add the option -j to increase the computation speed by taking
advantage of the several processors as follows:

make -j
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Either of the last two commands will generate the executable source file “vwis”.

In addition to the executable file for running the code, it is also necessary to
compile the executable file for post-processing the resulting output data. The post-
processing file can generate result files in both Tecplot format (plt) and Totalview
format (vtk). The advantage of Totalview over Tecplot is that it is open source and
can be download from the Totalview webpage.

3.2.1 Compiling the Post-Processing File for Totalview Only

This may be useful when Tecplot 360 is not installed in the computer. For cre-
ating the post-processing file which is only suitable for generating Totalview out-
put files, first set the tecplot option in the file “makfile.local” to inactive as follows
“USE_TECPLOT=0".

Then type the following command in the linux shell:

make data

3.2.2 Compiling the Post-Processing File for Tecplot and To-
talview

If this is the case, in the previously described file “makfile.local”, the tecplot option
has to be active as follows “USE_TECPLOT=1".

In addition, one needs to download the library file “libtecio.a” from the tecplot
library webpage (http://www.tecplot.com/downloads/tecio-library/) and add it to
the code directory.

The post-processing file named “data” should then be created with the following
command:

make data

3.3 Running VFS

3.3.1 File Structure Overview

All the files that are necessary for running VFS should be located in a user defined
folder. The required input files are the following:

grid.dat or xyz.dat The structured mesh for the fluid domain.
bcs.dat The option file for setting the BCs of the fluid boundaries.
vwis Executable file obtained upon code compilation.

Submission script The linux script for submitting the job in a linux based cluster.
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control.dat The file containing most of the control options.
ibmdata00, ibmdata01, etc. The mesh files for the immersed bodies, if any.

data The post-processing executable file

The fluid grid file, the immersed bodies grid files, the boundary conditions file and
the control file are described extensively in Section 4.2.

The remainder of this chapter describes the compiling process for obtaining the
executable vwis file, and the submission script for running the code.

3.3.2 Execute the Code

Each cluster may have different job resource manager systems although the most
common is PBS. If it is not PBS, your system manager may provide instructions
about the resource manager in use. There is ample documentation online as well.

In the case that your system uses the PBS system, the user can submit a job in
the cue with the example script shown below:

#!/bin /bash

##H## Job name

#H## Mail to user

#PBS —k o

#PBS —| nodes=1:ppn=16,walltime=4:00:00
#PBS —j oe

cd $PBS_O_WORKDIR

/openmpi_directory/mpirun —bind—to—core ./vwis>& err

In the script above, the job will use 1 node of 16 cpus per node (ppn). The
job maximum duration will be 4 hours (walltime). The name of the file executed is
“vwis”, and the on screen information will be stored in “err” file.

The command for submitting this script is

gsub script_name.sh

One can check the status of the job,
showq

To finalize the job type
qdel job_id
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3.3.3 Simulation Outputs

vfieldX.dat, ufieldX.dat, pfieldX.dat, nvfieldX.dat, 1fieldX.dat, cs_X.dat
These are binary files containing the flow variables at the whole computational
domain at a given time step indicated by “X”. These files will be exported at
every “tio” times steps, where “tio” is a control option. The content in each of
these files is summarized in Table 3.1.

Table 3.1: Description of the instantaneous output results

File Name

Containing variable Description of the Variable

viield’x’.dat ~ Ucont Contravarian  velocity = components
(fluxes)

ufield’x’.dat  Ucat Cartesian velocity components

pfield’x’.dat P Pressure field

nvfield’x’.dat Nvert If IB is used, it indicates the classifica-
tion of nodes. 3 is structure node, 1 is
IB node, and 0 is fluid node.

Ifield’x’.dat level The distance function used in the lev-
elset method to track the interface

cs_'x’.dat Cs The eddy viscosity coefficient when us-
ing LES.

Converge dU
This text file contains the following information:

e The

first number displayed in each of the lines is the time step number.

e Second column is the algorithm that the line refers to (momenum, poisson,
levelset, IBMSERAO)

momentum: Momentum equation solver.

poisson: Poisson solver for the second step of the fractional step
method.

levelset: If using the level set method it refers to the Reinitialization
equation.

IBMSERAQ: Refers to the searching algorithm for node classification
when at least one immersed body is present.

e The third column is the computational time in seconds that it takes the
algorithm to complete.

e The fourth column, if any, is the convergence of the corresponding solver.
In the case of the Poisson solver the convergence is the maximum diver-
gence and is indicated with “Maxdiv="".
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Kinetic_Energy.dat
This file exports a text file with two columns. The first column displays the
time, and the second column the total kinetic energy of the whole computational
domain calculated as follows

Ni j
KE = Z Zu?jk—kvfjk%—wfjk, (3.1)

where N;,N;, and Ny is the number of grid nodes in the ¢, j, and £ directions,
respectively, and w;ji, vijr, and w;j;, are the Cartesian velocity components
computed at the cell centers. The function KE_OQutput is responsible for
creating this file.

FSI_position00, FSI_position01, etc
This is a text file containing information about the immersed body location,
velocity and forces for the linear degrees of freedom in the x, y, and z direction.
It consists of 10 columns as follows:

tiyl/a:yy/aHFvay)Yy?Fya}/zay';;;an (32)

where ¢ is the time step number, Y is the body position with respect to its
initial position, Y is the body velocity, and F the force that the fluid imparts to
the immersed body. If multiple immersed bodies are used, the code will print a
file for each of the bodies, labeled with the body number.

FSI_Angle00, FSI_Angle01, etc.
This output file is similar to the FSI_position file, but for the rotational degrees
of freedom. It contains information about the immersed body rotation angle
and angular velocity of the body. It consists of 7 columns as follows:

ti,0,,0,,0,,0,,0,,0,, (3.3)

where ti is the time step number, © is the body rotation with respect to its
starting position and © is the body angular velocity. If multiple immersed
bodies are used, the code will print a file for each of the bodies, labeled with
the body number.

Force_Coeff_SI00
This text file contains information about the forces that the fluid imparts to
the immersed body in the three linear degrees of freedom, x, y, and z. The file
has 10 columns with the following data:

ti?vaFyanaCpxacpy70pzuApxaApy7ApZ7 (34>

where ti is the time step number, F' denotes the fluid force applied to the body,
Cp the normalized force coefficient, and Ap the area of the body projected in

21



the corresponding direction which has been used for computing Cp. Again, a
different file is exported for each additional immersed body.

Momt_Coeff_S100
This file is equivalent to Force_Coeff SO0 but in the rotational degrees of free-
dom. The information exported is the following:

ti, My, M, M, (3.5)

where t7 is the time step number and M denotes the moments applied to the
structure.

surface000_00_nf.dat, surface000_01_nf.dat, ...
These are tecplot ASCII files containing the surface of the corresponding 1B
body at the time step indicated at the first number of the file name. It basically
contains the x, y, and z coordinates of the nodal points of the triangular mesh.

sloshing.dat
Data file with information about the free surface elevation in the center of the
tank for the sloshing case. The first column is the simulation time [sec|, the
second is the computed surface elevation [m] at the tank center, the third is
the expected theoretical solution at the tank center, and the final column is the
error.

3.3.4 Post-Processing

Once VFS reaches a time step at which data are output (multiple of “tio”, or out-
put time step), the output file can be post-processed. Post-processing consists of
converting the output files (ufieldxx.dat, vfieldxx.dat, pfieldxx.dat, nvfieldxx.dat,
lfieldxx.dat, lfieldxx.dat, etc), which are in binary form, to a format which is readable
for a visualization software such as TecPlot360 or Totalview.

Create plt Files for Tecplot360

To post-process the data, the executable “data” should be used with the following
command:

mpiezec ./data -tis 0 -tie 50000 -ts 100
where -tis is the start timestep, -tie is the end timestep and -ts is the time step interval
at which the files were generated.

The above step will generate n number of result files (for each timestep) compatible
with tecplot with names similar to: Resultxx.plt where xx indicates the timestep. The
.plt file can be opened in tecplot and worked upon.

The following webpage contains several tutorials in flash video on how to use
tecplot: http://www.genias-graphics.de/cms/tp-360-tutorials.html

22



Create vtk Files for Totalview

If the user wants to visualize the files using Totalview, the option -vtk 1 should be
included as follows
mpiexec ./data -tis 0 -tie 50000 -ts 100 -vtk 1

Averaged results

By default, the plt and vtk files contain instantaneous data results even if the code
has performed averaging of the results (-averaging set to 1, 2, or 3 at the time that
the code is executed). To include the averaged results in the post-processed file the
option -avg needs to be activated when executing the file “data”. The option -avg
can be set to 1, 2, and 3, depending on the amount of information to be included in
the post-processed file, having an impact on the overall file size. If -avg is set to 1,
the post-processed file contains only averaged velocity and turbulence intensities (U,
V, W, uu, vv, ww, wv, vw, uw); if it is set to 2, the post-processed file contains the
same as the case for -avg 2 plus the averaged pressure and pressure fluctuations; if it
is set to 3, the file contains the same variables as in -avg 2 plus averaged vorticity.
Note that for post-processing the data using the options -avg 2 and 3, the code should
have been executed using the option -averaging with a value equal or larger than the
-avg value. An example on how to process averaged results is as follows:
mpiezec ./data -tis 0 -tie 50000 -ts 100 -avg 1

3.3.5 The Post-Processed File

Instantaneous Results

The variables of the post-processed results file, regardless of being Tecplot or To-
talview formatted, are summarized in Table 3.2.

Table 3.2: Description of the instantaneous output results in the postprocessed file.
Variable Description
X, Y, Z Coordinates of the fluid grid

U, V, W  Velocity components at the grid cell centers

Uu, Velocity magnitude

P Pressure field

Nvert If IB is used, it indicates the classification of nodes. 3 is
structure node, 1 is IB node, and 0 is fluid node.

level The distance function used in the levelset method to

track the interface

23



Averaged Results

The variables of the post-processed results file, regardless of being Tecplot or To-
talview formatted, are summarized in Table 3.3.

Table 3.3: Description of the time averaged output results in the post-processed file.
Variable Description

X, Y, 7Z Coordinates of the fluid grid

U, VvV, W Averaged velocity components at the grid cell centers

uu, vv, ww, uv, uw, vw Turbulence intensities

P Averaged pressure field

Nvert If the IB method is used, it indicates the classification
of nodes. 3 is structure node, 1 is IB node, and 0 is fluid
node.

level The distance function used in the levelset method to

track the interface

24



Chapter 4

Code Input Parameters

4.1 Units

In terms of the units that the code uses, the user needs to differentiate between two
cases, when the level set method is active (levelset option set to 1) and when it is not
active (levelset option set to 0). In the case that the level set method is not active,
the Navier-Stokes equations are solved in the dimensionless form. In this case, it is
recommended that the reference length of the domain and the reference velocity of
the flow are both equal to one.

In the case that the level set method is in use, the equations solved have real
dimensions, and the units are in MKS (meters-kilograms-seconds system).

4.2 VFS Input Files

The VFES code requires several input files that have to be located by default at the
cases directory. The input files are the following:

control.dat
bes.dat
grid.dat

ibmdata00, ibmdata01, ibmdata02, etc. (if IB method is in use)

4.2.1 The control.dat File

The file control.dat is a text file that is read by the code upon initiation. It contains
most of the input variables for the different modules of the code. The order in which
the different options are included in the control file is not relevant, however it is
recommended to group the options in categories as proposed below.
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The control options start with a dash “-” symbol. If for any case the same option
is introduced twice the code will take the value introduced latest in the file. If a
control option wants to be kept in the control file for later use it can be commented
by introducing a “!” sign in the start of the line.

Time Related Options
dt (double)

Time step size for the solution of the Navier-Stokes equations. The CFL
number has to be smaller than 1 although values less than 0.5 are rec-
ommended. When using the level set method, the CFL number is more
restrictive and in that case the CFL should be lower than 0.05.

tio (int)

The code exports the complete flow field data every time step that is a
multiple of the value of this parameter.

totalsteps (int)
Total number of time steps to run before ending the simulation.
rstart (int)

This option is for restarting a simulation. The value given to this parameter
is the time step number for which the simulation will restart. This option
can only be used if results from a previous simulation are present in the
folder. Note that even if the value is set to zero, the simulation will restart
from a previous run, in that case, from a zero time step.

rs_fsi (int 0, 1)

This parameter can be used when restarting a simulation (rstart active)
and FSI module is in use. If rs_fsi is set to 1, the code will read the file
FSI_DATA corresponding to time step rstart. This file contains informa-
tion regarding the body motion such as body position, velocity, forces,
etc.

delete (int 0, 1)

If this option is set to 1, the code keeps in the hard drive only the result
files from the two last exported time step, deleting the files from previously
exported time steps.

averaging (int 0, 1, 2, 3)
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If this parameter is set to 1, 2, or 3, the code performs time averaging of
the flow field. Time averaging is typically started when the flow field is
fully developed which occurs when the kinetic energy of the flow is sta-
bilized. Therefore, averaging is a two stage process. In the first stage,
the simulation is started with the averaging option set to zero and ad-
vanced to a point in which the flow is developed. In the second stage,
the flow results from stage 1 are used to restart the simulation and start
the averaging. The first step to do in stage 2 is to rename the flow field
files to be used from stage 1 (ufield XXXXXX.dat, vfieldXXXXXX.dat,
...) to the file name corresponding to time step 0 files (ufield000000.dat,
vfield000000.dat, ...). Then, the simulation can be restarted by activat-
ing the averaging option and setting the rstart option to 0 (restart from
time step 0). The reason that the files need to be renamed is because
of the way that the code performs averaging. The code uses the current
time step for dividing the velocity sum and obtaining the averaged results.
So if averaging is started at a non-zero time step, the number of velocity
summands will not correspond to the current time step number and the
average will not be correct. As long as the averaging has been started at
time step zero, there is no problem with restarting the simulation during
stage 2. The different values for this parameter, 1, 2, and 3, refer to the
amount of information that is averaged and exported to the results files. If
average is set to 1, only averaged velocities (U, V, and W) and turbulence
intensities (uu, vv, ww, uw, vw, uv) are processed. If the parameter is set
to 2, in addition to the averaged velocities and turbulence intensities, the
averaged pressure and pressure fluctuations are computed. Finally, if the
parameter is set to 3, the processed variables include the ones from option
2 plus the averaged vorticity vector. As already indicated in section 3.3.4,
to post-process the results and include the averaged results to the output
file, the option “avg” needs to be activated. The value given to “avg”
should be lower or equal to the value given to the option “averaging”.

Options for Boundary Contitions
inlet (int)

The inlet option defines the inflow profile type when the inlet plane is set
to inflow mode (see bes.dat description). It also sets the velocity initial
conditions to the one corresponding to the inlet profile.

1: Uniform inflow with velocity value determined by the option flux.

13: This option is used for performing channel flow simulation. It sets the
velocity initial condition to follow a log law. The domain height (channel

half height) has to be 1.
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100: Imports inflow from external file. The external files must have a cross
plane grid geometry equivalent to the one of the current simulation grid.

perturb (int 0, 1)

If a non-zero initial condition is given, this option perturbs the initial
velocity by adding random velocity values which are proportional to the
local streamwise velocity component.

wallfunction (int)

Use wall model at the walls of the immersed bodies. It basically interpo-
lates the velocity at the IB nodes using a wallfunction.

ii_periodic, jj_periodic, kk_periodic (int 0,1)

Consider periodic boundary conditions in the corresponding direction. When
this option is chosen in the control file, the corresponding boundaries in
bes.dat need to be set to any non-defined value such as 100.

flux (double)

0: Sets the velocity at the inlet boundary to 1.

Non-zero value = Sets the flux at the inlet boundary. The flux is defined
as the bulk inlet velocity divided by the area of the inlet cross section. The
units are m?/s or non-dimensional depending on whether level set is used.

Level Set Method Options
levelset (int 0,1)

Activates the levelset method. If used, the solved Navier-Stokes equations
are in dimensional form.

dthick (double)

If using the level set method, this parameter defines half the thickness
of the air/water interface. The fluid properties adopt their corresponding
value in each phase, and vary smoothly across this interface. Typical values
adopted by “dthick” are on the order of 2 times the vertical grid spacing.
Larger values may be necessary in extreme cases.

sloshing (int 0, 1, 2)

Sets the initial condition of the sloshing problem in a tank and exports to
a file (sloshing.dat) the free surface elevation at the center of the tank.

1: Sets the initial condition for the 2D sloshing problem in a tank.
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2: Sets the initial condition for the 3D sloshing problem in a tank.

0: Sloshing problem is not considered.
level.in (int 0, 1, 2)

Flat initial free surface with elevation defined by level in_height.
1: The free surface normal is in the z direction.

2: The free surface normal is in the y direction.
level_in_height (double)

When the level_in option is active this parameter determines the free sur-
face vertical coordinate which is uniform.

fix_level (int 0,1)

1: The free surface is considered but kept fixed. In this case, the level set
equation is not solved.

fix_outlet, fix_inlet (int 0,1)

When using inlet and outlet boundary conditions, activating any of these
parameters will keep constant the free surface elevation at the correspond-
ing boundary.

levelset_it (int)

Number of times to solve the reinitialitzation equation for mass conserva-
tion. Higher number may be useful in cases involving high curvature free
surface patterns.

levelset_tau (double)

Parameter to define the pseudo-time step size used in the reinitialization
equation. The pseudo time step is levelset_tau times the minimum grid
spacing.

rho0, rhol (double)

Density of the water and the air respectively.
mu0, mul (double)

Dynamic viscosity of the water and the air respectively.
stension (int 0,1)

If active it considers the surface tension at the free surface interface.
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Modelling Options and Solver Parameters
les (int 0,1,2)

Activating the LES model.
1: Smagorinsky - Lilly model.

2: Dynamic Smagorinsky model (recommended).
imp (int 1,2,3,4)

Type of solver for the momentum equation. The only value supported is
4 which corresponds to the Implicit solver. Other values correspond to
obsolete approaches and are not guaranteed to work.

imp_tol (double)

Tolerance for the momentum equation. A value smaller than 1.0 x 1075
would be recommended.

poisson (int -1,0,1)

Selection of the Poisson solver. The only value supported is 1, other values
correspond to obsolete approaches and are not guaranteed to work.

poisson_it (int)

Maximum number of iteration for solving the Poisson equation. If the
tolerance set by the option poisson_tol is reached the Poisson solver is
completed before reaching poisson_it iterations.

poisson_tol (double)
Tolerance for the maximum divergence of the flow.

ren (double)

This parameter defines the Reynolds Number in the case of non-dimensional
simulations. When using the level set method, the equations solved have
dimensions and “ren” is not in use.

inv (int 0,1)

1: Neglects the viscous terms in the RHS of the momentum equation, and
thus the flow is considered inviscid.
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Immersed Boundary Method Options
imm (int 0,1)

Activate the immersed boundary method. The code will expect a struc-
tural mesh (ibmdata00).

body (int)

If using the immersed boundary method, this parameter determines the
number of bodies considered. There must be the same number of IB meshes
(e.g., ibmdata00, ibmdata0l,...,ibmdataXX, where XX is the number of
bodies).

thin (int)

Option for simulating bodies with very sharp geometries where the reso-
lution is not sufficient to resolve the depth.

X_C, y_c, z_c (double)
Initial translation of the immersed body position.
angle x0, angle_y0, angle z0 (double)

Initial rotation of the immersed body position with respect to the center
of rotation defined by x.r, y_r, and z_r. Note that the initial rotation is
applied after the translation for which x_r, y_r, and z_r are defined.

Fluid-Structure Interaction Options
fsi (int 0,1)

1: Activates the ability to move the structure in a single translational DoF.
Select the desired DoF by setting one of the following options to 1: dgf_ax,
dgf_ay, or dgf_az.

forced_motion (int 0, 1)
When “fsi” is active, the parameter controls whether to use prescribed

motion or FSI motion.

0: The motion of the structure is computed in a coupled manner with the
flow.

1: The motion of the structure is prescribed. Both the position of the
structure in time as well as the velocity in time are specified in the function
Forced_Motion which is located in the code source file fsi_move.c. In this
function the motion is defined with an analytic expression. If a user needs
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to set a specific motion which can be defined through a mathematical
expression it needs to be implemented by editing this function. Obviously,
if the code is edited it also needs to be recompiled.

rfsi (int 0,1)

1: Activates the ability to move the structure in a single rotational DoF.
Select the desired rotational DoF by setting rotdir.

rotdir (int 1,2,3)

When rfsi is active, the parameter selects the axis of rotation.
1: Rotation along the x axis.
2: Rotation along the y axis.

3: Rotation along the z axis.
fsi_6dof (int 0,1)

1: Activates the ability to move the structure in up to six DoF. Each of
the six DoF can be activated independently of each other with the follow-
ing control options: dgf x, dgf.y, dgf z, dgf_ax, dgf ay, dgf az, (described
below). Note that any combination of the six DoF is valid regardless of
the translational DoF or rotational DoF. One can obtain the same results
as using the “fsi” option or the “rfsi” option by activating only one of the
6 DoF.

dgf ax, dgf ay, dgf_az (int 0, 1)

In the case of a single translational DoF (fsi 1), the desired translational
DoF is specified by setting one of these to 1.

When using fsi_6dof multiple DoF can be activated.
dgf x, dgf_y, dgf z (int 0, 1)

In the case of a single rotational DoF (rfsi 1), the desired rotational DoF
is specified by setting one of these to 1.

str (int 0, 1)

0: When either fsi or rfsi are active, the parameter uses the loose coupling
algorithm.

1: When either fsi or rfsi are active, the parameter uses the strong coupling
algorithm.

red_vel, damp, mu_s (double)
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Parameters to be used in the test case “VIV of an elastically mounted rigid
cylinder”.

body_mass (double)
Mass of the structure.
body _inertia x, body_inertia_y, body_inertia_z (double)

Moment of inertia with respect to the center of rotation defined by x_r,
y.r, and z_r.

body_alpha_rot_x, body_alpha rot_y, body_alpha rot_z (double)
Damping coefficient for the rotational DoF's.

body_alpha_lin_x, body_alpha lin_y, body_alpha_lin_z (double)
Damping coefficient for the translational DoF's.

body_beta_rot_x, body_beta_rot_y, body_beta rot_z (double)
Elastic spring constant for the rotational DoF's.

body beta lin x, body_beta lin_y, body _beta_ lin z (double)
Elastic spring constant for the translational DoFs.

x_r, y_r, z_r (double)
Center of rotation in the rotational DoF's.

fall_cyll_case (int 0, 1)

Option for the falling cylinder test case.

Wave Generation Options

wave_momentum _source (int 0, 1, 2)

When using the level set method, the parameter activates the wave gener-
ation module, based on the method of Guo and Shen (2009).

0: Waves are not generated.
1: Waves are read from an external file.

2: A single monochromatic wave is generated.

wave_angle_single (double)
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In the case that wave_momentum _source is equal to 2, the parameter sets
the wave initial phase.

wave_K single (double)

In the case that wave_momentum_source is equal to 2, the parameter sets
the wave number.

wave_depth (double)

In the case that wave_momentum_source is active, the parameter sets the
water depth. This parameter is used in the dispersion relation to compute
the wave frequency.

wave_a_single (double)

In the case that wave_momentum _source is equal to 2, the parameter sets
the wave amplitude.

wave_ti_start (int)
Time step to start applying the wave generation method.
wave_skip (int)

This option is used in the case that wave_momentum_source is equal to
1 (waves are imported from external files). The external data file to be
imported, which has been generated using an external code, may have a
time step size not equivalent to the time step of the present code simulation.
Usually the time step size in the wave data is significantly larger than that
from the present simulation (Atyave—data = Atsimutation X b, where b is an
integer). By setting wave_skip to b, the code will import a new wave data
file every wave_skip time steps, and since wave_skip=b, the time of the
simulation will match the time of the wave data.

wind_skip (int)

This option is equivalent to wave_skip but for importing the inlet wind
profile when the option air_flow_levelset is equal to 2.

wave_start_read (int)

This parameter is useful for restarting the simulation in the case that
wave_momentum_source is equal to 1 (waves are imported from exter-
nal files). The code will import the wave file corresponding to the wave
time step wave_start_read, instead of importing the starting wave data file

(WAVE_info000000.dat).
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wind_start_read (int)

This parameter is useful for restarting the simulation in the case that
air_flow_levelset is equal to 2 (inlet wind profile is imported from external
files). The code will import the wind data file corresponding to the wind
time step wind_start_read, instead of importing the first wind data file
(WAVE_wind000000.dat), .

wave_recicle (int)

In the case that wave_momentum_source is equal to 1 (waves are imported
from external files) and the wave time step reaches this number, the wave
time step is recycled to 0, which means that the code will import the wave
data corresponding to time step 0 (WAVE_info000000.dat).

wind_recicle (int)

In the case that air_flow_levelset is equal to 2 (wind is imported from
external files) and the wave time step reaches this number, the wind data
time step is recycled to 0, which means that the code will import the wind
data corresponding to time step 0 (WAVE_wind000000.dat).

wave_sponge_layer (int 0, 1, 2)

1: Sponge layer method is only applied at the x boundaries.
2: Sponge layer method is applied at the four lateral boundaries.

wave_sponge_xs (double)

Length of the sponge layer applied at the x boundaries.
wave_sponge_x01 (double)

Starting x coordinate of the first sponge layer applied at the x boundary.
wave_sponge _x02 (double)

Starting x coordinate of the second sponge layer applied at the x boundary.
wave_sponge_ys (double)

Length of the sponge layer applied at the y boundaries.
wave_sponge_y01 (double)

Starting y coordinate of the first sponge layer applied at the y boundary.
wave_sponge_y02 (double)

Starting y coordinate of the second sponge layer applied at the y boundary.
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Turbine Parameterization Options

rotor_modeled (int 0, 1, 2, ..., 6)

Activate the turbine modeling option with the following parameterization
approach:

: Actuator disk model using the induction factor as input parameter.
: Option for development purpose. This option is currently obsolete.

: Actuator line model.

1
2
3
4: Actuator disk model using thrust coefficient as a input parameter.
5: Actuator surface model (under development).

6

: Actuator line model with an additional actuator line for computing the
reference velocity.

turbine (int)
Number of wind/hydro-kinetic turbines to be modeled.

reflength (double)

Reference length of the turbine. The code will divide the imported turbine
diameter (from the mesh file and Turbine.inp) by this amount.

rotatewt (int 1,2,3)

Direction to which the turbines point to.
1: i direction
2: j direction
3: k direction

r_nacelle (double)

This parameter represent the radius of the turbine nacelle. The code will
ignore the rotor effect within this radius.

num _foiltype (int)

Number of foil types used along the turbine blade. VFS requires a de-
scription file named FOIL0O, FOILO1, ..., for each foil type as described in
Section $4.2.6.

num _blade (int)
Number of blades in the turbine rotor.

refvel_wt, refvel cfd (double)
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These parameters do not have any effect in the simulation, and are only
for normalizing the output profiles. One can set them to 1 and normalize
when plotting the data.

loc_refvel (int)

Distance upstream of the turbine in rotor diameters where the turbine
incoming velocity or reference velocity is computed.

deltafunction (int)

Type of smoothing function within which the pressure due to the rotor is
applied.

halfwidth_dfunc (double)

Half the distance for which the turbine effect is smoothed. The value is
expressed in number of grid nodes.

4.2.2 The bcs.dat File

The bces.dat file is another text file with information about the boundary conditions
of the fluid domain boundaries. Lets denote the six boundaries as Imin, Imax, Jmin,
Jmax, Kmin, and Kmax, corresponding to the starting and ending boundary in the
i, j and k directions, respectively.

The format of the bes.dat file is a single line with the 6 integers corresponding to
each of the boundaries. This number can adopt the following values:

Table 4.1: Options for the bes.dat file

Boundary condition type Value
Slip Wall 10
No slip wall 1
No slip with wall modelling, smooth wall -1
No slip with wall modelling, rough wall -2
'Periodic boundary conditions 100
Mnlet 5
Outlet 4

The bces.dat file has the following aspect: Imin-value Imax-value Jmin-value Jmax-
value Kmin-value Kmax-value

Example. Simulation case with slip wall at the Imin, Imax, Jmin, Jmazx bound-
aries, and inlet and outlet along the k direction:
1010 10 10 5 4

'Require additional information in the control file. Further details can be found in the corre-
sponding section.
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4.2.3 The Grid File

The grid file (grid.dat) is formatted with the standard PLOT3D. The file can be
imported in binary form or in ASCII form. For importing the grid in binary form the
option binary in the control.dat has to be set to 1, otherwise the code expects the
ASCII form.

Any grid generator software that is able to export PLOT3D grids may be suitable
for VFS. However, Pointwise is recommended.

When creating the mesh, the user needs to pay attention to the orientation of two
different sets of coordinate systems. The Cartesian components which are indicated
in Figure 4.1 with z, y, and 2, and the curvilinear components which are attached
to the mesh and are referred to as ¢, j, and k. Both coordinate systems should be
right-hand oriented.

The recommended axis combination between Cartesian components and grid co-
ordinates is depicted in Figure 4.1.

Y verical
A direction

spanwise
direction
X W
>
streamwise
i direction

/ Z
Figure 4.1: Axis orientation

A third format type that VFS can handle is “SEGMENT”. This format is suitable
only for cases where the fluid mesh is Cartesian, as the only information that the mesh
file stores are the grid points of the three axis. An obvious advantage of this approach
is that the mesh file size is much smaller than the “PLOT3D” formatted files.

To use “SEGMENT?” format, the grid file should be named “xyz.dat” and the op-
tion “xyz” in the control file should be set to 1. In the first three lines, the “xyz.dat”
file contains the number of grid nodes of the mesh for each of the three axis N, N,,
and N,. The values are followed by the three coordinate of the points in the X axis,
then the coordinates of the points in the Y axis, and finally the coordinates of the
points in the Z axis as follows:

X1 Yo1 Zna
Xx2 YVzZ Zx?
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XxNI YxNz ZxXI
Xyl ng-/l Zyl
Xy Yy Zyo

XyNy Y;JNy ZyXy
le Yzl Zzl
Xz2 }/;2 Zz2

XzNZ }/;'NZ ZzXZ

4.2.4 The Immersed Boundary Grid File

The immersed boundary method allows one or more immersed bodies to be incor-
porated into the computational domain. If more than one body is considered, by
default, each body has its own body mesh and its name is ibmdata0O for the first
body, ibmdata0l for the second body, etc.

The body mesh is an unstructured surface mesh with triangular nodes. The format
is the standard UCD. When generating an immersed boundary mesh one needs to
consider the following:

e The normal direction of the triangular elements must point towards the flow.

e In general, a triangular mesh with triangles of similar sizes as the fluid back-
ground mesh is recommended. If the immersed boundary is a flat wall, the
triangular mesh may be coarser than the fluid mesh without loss of accuracy.

4.2.5 The Wave Data External File

The wave generation module allows the incorporation of broadband wave fields with
large number of frequency components (wave_momentum source set to 1). The origin
of the wave data can be from a precursor simulation (far-field simulation) using an
external wave code or from real measurements. A broadband wave field composed of
NZMOD/2 x (NYMOD + 1) wave frequencies, where NZMOD/2 is the number
of frequencies in the Z direction and 2 x (NY MOD + 1) is the number of frequencies
in the X direction) can be given by the following expression

k.=NZMOD/2 k,=NXMOD/2
n(z,x) = Z Z g, k, C0S(kx PEZ %24k, PEX %140, 1) (4.1)

k=1 ke=—NXMOD/2

where 7 is the free surface elevation, k, and k, indicate the directional wave numbers,
a is the wave amplitude, and (@) is the wave phase. PEZ and PEX are coefficients
to scale the wave numbers, which are usually set to 1.
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The code will read the wave data file named WAVE_infoXXXXXX.dat, where
XXXXXX represents the time step of the wave data. The first line of the wave data
file contains the time of the wave, NZMOD, NXMOD, PEZ, and PEX. The second
line is where the actual wave data starts. The wave file is as follows:

timeyae NZMOD NXMOD PEZ PEX
Ak =1k =0 Ok,=1,ky=0
k=2 k=0 Ok,=2.k,=0

Aj,=NZMOD/2,ks=0 k. =NZMOD/2,ks=0
Ak,=1k,=1 9k2:1,kz=1
k=2 k=1 Ok,=2 k=1

Ak,=NZMOD/2,k,=1 ekZ:NZMOD/Q,kzzl
Ak,=1k,=—1 9k2=1,k1=71
Ak, =2 ky=—1 9142:2,1%:71

Ak,=NZMOD/2,ks=—1 k.=NZMOD/2,ks=—1
Ap=1ky=2 Ok =1 k=2
Ak, =2, kp=2 9k222,kz:2

Ak, =NZMOD/2 k=2 ekZ:NZMOD/Z,kI:Q
Q=1 ky=—2 Ok =1 ky=—2
Af, =2 ky=—2 Ok, =2 k,=—2

Al,=NZMOD/2,ky=—2 Ok.=NZMOD /2,y =—2

Ak, =1 ky=NXMOD/2 k. =1 ku=NXMOD/2
Ak, =2 k,=NXMOD/2 ekzz2,kz:NXMOD/2

Aj,.=NZMOD/2,ke=NXMOD/2 k. =NZMOD/2,ks=NXMOD/2
Ak, =1ky=—NXMOD/2 ekzzl,kx:—NXMOD/Q
Ak, =2, ky=—NXMOD/2 Ok.=2 ke=—NXMOD/2

Ak,=NZMOD/2,ky=—NXMOD/2 Ok.=NZMOD/2,ks=—NXMOD/2

As discussed in the control option for the wave module, the wave time step size
may no be equal to the time step of the present code simulation. Usually the time
step in the wave data is significantly larger than that from the present simulation
(Atwave—data = Atsimutation X b, where b is an integer). By setting wave_ skip to b,
the code will import a new wave data file every wave_skip time steps, and since
wave_skip=b, the time of the simulation will match the time of the wave data.

If the wave frequencies do not vary in time, one could use a single wave data file
by setting the option wave_skip to a very large value.
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The wave module also allows the wind field associated with a wave field pre-
computed simulation to be incorporated by setting air_flow_levelset to 2. In such a
case, the code will read the wave data file named WAVE_windXXXXXX.dat, with
XXXXXX representing the time step of the wind data. The first line of the wind
data file contains the time of the far-field simulation, the number of grid points in
the vertical direction NY', and the number of grid points in the horizontal direction
NX. The actual wave data starts in line two. The overall structure of the file is as
follows:
timefar,ﬁeld NY NX
Xo,0 Yo,0 Zoo Uoo Voo Woo
Xo1 Yo Zo1 Upa Vo1 Woa

Xonx Yonx Zonx Uonx Vonx Wonx
X0 Y10 Zio Uip Vipg Wip
XiaYia Zia Ui Vig Wi

Xinx Yinx Zinx Uinx Vinxy Winx

Xnyo Ynvo Znvo Unvo Vv Wy
Xnyvi1 Ynvi Znvi Unva Vv Waya

XNY,NX YNY,NX ZNY7NX UNY,NX VNY,NX WNY,NX

4.2.6 The Files Required for the Turbine Rotor Model
The Turbine.inp Control File

The Turbine.inp file is a text file containing input parameters used by the rotor model.
The file has two lines, the first line is ignored by VFS and only used for informative
purposes by listing the input variable names. The second line is the control value
corresponding to the variable listed in line 1 as shown in the example below.

nx_tb—ny_tb—nz_tb—x_c—y_c—z_c—indf_axis—Tipspeedratio—J_rot
0.0 0.0 1.0 0.0 0.104 0.256 0.36 4.5 14380000

nx_tb, ny_tb, nz_tb (double)

Normal direction of the turbine rotor plane.
X_C, y_C, z_c (double)

The turbine rotor initial translation.

indf_axis (double)
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Induction factor when using the actuator disk model (rotor_model=1).
Tipspeedratio (double)

Tip speed ratio when using the actuator line model (rotor_model=3,6).
The tip-speed ratio (T'SR) can adopt negative values which indicate that
the turbine is rotating counterclockwise with respect to the stream-wise
axis.

J_rotation (double)

Rotor moment of inertia used only when the option “turbinetorquecontrol”
is active.

r_rotor (double)
Radius of the turbine rotor.

CP_max (double)

Maximum power coefficient of the turbine; used only when the option
“turbinetorquecontrol” is active.

TSR _max (double)

Refers to the maximum TSR of the turbine; used only when the option
“turbinetorquecontrol” is active.

angvel fixed (double)

Rotor rotational speed when the option “fixturbineangvel” is active. The
variable angvel fixed can adopt negative values which indicate that the
turbine is rotating counterclockwise with respect to the stream-wise axis.

Torque_generator (double)

Turbine torque, used only when the option “turbinetorquecontrol” is ac-
tive.

pitch (double)

Pitch angle of the turbine blades when using actuator line or actuator
surface models.

CT (double)

Thrust coefficient used with rotor_modelled 4.
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The acldata000 Mesh File

The acldata000 file is an ASCII data file containing the mesh of the turbine model.
When using the actuator line model, the file consists of n segments, where n is the
number of rotor blades, as shown in Figure 4.2(a). The ASCII data file uses the
SEGMENT format.

In the case of the actuator disc models, the mesh is a UCD formatted unstructured
triangular mesh, and the rotor is represented with a circle as shown in Figure 4.2(b).

The turbine center, o, of this mesh could be located directly at the actual position
of the turbine, or alternatively, centered at the origin and later translated with the
control options x_c, y_c, and z_c defined in the rotor model control file “turbine.inp”.

In the actuator line model the coordinate attached to the segment ¢ has to point
towards the tip of the blade. In the actuator disk model, the direction normal to the
rotor has to point towards the direction of the flow.

(a) (b)

Figure 4.2: Representation of the “acldata000” mesh used to represent the blades in
the (a) actuator line model and (b) actuator disk model.

The Urefdata000 Mesh File

The Urefdata000 file is a UCD formatted triangular mesh equivalent to the actuator
disk acldata000 file. The purpose of this file is to compute the inflow reference velocity
required for both the actuator disk and actuator line models.

The disk dimensions and normal direction in Urefdata000 have to match the di-
mensions of the turbine rotor defined in “turbine.inp”.

The code positions the disk upstream of the actual turbine location. At every time
step, the velocity of the flow is transferred to each triangular element of this mesh.
By adding the velocity at all triangular elements and dividing by the surface of the
disk, the code computes the turbine reference velocity (disk average velocity). As an
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example, when using the actuator line, the reference velocity is used for determining
the TSR of the simulation.

The CDO00, CDO01, CDO02, ..., and CL00, CLO01, CLO02, ... Files

These files contain the lift and drag coefficients at each profile along the turbine blades
when using the actuator line model (rotor_model 3 or 6). The first two lines in the
file are descriptive and the third line defines the number of data points in the file.
Starting at line 4, the angle of attack (column 1), in degrees, and Lift /Drag coefficient
(column 2) are listed as shown in the example below.

Airfoil type: DU97-W-300

Drag coefficients
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7.50925697358677e—001 1.41002221673661e—002
2.25610960256727e+000 2.10614663046161e—002
4.32615403604048e+000 2.79782769686497e—002
6.20902246358924e+000 2.78301653912614e—002

8.98528141199704e+001 2.13806467538879e4-000

The FOIL00, FOILO1, FOIL02, ... Files

These files contain the angle of attack and chord length for each profile used along the
turbine blades when using the actuator line model (rotor_model 3 or 6). The first two
lines in the file are descriptive and the third line defines the number of data points in
the file. Starting at line 4, the distance from the blade section to the turbine hub in
non-dimensional units or in meters (column 1), the blade section angle of attack in
degrees (column 2), and the profile chord length in non-dimensional units or meters
(column 3) are listed as shown in the example below.

Turbine type: Clipper 2.5 MW
Airfoil type: Circular

7

0.000 9.5 2.400

2.800 9.5 2.400

3.825 9.5 2.385

4.950 9.5 2.259

6.950 9.5 2.338

8.950 9.5 2.339

10.800 9.5 2.848
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Chapter 5

Library Structure

5.1 The Source Code Files

The source code is structured in several files with extension “.c” and one file with
extension “h”. The header file (variables.h) is included at the beginning of any
other “.c” file and contains all the function prototypes, global variable definitions,
and structure definitions. The “.c¢” files contain the subroutines which are generally
grouped by code module. A brief description of the “.¢” files is presented as follows:

main.c
Main code file where the code is initialized and finalized

bcs.c
Subroutines for specifying boundary conditions

compgeom.c, ibm.c, ibm_io.c, variables.c
Subroutines for the IB method

fsi.c, fsi_move.c
Subroutines for the FSI module

level.c, distance.c
Subroutines for simulating two-phase free surface flows with the levelset method

wave.c
Subroutines for the wave module (also to simulate wind over waves, in which
the wind is imported from a far-field simulation)

data.c
Subroutines for post-processing and visualizing the results

wallfunction.c
Subroutines for the wall modeling
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rotor_model.c
Contains all the subroutines that are necessary for simulating a wind turbine
or a hydro-kinetic turbine using the actuator disk or actuator line models

les.c
Subroutines for the turbulent models

solvers.c, implicitsolver.c, momentum.c, poisson.c, poisson_hypre.c, rhs.c,
rhs2.c, timeadvancing.c, timeadvancingl.c
Contains all the subroutines used by the flow solver, including the momentum
and the Poisson equations

init.c
Subroutines for initializing the code variables

metrics.c
The subroutines for computing the grid Jacobian and metrics

5.2 The Flow Solver

To describe the basic elements of the flow solver we present a code flow chart of VFS,
which displays the order in which the relevant functions of the code are called. This
code flow chart corresponds to the most simple case that VFS can simulate and no
additional module is considered. An example would be to perform Direct Numerical
Simulation of the channel flow case.

As in any “c” code, the so called main function is the entry point or where the
software starts the execution. In the code flow chart presented below the functions,
emphasized in bold, are indented such that the functions from a lower level are called

by the function of the above level.

e main (pre-processing)
In the first part of this main function, the code pre-processing is performed as
follows:

— MG _Initial
Reads the structured grid file (grid.dat), partitions the domain within the
cpus, allocates memory for the main variables in a partitioned form. Also
reads the boundary conditions file (bcs.dat).

x FormMetrics
Computes the metrics and Jacobians of the transformation given by
equation (2.2).
— Calc_Inlet_Area
Computes the inlet area corresponding to section k=0. The code was
designed such that the stream-wise direction is k.
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— SetInitialGuessToOne
Sets the initial velocity of the whole computational domain at time=0 to
a specific profile defined by the variable inlet.

— Contra2Cart
Using the Cartesian velocity components at the cell centers, the contravari-
ant velocity components at the cell faces are calculated through interpola-
tion.

e main (time iteration)
At this point of the main function, the time-stepping loop starts.

— Flow_Solver
This function solves for the velocity and pressure fields to advance to time
step ti+1.

*

Calc_Minimum_dt
Calculates and prints the minimum time step size (dt) required such
that the CFL number is equal to 1.

Pressure_Gradient
Reads the pressure field and computes the pressure gradient.

Formfunction_2
Forms the right hand side of the momentum equation.

Implicit_MatrixFree
Solves the momentum equation.

PoissonSolver_Hypre
Solves the Poisson equation in the second step of the fractional step
method to obtain the pressure correction.

UpdatePressure
The pressure correction is applied to obtain the pressure field.

Projection
Corrects the velocity to make it divergence free.

IB_BC

Sets most of the boundary conditions. Note, however, that other func-
tions such as “Implicit_MatrixFree” and “Contratocart” also deal with
a part of the boundary conditions.

Divergence

Checks and prints the maximum divergence to the output file Conver-
gence_du.

Contra2Cart

Using the Cartesian velocity components at the cell centers, the con-
travariant velocity components at the cell faces are calculated through
interpolation.
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x Calc_ShearStress
Computes and outputs the shear stress.

x+ KE_Output
Exports the total kinetic energy of the whole computational domain
to the file Kinetic_Energy.dat.

* Ucont_P_Binary Output
Writes the flow field results to files provided that the time step is a
multiple of the control option “tiout”.

e End of time-stepping loop

— MG _Finalize
This function is called right before ending the code to di-allocate all the
memory created during the execution of the code.

5.3 Code Modules

In the present section the main functions used by the different modules of the code
are reviewed. All modules follow a common structural pattern. First, a group of
functions are called for pre-processesing purposes, then, a second set of functions are
called with the purpose of advancing the solution in time.

e Subroutines for pre-processing. Upon initiation of the program and before
starting the time iteration, a set of functions are called to: (1) import the
module specific input files (if any); and (2) initialize and allocate memory for
the necessary variables. This process happens only once in the beginning of the
main function located in the file “main.c”.

e Subroutines for time advancing. After the initial pre-processing part is
completed, the code is ready to start advancing in time. Then a second set
of functions are used to compute, at every time step, the necessary elements
involved in the corresponding module. This part is generally executed from the
function Flow_Solver located in “solvers.c”.

5.3.1 The Level Set Method Module

e Subroutines for pre-processing. In this module, the pre-processing basically
consists of initializing the level set main variables and setting the free-surface
initial condition.

— MG _Initial Initializes the levelset variables. The levelset main variable
is named “level[k][j][i]”, which is defined as the distance from the current
cell center to the closest point of the free surface interface. It adopts a
positive value in the water phase and negative value in the air phase. The
free surface interface coincides with the zero level.
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— Levelset_Function_IC Sets the initial position of the free-surface.

e Subroutines for time advancing. Here the time-advancing involves solving
an advection equation to find the new location of the free surface interface and
a mass conserving reinitialization to ensure that the mass within the two phases
is conserved.

— Advect_Levelset Solves the levelset advection equation.

x Levelset_Advect_RHS Forms the right hand side terms of the ad-
vection equation.

— Reinit_Levelset Solves the mass conserving reinitizlization equation.
* Init_Levelset_Vectors Creates temporary arrays for solving the reini-
tialization equation.
x Solve_Reinit_explicit Solves the equation in an explicit form.

- Distance_Function RHS Forms the right hand side terms of the
reinitialization equation.

x Destroy_Levelset _Vectors Deletes the temporary arrays.
— Compute_Density Updates the density and viscosity values of the fluid
with the values corresponding to the new location of the free surface. The

function executes the functions Advect_Levelset and Reinit_Levelsetfree,
which update the free surface location.

— Compute_Surface_Tension Applies the surface tension at the free sur-
face.

— Levelset_BC Sets the boundary conditions of the free surface. The func-
tion is called both before and after solving the advective and the reinitial-
ization equations.

— Calc_free_surface_location Exports the free surface elevation to the ex-
ternal file FreeSurfaceElev_ XXXXXX.dat (XXXXXX refers to the time
step) at every “tiout” time steps.

5.3.2 The Large-Eddy Simulation (LES) Method Module

e Subroutines for pre-processing. In this module the pre-processing basically
consists of initializing the LES main variables.

— MG _Initial Initializes the LES model main variables.
e Subroutines for time advancing. Here the time-advancing involves com-

puting the new eddy viscosity, which is added to the diffusion term of the
momentum equation.
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— Compute_Smagorinsky_Constant_1 Computes the Smagorinsky con-
stant C,.

— Compute_eddy _viscosity LES Computes the eddy viscosity u; by ap-
plying equation (2.26).

— Formfunction_2 Adds the eddy viscosity term to the right hand side of
the momentum equation.

5.3.3 The Immersed Boundary (IB) Method Module

e Subroutines for pre-processing. In this module the pre-processing consists
of initializing the IB method variables and importing the IB mesh.

— main Initializes the primary variables for the IB method.

— ibm_read_ucd Reads and imports the body triangular mesh (ibmdata00,
ibmdata0l, ...).

— ibm_search_advanced Performs a classification of the fluid nodes de-
pending on its position with respect to the structure. This classification is
stored in the variable “nvert”. If nvert is 0 the node belongs to the fluid
domain and the equations are solved; if nvert is 3, the node belongs inside
the structural domain and the node is blanked from the computational
domain; if nvert is 1, the node is an IB node, which belongs in the fluid
domain but is located at the immediate vicinity of the structure. IB nodes
are where the velocity boundary condition of the body are specified.

— ibm_interpolation_advanced Computes the velocity boundary condi-
tions at the IB nodes. This computation can be done using linear interpo-
lation or using a wall model.

* noslip Applies the no-slip-wall boundary condition using linear inter-
polation.

x freeslip Applies the slip-wall boundary condition using linear inter-
polation. Used when the inviscid option is active.

x wall_function Applies a wall model assuming a smooth wall. Used
when the option wallfunction is active.

x wall_function_roughness Applies a wall model assuming a rough
wall. Used when the wallfunction option is active and rough_set is
specified.

e Subroutines for time advancing. The time-advancing part depends on
whether the body is moving or not. While the velocity boundary condition
at the IB nodes has to be recomputed at every time step, the classifications of
nodes has to be recomputed only if the body is moving.
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— ibm_search_advanced This function does not need to be called if the
body is not moving. Otherwise, this function needs to be called at every
time step, if the body is moving, to update the node classification once the
body position has been updated.

— ibm_interpolation_advanced The velocity at the IB nodes has to be
updated at every time step.

5.3.4 The Fluid-Structure Interaction (FSI) Algorithm Mod-
ule

e Subroutines for pre-processing. In this module the pre-processing consists
of initializing the FSI variables and applying an initial motion to the body.

— Fsilnitialize Initializes the variables for the body motion; either the mo-
tion is prescribed or determined using FSI.

— FSI_DATA Input Reads the external file “DATA_FSIXXXXXX_YY.dat”.
(XXXXXX refers to the time step and YY to the body number). This pro-
cess is necessary when the simulation is restarted. The option rstart_fsi
needs to be active.

— Elmt_Move_FSI_TRANS This function applies a linear translation to
the body mesh in a single DoF. The function is called when the single
translational DoF module is in use. In the pre-processing, the function is
used to apply an initial translation to the body either when starting the
simulation or when restarting.

— Elmt_Move FSI_ROT This function applies a rotation to the body mesh
in a single DoF. The function is called when the single rotational DoF
module is in use. In pre-processing, the function is used to apply an
initial rotation to the body, either when starting the simulation or when
restarting.

x rotate_xyz This function applies a rotation to a given point with
respect to a center of rotation in a given direction.

— Elmt_Move_FSI_ROT_TRANS This function applies the structural mo-
tion in any of the six DoF to the body mesh. The function is called when
the six DoF module is in use. During pre-processing, the function is used
to apply an initial motion to the body either when starting the simulation
or when restarting.

x rotate_xyz6dof This function applies a rotation to a given point with
respect to a center of rotation in the three axial directions.

e Subroutines for time advancing. The time-advancing part depends on
whether the body is moving or not. As already discussed for the IB method
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module, the velocity boundary condition at the IB nodes has to be recomputed
at every time step, and the classifications of nodes has to be recomputed only
if the body is moving.

— Struc_Solver This function computes and updates the new position of
the body. The function is called within the main function at every time
step.

*

Calc_forces_SI Computes the force and moments that the fluid im-
parts to the body.

Calc_forces_SI_levelset Computes the force and moments that the
fluid imparts to the body. It replaces Calc_forces_SI when the level
set method is in use.

Forced _Motion Computes the position and velocity of the structure
using the prescribed motion mode. Both the position and the ve-
locity are specified through an analytic expression. Needs to be fol-
lowed by a call to either the function Elmt_Move FSI_TRANS or
Elmt_Move FSI_ROT_TRANS.

Calc_FSI_pos_SC Solves the EoM in a single translational DoF.
Needs to be followed by a call to Elmt_ Move FSI_ TRANS.

Calc_FSI_pos_SC_levelset Solves the EoM in a single translational
DoF when the levelset method is active. Needs to be followed by a
call to ElImt_Move FSI_ TRANS.

Calc_FSI_pos_6dof _levelset Solves the six DoF EoM. Needs to be
followed by a call to ElImt_Move FSI_ROT_TRANS
Calc_FSI_Ang Solves the EoM in a single rotational DoF. Needs to
be followed by a call to Elmt_Move FSI_ROT.

Forced _Rotation Computes the rotation and angular velocity of the
structure using the prescribed motion mode through an analytic ex-
pression. Needs to be followed by a call to Elmt_Move_ FSI_ROT.
Note that after the motion has been applied to the body mesh, the
function ibm_search_advanced needs to be applied to update the
fluid mesh node classification.

— FSI_DATA _Output At every “tiout” time step, it exports the body mo-
tion information in the file “DATA_FSIXXXXXX_YY.dat”. (XXXXXX

refers to the time step and YY to the body number).

5.3.5 The Wave Generation Module

e Subroutines for pre-processing. In this module the pre-processing consists
of initializing the variables for the wave generation method and for specifying
the inlet wind from the far-field precursor simulation.
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— Initialize_wave Initializes the variables for the wave generation method.

— Initialize_wind Initializes the variables for importing the wind field from
the far field precursor simulation.

e Subroutines for time advancing. In this module the code needs to import
the wave data and, if necessary, the wind data, at the time steps for which it
needs to be updated (every wave_skip and wind_skip time steps, respectively).
Then the imported wave/wind information is applied.

— WAVE_DATA _input Sets the water wave field information (amplitude,
frequencies, direction angle, ...) to be simulated.
If the option wave_momentum_source is 1, the function imports the wave
information from an external file.
If wave_momentum_source is equal to 2, the function uses the information
given in the control file.

— WAVE Formfuction2 Adds the pressure force in the right hand side of
the momentum equation in the form of a source term.

— WAVE_SL_Formfuction2 Applies the sponge layer method at the side
wall boundaries that are specified in the control file.

— WIND DATA input Reads the external file containing information of
the wind field of the far-field simulation to be applied at the inlet of the
present simulation.

x+ WIND _vel_interpolate Function to perform bi-linear interpolation
to obtain the velocity values at the present fluid mesh which generally
differs from the far-field fluid mesh.

5.3.6 The Rotor Turbine Modeling Module
Actuator Disk Model

The actuator disk model is activated by setting rotor_modeled to 1 (the model input
is the induction factor) or to 4 (the input is the thrust coefficient).

e Subroutines for pre-processing. In the turbine modelling module the pre-
processing subroutines import the turbine model input file, and initialize the
corresponding variables, allocating memory if necessary. Again, this process
happens only once in the beginning of the main function located in the file
“main.c”.

Y

— main Initializes variables and imports the turbine control file “Turbine.inp”.

x disk_read_ucd Imports the disk mesh. The function is called first
to import the actual turbine mesh, named acddata000, and then to
import the disk mesh for the reference length, named Urefdata000.
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x Pre_process This functions searches the fluid cells that are at the
vicinity of the disk mesh and it is called every time step provided that
the disk changes its position.

e Subroutines for time advancing. After the previous part is completed and
the code starts advancing in time, the code computes the necessary elements
involved in the turbine models at every time step, such as the interaction forces
between the fluid and the turbine rotor or updates the new position of the rotor.
These subroutines are called in the function Flow_Solver located in “solvers.c”.

— Uref_ ACL
Calculates the reference velocity (U_ref). This value corresponds to the
space averaged velocity along a disk of the same diameter as the rotor and
located some distance upstream of the turbine. The value is multiplied by
the disk normal that points downstream.

— Calc_U lagr
Interpolates the velocity from the fluid mesh to the Lagrangian points at
the rotor model mesh.

— Calc_F _lagr
Computes the actuator line forces at each element of the Lagrangian mesh.

— Calc_forces_rotor
Computes the overall turbine forces.

— Calc_F _eul
Transfers the forces from the Lagrangian mesh to the fluid mesh.

Actuator Line Model

The actuator line model is activated by setting rotor_modeled to 3 (the reference
velocity is computed within a disk located upstream of the turbine) or to 6 (the
reference velocity is computed within a line mesh instead of a disk).

e Subroutines for pre-processing. Equivalent to the actuator disk model with
the difference that the turbine blades are represented with a one-dimensional
mesh and the blade profile information is required.

— main Initializes variables and imports the turbine control file “Turbine.inp”.

x ACL_read_ucd Imports the actuator line mesh file named “acldata000”.
* disk _read_ucd Imports the disk mesh file for computing the reference
velocity named “Urefdata000”.

x Pre_process This function searches the fluid cells that are at the
vicinity of the actuator line mesh or the reference velocity disk/-
line mesh. The function is called every time that the disk/line mesh
changes its position.
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x airfoil _ ACL Imports the airfoil information.

e Subroutines for time advancing.

— Uref_ ACL
Calculates the reference velocity (U_ref) for the actuator line model. This
value corresponds to the space averaged velocity along a disk of the same
diameter as the rotor and located some distance upstream of the turbine.
The value is multiplied by the disk normal that points downstream.

— Calc_turbineangvel
Calculates the rotational velocity of the turbine based on the U _ref velocity
value.

— rotor_Rot
Applies a rotation to the turbine equivalent to the rotation velocity times
the time step dt.

— Pre_process
Updates the new location of the turbine.

— refAL_Rot
Applies a constant rotation to the reference line located upstream of the
turbine.

— rotor_Rot_6dof_fsi
If the 6 DoF FSI module is active, this function applies the same motion
to the actuator line as was applied to the floating platform.

— Calc_U lagr
Interpolates the velocity from the fluid mesh to the Lagrangian points at
the rotor model mesh.

— Calc_F_lagr ACL

Computes the actuator line forces at each element of the Lagrangian mesh.

— Calc_forces_ACL
Computes the overall turbine forces.

— Calc_F _eul
Transfers the forces from the Lagrangian mesh to the fluid mesh.
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Chapter 6

Applications

6.1 3D Sloshing in a Rectangular Tank

6.1.1 Case Definition

This test aims to validate the implementation of the level set method which is used in
the code to track the motion of the free surface. The test consists of a 3D sloshing of
liquid in a tank with the dimension of L x L and a mean flow depth of D (see Figure
6.1). The initial free surface elevation is of Gaussian shape and is given by

o(z,2) = D+ no(z, 2), (6.1)

Mo (7, 2) =HoeXp{(x—§>2+ (z—é)Q} (6.2)

Hj is the initial hump height, and « is the peak enhancement factor.

In the computation, the following parameters are used: L = 20, x = 0.25, and
HO = 0.1. The free-slip boundary conditions are applied at all boundaries. This
condition is signified by the value 10 in bes.dat. The number of grid points in the
X, v, and z directions are 201, 41, and 201, respectively. Uniform grid spacing of
Az = Az = 0.1 is employed in the x and z directions, while stretched grid is used
in the y direction. The initial hump height (0.1 m) is resolved by approximately five
vertical grid nodes. The time step used for the computation is At = 0.001s and the
value of e (free surface thickness) is set to 0.03m. The solution of the free surface
elevation at the center of the tank is given in Figure 6.3.

Further details about the simulation as well as the analytical solution of the prob-
lem can be found in Kang and Sotiropoulos [15].

where

6.1.2 Main Parameters

The main parameters in the control file for setting this test case are listed in Table
6.1.2.
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2p 20

Figure 6.1: Schematic description of the domain and the initial condition of the free
surface.

Table 6.1: Parameters in control.dat file for the sloshing case.
Option in control

Parameter Value
file

Time step size dt [sec] 0.001

Read xyz.dat type mesh XYz 1

Activate level set method levelset 1

Set density of water and air rho0, rhol [kg/m3] 1000, 1

The viscosity is neglected inv 1

Set gravity in y direction gy [m2/s] -9.81

Activate 3D Sloshing test case option sloshing 2

Initialize flat free surface at elevation set by level_in_height level_in 2

Set level set interface thickness dthick [m] 0.03

Number of level set reinitializations levelset _it 15

Reinitialization time step size levelset_tau [sec] 0.05

By activating the sloshing option, two actions are implemented in the code. First,
the initial condition of the distance function, and thus the free surface elevation, is set
to the one corresponding to the present case. Then, at every time step after the flow
solution is updated, it computes the analytical solution of the free surface position
at the tank center and exports it along with the computed solution in a file named
sloshing.dat described below.

Also note that because the level set method is active, the equations are solved
with dimensions.
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6.1.3 Validation

The output value for comparison in this test case is the time evolution of the free
surface elevation at the tank center. This value can be checked at the post-processed
data file containing the whole domain solution, however, this information is only
available for the few exported time steps defined by the input option -tio. Another
approach that is more convenient for evaluating the surface elevation in the tank
center is by checking the output data file (sloshing.dat). This file exports information
at every time step and consists of an ASCII data file with four columns. The first
column is the simulation time [sec], the second is the computed surface elevation [m] at
the tank center, the third is the expected theoretical solution also at the tank center,
and the last is the error. If the purpose of running this test case is for validation only,
it is not necessary to post-process any flow-field data. The surface elevation at the
tank center is plotted in Figure 6.3.

Although Figure 6.3 shows the solution for 60000 time steps (60s), for validation
purpose, it is not necessary to run the simulation for that long. With the proposed
time step size, between 6000 and 8000 iterations (equivalent to 6 to 8 sec) should be
sufficient to demonstrate that the solution is valid. As a reminder, the total number of
time steps for which the code runs is specified at the control.dat file with the variable
“totalsteps”.
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Figure 6.2: Comparison of the computed and analytic free surface elevation at the
center of the tank. (symbol: computed solution, solid line: analytical solution).
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Figure 6.3: Error in the computed free surface elevation.

6.2 2D VIV of an Elastically Mounted Rigid Cylin-
der

6.2.1 Case Definition

Vortex induced vibration (VIV) of an elastically mounted rigid cylinder is a well-
known benchmark case for validating FSI codes. The schematic description of the
problem is shown in Figure 6.4. The problem consists of a 2D rigid cylinder of
diameter D that is elastically mounted in a uniform flow of velocity U. The cylinder
is allowed to move in the direction perpendicular to the flow with one degree of
freedom. Additional details can be found in Borazjani, Ge, and Sotiropoulos [16].

Flow
—-..

- \
—
—_— - ..-f‘
E— i

Figure 6.4: Schematic description of the elastically mounted rigid cylinder in the free
stream. This figure was reproduced from [16].

A rectangular computational domain with dimensions 32D x 16D is considered.
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The cylinder is initially positioned at 8D from the inlet and centered. The boundary
conditions for the side walls are slip wall (defined by 10 in bes.dat), uniform flow is
prescribed at the inlet (5 in bes.dat), and a convective boundary condition is applied
at the outlet (4 in bes.dat). A non-uniform grid is used with 281 x 241 nodes in
the streamwise and span-wise directions, respectively. The code requires at least 5
grid nodes (current test case employs 6) in the span-wise direction to carry out a
two-dimensional simulation since the code is fully three-dimensional in addition to
slip-wall boundary conditions along the span-wise walls. A square box with constant
grid spacing of 0.02D and 50 x 50 nodes centered on the cylinder is used. Outside of
the box the grid is gradually stretched towards the boundaries.

6.2.2 Main Parameters

The main parameters in the control file for setting this case are listed in Table 6.2. See
Borazjani, Ge, and Sotiropoulos [16] for the definition and details of the parameters.
In contrast to the previous case the level set method is not employed and the solved
equations are all non-dimensional.

Table 6.2: Parameters in control.dat file for the VIV case.

Parameter Option in control Value
file
Time step size dt 0.01
Reynolds number (RE =U % D/) ren 150
Reduced velocity of 6 red_vel 1.0472
Raduced mass of 2 mu_s 0.25
Cylinder damping damp 0.0
Activate IB method imm 1
Use of one body body 1
Activate FSI module fsi 1
Activate proper degree of freedom dgf_y 1
Apply an initial translation of the cylinder to y_c, z_c 8.0, 8.0

the actual position. The cylinder mesh was
initially defined at the origin and needs to be
translated to the desired location.

6.2.3 Validation

The VIV case can be validated by comparing the position of the cylinder in time.
Similar to the previous case, there is no need to post-process the flow field data
in order to get the cylinder position. The cylinder position is provided at every
time step in the FSI_position00 file. The FSI _position00 file is a text file containing
information about the immersed body location, velocity, and forces for the linear
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degrees of freedom in the x, y, and z direction. The file consists of 10 columns as

follows: _ . .
ti7}/17}/'zan7Yy7Yy7Fya}/za}/zanv (63)

where ti is the time step number, Y is the body position with respect to its initial
position Y/ D, Y is the body velocity, and F is the force that the fluid imparts to the
immersed body. For this test case, 6000 time steps should be sufficient.

In the test case folder, a successful run file name _FSI position00_good_ run is
provided to quickly validate the case. Figure 6.5 provides a plot showing a comparison
with the provided successful run file. The maximum amplitude of the cylinder is
approximately 0.49.

simulation
successful simulation

0.5 T T v a0 T

0.25 H

y/D
=

_O 5 1 1 1 X - LA .- -- i - -
0 2000 4000 6000 8000 10000 12000
time step

Figure 6.5: Displacement of the cylinder for a successful simulation.

6.3 2D Falling Cylinder (Prescribed Motion)

6.3.1 Case Definition

This test case is to validate the integration of the CURVIB and level set methods. The
case involves a body moving across the air/water interface with prescribed motion.
Note that the FSI algorithm is not used currently. This test case considers an infinitely
long 2D cylinder of radius R = 1m moving with constant downward speed in an
infinitely wide domain and crossing the free surface from a gas to liquid phase.

The configuration provided currently is identical to that simulated by Yang and
Stern [28] where an identical cylinder, initially positioned above the free surface at a
distance h = 1.25m, moves downwards with constant velocity of w = —1m/s. The
liquid and gas densities are py = 1kg/m? and p; = 1 x 103kg/m3, respectively. Both
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the liquid and gas are considered inviscid, while the gravity is set to gz = —1m/s?
and the time is normalized as T = ut/h.

The 2D computational domain is 40R X 24R in the horizontal and vertical di-
rections, respectively. A non-uniform grid consisting of an inner region, centered on
the cylinder, within which the mesh is uniform and an outer region where the grid
is gradually stretched. The inner region is the rectangular domain defined by [—5, 5]
and [—4, 2.6] in the horizontal and vertical directions, respectively. Within this inner
domain uniform grid spacing is employed along both directions, which is equal to
0.05R. Outside of this inner domain the mesh is stretched gradually away from the
cylinder using the hyperbolic stretching function with a stretching ratio kept below
1.05. The total number of nodes is 360 x 255 x 6. A time step of 0.01ls and a free
surface thickness € of 0.04m are used. For more detail about this test case refer to
Calderer et al. [2]

6.3.2 Main Parameters

The main parameters in the control file for setting this case are listed in Table 6.3.

Table 6.3: Parameters in control.dat file for the 2D falling cylinder with prescibed
motion test case.

Parameter Option in control Value
file

Time step size dt [s] 0.01

Activate level set method levelset 1

Set density of liquid and gas rho0, rhol [kg/m3] 1, 0.001

Set gravity in z direction gz [m/s2] -1.0

Thickness of the free surface interface dthick [m)] 0.04

Initialize flat free surface at elevation set by level_in 1

level in_height

Initial free surface elevation level_in_height [m] 0.0

Set levelset interface thickness levelset_it 10

Number of level set reinitializations levelset_tau [s] 0.05

Activate IB method imm 1

Use of one body body 1

Activate fluid structure interaction module  fsi 1

Activate prescribed motion function forced_motion 1

Activate Falling cylinder case. This option fall _cyll _case 1

basically prescribes the velocity of the body
to be constant and downward.

Activate proper degree of freedom dgf_ay 1
Initial translation of the ib at the right posi- z.c 1.25
tion
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6.3.3 Validation

The falling cylinder case can be validated by observing the free surface elevation at
four instances in time as shown in Figure 6.6. These plots are from the post processed
cylinder position (Nv) and free surface (level = 0) at time step T = 125, 250, 375,
and 500.

Figure 6.6: Water entry of a horizontal circular cylinder moving with prescribed
velocity. Free surface position at different non-dimensional times T calculated by the
present method.

6.4 3D Heave Decay Test of a Circular Cylinder

6.4.1 Case Definition

To validate the coupled FSI algorithm for simulating complex floating structures
a free heave decay test of a horizontal cylinder is provided. This same test case
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was studied experimentally by Ito [29]. A horizontal circular cylinder of diameter
D = 0.1524m and density p = 500kg/m? is partially submerged with its center
positioned 0.0254m above the free surface of a rectangular channel (see Figure 6.7 for
a schematic representation).

The computational domain is a 27.4m long, 2.59m wide, and 1.22m deep channel
with initially stagnant water. The cylinder movement is restricted to the vertical de-
gree of freedom while allowed to oscillate freely. A non-uniform grid is employed with
436 x 8 x 261 nodes in the horizontal, vertical, and span-wise directions, respectively.

The grid is uniform with spacing equal to 0.02D in a rectangular region centered
around and containing the body defined by [0.3,0.3] in the horizontal direction and
[0.2,0.2] in the vertical direction. The grid is stretched using a hyperbolic function,
where the ratio never exceeds 1.05, in the domain outside of the uniform grid region.
The interface thickness used is 0.065D and the simulation was carried out employing
the loose coupling FSI algorithm and a time step size of 0.0005s.

Figure 6.7: Schematic description of the cylinder case. This figure was reproduced
from [2].

6.4.2 Main Parameters

The main parameters in the control file for setting this case are listed in table 6.4.

6.4.3 Validation

In the heave decay test case of a horizontal cylinder it is simplest to compare the
vertical position of the cylinder in time as shown in Figure 6.8 using the F'SI_position00
file’s vertical position column as described in the VFS Manual Section $3.3.3 and in
the test case of the 2D VIV of an elastically mounted rigid cylinder in section $6.2.
An FSI_position00_good _run file is provided for comparison and validation.
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Table 6.4: Parameters in control.dat file for the 3D heave decay of a circular cylinder
test case.

Parameter Option in control Value
file
Time step size dt [s] 0.0005
Activate Dynamic Smagorinski LES model  les 2
Activate level set method levelset 1
Set density of water and air rho0, rhol [kg/m3] 1000, 1.0
Set viscosity of water and air mu0, mul [Pa s le-3, 1.8e-
5
Set gravity in z direction gy [m/s2] -9.81
Thickness of the free surface interface dthick [m)] 0.006
Initialize flat free surface at elevation set by level in 2
level _in_height
Initial free surface elevation level in_height [m] 0.0
Set level set interface thickness levelset_it 20
Number of level set reinitializations levelset_tau s 0.01
Activate IB method imm 1
Use of one body body 1
Activate fluid structure interaction module  fsi 1
Activate proper degree of freedom def_y 1
Mass of the cylinder body_mass [kg] 23.63
Initial translation of the ib at the right posi- y_c [m] 0.0254
tion
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Figure 6.8: Normalized position of the cylinder in time computed with the present
code.
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6.5 2D Monochromatic Waves

6.5.1 Case Definition

The simulated generation and propagation of a progressive monochromatic wave in
a 2D rectangular channel is used to validate the wave generation method of Guo
and Shen [30] implemented in this code. A linear wave of amplitude 0.01m and
wavelength of 1.2m, for which the analytic solution is known from linear wave theory,
is considered. A two-dimensional domain of length equal to 24m, water depth of
2m, air column above the water of 1m, and gravity equal to gy = —9.81m/s? is
simulated using a non-uniform grid size of 40 x 177 in the longitudinal and vertical
direction, respectively. The grid is uniform in a rectangular region centered on z = 0
and spanning 24m along the z direction ([12,12]), and containing the free surface
along the vertical direction y ([0.15,0.15]). Within this region the grid spacing is 0.06
and 0.005 in the horizontal and vertical directions, respectively, while outside of this
region the grid spacing increases progressively with a stretching ratio limited to 1.05.

The time step of the simulation is 0.002s with the thickness of the interface set to
0.02m. The source region is centered on the origin. Sponge layers with length equal
to 3m are defined at the two ends of the computational domain and slip boundary
conditions are implemented at the bottom and top boundaries (10 in bes.dat).

Details of the method implementation are given in Calderer et al. [3]. The ana-
lytical solution is

n(z,t) = Acos(wt — kx), (6.4)

where 7 is the surface elevation, A is the wave amplitude, k¥ = 27 /L is the wave
number, d is the water depth, and w is the angular frequency solved for with the
dispersion relation as follows:

w = +/kgtanh(kd). (6.5)

6.5.2 Main Parameters

The main parameters in the control file for setting this case are listed in Table 6.5.

6.5.3 Validation

The free surface elevation (height of level = 0 in the post-processed data files) and
its comparison with the analytical solution are presented in Figure 6.12. Note that in
the source region the computed results are not expected to follow the analytical free
surface pattern.
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Table 6.5: Parameters in control.dat file for the 2D monochromatic wave test case.

Parameter

Option in control Value
file

Time step size

Activate level set method

Set density of water and air

Set viscosity of water and air

Set gravity in z direction

Thickness of the free surface interface
Initialize flat free surface at elevation set by
level_in_height

Initial free surface elevation

Set levelset interface thickness

Number of level set reinitializations
Activate the wave generation method for sin-
gle wave frequency

Time step for which wave generation method
begins

Wave Direction. If Orad waves travel in x
direction

Wavenumber

Water depth

Wave amplitude

Activate wave sponge layer method at the x
boundaries for wave suppression.

Length of the sponge layer

Starting coordinate of the first x sponge
layer.

Starting coordinate of the second sponge
layer.

at 8 0.002
levelset 1

rho0, rhol [kg/m3| 1000, 1.0
mu0, mul [Pa s le-3, 1.8e-5
gy [m/s2] -9.81
dthick [m] 0.02
level_in 1
level_in_height [m] 0.0
levelset_it 15
levelset_tau s 0.05

wave_momentume_source 2

wave_ti_start 1
wave_angle single 0

[rad.]

wave_K_single [1/m] 5.23599
wave_depth [m] 2
wave_a_single [m] 0.01
wave_sponge_layer 1
wave_sponge_xs [m] 3
wave_sponge x01 [m]  -12
wave_sponge x02 [m] 9
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Figure 6.9: Generation of monochromatic waves. Contours of free surface elevation,
computed (left) and analytical solution (right).
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Figure 6.10: Generation of monochromatic waves. Computed and analytical free
surface elevation.
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6.6 3D Directional Waves

6.6.1 Case Definition

This test case validates the implemented forcing method for wave generation by gen-
erating a linear directional wave field in a 3D basin of constant depth. The wave
amplitude is A = 0.01m, the wavelength is L = 1.2m, and the wave direction is
B = 25deg. The domain length is 24m (—12m < z < 12m) in the longitudinal di-
rection, 12m (—6m < x < 6m) in the span-wise direction, and the depth of water
and air is 2m and 1m, respectively. A non-uniform grid size of 121 x 139 x 201 in
the x, y, and z directions, respectively, is employed consisting of an inner rectan-
gular region with uniform grid spacing and an outer region within which the mesh
is gradually stretched towards the boundaries. The inner region (—6m < z < 6m,
—6m < z < 6m, —0.1m < y < 0.1m), which contains the source region and part
of the propagated waves, has a constant grid spacing of 0.1m, 0.1m, and 0.005m, in
the x, y and z directions, respectively. The source region is centered on z = 0 and
spans the entire domain along the x direction. The time step is 0.005s, the interface
thickness is 0.02m, and the gravity is ¢ = —9.81m/s?. The sponge layer method with
length 3m is applied at the Z boundaries and periodic boundary conditions is applied
at the X boundaries. Details of the method implementation are given in Calderer et
al. [3]. The analytical solution is

n(z,z,t) = Acos(wt — kyx — k,z) (6.6)

where 7 is the surface elevation, A is the wave amplitude, k = 27 /L is the wave
number, k, = kcos(f), k, = ksin(B), d is the water depth, and w is the angular
frequency solved for with the dispersion relation as follows

w = +/kgtanh(kd). (6.7)

6.6.2 Main Parameters

The main parameters in the control file for setting this case are listed in Table 6.6.

6.6.3 Validation

The free surface elevation (height of level = 0) and its comparison with the analytical
solution is presented in Figure ?7.
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Table 6.6: Parameters in control.dat file for the 3D directional wave test case.

Parameter Option in control Value
file

Time step size dt [s] 0.002

Activate level set method levelset 1

Set density of water and air rho0, rhol [kg/m3| 1000, 1.0

Set viscosity of water and air mu0, mul [Pa s le-3, 1.8e-5

Set gravity in z direction gy [m/s2] -9.81

Thickness of the free surface interface dthick [m] 0.04

Initialize flat free surface at elevation set by level_ in 2

level_in_height

Initial free surface elevation level_in_height [m] 0.0

Set number of pseudo time steps to solve levelset_it 15

the reinitialization equation for the level set

method

Number of level set reinitializations levelset_tau [s] 0.05

Activate the wave generation method for sin-
gle wave frequency

Wave Direction. If set to Orad waves travel
in z direction

Wavenumber

Water depth

Wave amplitude

Activate wave sponge layer method at the x
boundaries for wave suppression.

Length of the sponge layer

Starting coordinate of the first z sponge
layer.

Starting coordinate of the second sponge
layer.

wave_momentum_source 2

wave_angle single

[rad.]

wave_K_single [1/m]
wave_depth [m]
wave_a_single [m]
wave_sponge_layer

wave_sponge_zs [m]
wave_sponge_z01 [m]

wave_sponge_z02 [m]

0.5235988

5.23599
2.0

0.01

1

1.2
-12.0

10.6
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Figure 6.11: Generation of directional progressive waves in a 3D tank. Contours of
computed (left) and analytical (right) free surface elevation.
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Figure 6.12: Generation of directional progressive waves in a 3D tank. Profiles of
surface elevation.
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6.7 Floating Platform Interacting with Waves

This test case involves a barge style floating platform model that is installed in the
Saint Anthony Falls Laboratory main channel. The channel acts as a wave basin.

The floating platform has a cylindrical shape and is allowed to move in two degrees
of freedom, pitch and heave. Rotations are in respect to the center of gravity of the
structure. The platform has two small cylindrical masses located underneath which
are also considered in this simulation.

In this particular case we study the response of the structure under a given incom-
ing wave frequency. Monochromatic waves of amplitude 0.00075m and wave-number
0.8039 are generated at the source region located at z = 0. The platform is located
at z = 30m and oscillates as a response of the forces induced by waves both in the
vertical direction Y and rotating along the X axis. Using the dispersion relation and
considering that the water depth is 1.37m the wave period is T' = 2.5s.

The value that we are interested for validating this simulation is the maximum
amplitude of the oscillation in both the pitch and heave directions. These can be
seen at the files FSI_angle00 and FSI_position00. Figure 6.13 shows the experimental
results for several incoming wave frequencies known as Response amplitude operator
(RAO). In Figure 6.13 the values are normalized by the incident wave height as follows

RAOheave - Yma:v/Hwave (68)

and
RAOpitch = ¢maaz/Hwave (69)

where Y., is the maximum vertical displacement measured from peak to peak, Hqpe
is the incident wave height, and ¢,,q, is the maximum rotation angle between two
consecutive peaks.

Note that for this case the computed wave amplitude may be slightly inferior
to that specified at the control file. This result is due to the fact the waves are in
a shallow water regime. This fact will not alter the results as long as the actual
simulated wave height is considered in the normalization.

6.8 Clipper Wind Turbine

6.8.1 Case Definition

This test case is for introducing and validating the actuator line model for turbine
parameterization. The test case involves the simulation of the Clipper Liberty 2.5MW
wind turbine which was built during the EOLOS project and is located in UMore
Park, Rosemount, MN. The turbine has a diameter of 96m and a hub height of 80m.
Details can be found in [11]. For validation purpose we propose the case with uniform
inflow which makes the case simple as it does not require any precursor simulation
and the boundary conditions at the top wall, bottom wall and side walls are free slip.
Two cases with different TSR, 5.0 and 8.0, are tested.
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Figure 6.13: Response amplitude operator for the floating turbine.

The simulation is carried in a non-dimensional form being the reference length
the turbine diameter. The grid dimensions are 2 units in the y and x directions, and
4 units in the z direction, which corresponds to a dimensional domain of 192m and
384m, respectively. The grid is uniform and the spacing is 0.05 units in all three
directions which is equivalent to a grid size of 41 x 41 x 81. Note that the grid file
(grid.dat or xyz.dat) has already non-dimensionalized size. The simulation is set with
a unit non-dimensional velocity equivalent to a real velocity of 8m/s.

In contrast to the fluid mesh, the actuator line mesh (acldata000) can be con-
structed with the real turbine dimenions (96m) and non-dimensionalized by setting
the turbine reference length option “reflength_wt” in control.dat to 96.0. This will
divide the actuator line mesh dimensions by “reflength_wt”. Alternatively one could
generate a rotor mesh already with the non-dimensionalised units and choose “re-
flength_wt” equals to 1.0.

6.8.2 Main Case Parameters

Since the main solver parameters have already been discussed in previous test cases,
only the parameters related to the wind turbine rotor model will be addressed. When
using the rotor model the control options for setting the case are located not only in
control.c but also in Turbine.inp. The former parameters are summarized in Table
6.7, with the latter in Table 6.8. The parameters in Turbine.inp that are not discussed
in the Table 6.8 are not used in the simulation.

This test case requires averaging, and therefore has to be executed in two stages
as described in Section $4.2.1. In the first stage the flow is fully developed, while in
the second stage the time averaging is performed.

For developing the flow field, it is sufficient to perform 5000 time steps. For
time-averaging the flow field, 2000 time steps are enough. For time-averaging, set the
option in the control file “averaging”” to 3, rstart to 0, and rename the result files from
the last instantaneous time step (ufield005000.dat, vfield005000.dat, pfield005000.dat,
nviield005000.dat, and cs_field005000.dat) to the value corresponding to time zero (
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Table 6.7: Parameters in control.dat file for the Clipper wind turbine.

Parameter Option in control Value
file

Time step size dt [s] 0.0025

Activate the actuator line model rotor_modeled 6

Number if blades in the rotor num_blade 3

Number of foil types along the blade num_foiltype 5

Number of turbines turbine 1

Reference length of the turbine reflength_wt 96.

Nacelle diameter r_nacelle 1.3

Reference velocity of the case. It is only used refvel_wt 8.0

for dimensionalizing the turbine model out-

put files

Distance upstream of the turbine in rotor di- loc_refvel 0.5

ameters where the turbine incoming velocity

or reference velocity is computed

Direction to which the turbine points to rotatewt 1

Type of smoothing delta function deltafunc 10

Delta function width in cell units halfwidth_dfunc 2.0

Activate constant turbine rotation mode fixturbineangvel 1

Table 6.8: Parameters in Turbine.inp file for the Clipper wind turbine.

Parameter Option in Tur- Value
bine.inp file

Normal direction of the turbine rotor plane. nx_tb, ny_tb, nz_tb 0.0 0.0 1.0

The turbine rotor initial translation. X_C, Y_C, Z_C 0.0 0.0 0.0

Tip speed ration Tipspeedratio )

Radius of the rotor corresponding to the r_rotor 48.0

acldata000 mesh

Tip speed ratio when FixTipSpeedRatio op- TSR_max 8.3

tion in control.dat is active, otherwise is not

used

Rotor angular velocity when fixturbineangvel angvel fixed 10.0

option in control.dat is active, otherwise is

not used

Angle of pitch of the blades in degrees pitch[0] 1.0

ufield000000.dat, vfield000000.dat, ...).

Also, when restarting the flow field for averaging, set rstart_turbinerotation as 1
and rename TurbineTorqueControl005001_000.dat as TurbineTorqueControl000001_000.dat.
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6.8.3 Validation
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Figure 6.14: Cp coefficient of the Clipper turbine as a function of the TSR.

For validation the case the power coefficient (Cp) of the turbine is compared with
the theoretical power coefficient obtained using blade element momentum theory.

A folder named “Tecplotfiles” is provided to assist in generating the Cp compar-
ison. Executing the tecplot macro file ReadSaveCp.mcr a file CP.txt is created with
the averaged Cp coefficient. The CP value for the TSR 5 and TSR 8 cases is 0.25
and 0.50, respectively, as shown in figure 6.14.

6.9 Model Wind Turbine Case

6.9.1 Case Definition

This test case is to further demonstrate the validity of the actuator line model by
analyzing the turbulence statistics in the turbine wake. The test case consists of a
miniature wind turbine simulation with geometry equivalent to the model turbine
tested experimentally in the Saint Anthony Falls wind tunnel by [31]. The diameter
of the turbine is 0.15m and the turbine hub height is 0.125m. The rotor blade
cross section is approximated as a NACA(0012, although the real blade geometry is
unknown. The tower is neglected and the nacelle is modeled by extending the actuator
line effect to the center point of the rotor. The inflow velocity at hub height is 2.2m/s
and the TSR is 4.1. Reynolds number based on rotor diameter D and the incident
velocity at the hub height Uy, is 4.2 x 10*. For more details about the case and the
turbine geometry see [22].

The computational domain dimensions are 30D in the streamwise direction, 12D
in the spanwise direction, and 3D in the vertical direction. The turbine is positioned
2D after the inlet plane and centered on the transverse direction. The grid is consid-
ered uniform along the spanwise and vertical directions. In the streamwise direction,
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the mesh is uniform from the inlet to 12D downstream and stretched towards the
outlet. Grid size is 201 x 121 x 31, which is equivalent to 10 grid points per turbine
diameter.

The velocity profile specified at the inlet is from a pre-computed simulation con-
sisting of a channel flow. An example of such channel flow simulation is provided in
the test case in Section $6.10. The channel flow case presented in $6.10 is illustrative
of how to prepare fully developed inlet flow conditions, although the case param-
eters may not exactly coincide with the precursor simulation used for the present
simulation.

The bottom wall cannot be resolved with the current grid resolution and is treated
with a wall model.

6.9.2 Main Case Parameters

Table 6.9: Parameters in control.dat file for the wind turbine model simulation.

Parameter Option in control Value
file

Time step size dt [s] 0.001

Activate the actuator line model rotor_modeled 6

Number if blades in the rotor num_blade 3

Number of foil types along the blade num _foiltype 2

Number of turbines turbine 1

Reference length of the turbine reflength_wt 1.5

Nacelle diameter r_nacelle 0.0

Reference velocity of the case. It is only used refvel wt 8.0

for dimensionalizing the turbine model out-

put files

Distance upstream of the turbine in rotor di- loc_refvel 1.0

ameters where the turbine incoming velocity
or reference velocity is computed

Direction to which the turbine points to rotatewt 1
Type of smoothing delta function deltafunc 0
Delta function width in cell units halfwidth_dfunc 2.0
Activate constant turbine rotation mode fixturbineangvel 1

As in the previous test case, time averaging is required (see Section $4.2.1). For
developing the flow field, it is sufficient to perform 5000 time steps. For time-averaging
the flow field, 2000 time steps are sufficient. For time-averaging, set the option
in the control file “averaging”” to 3, rstart to 0, and rename the result files from
the last instantaneous time step (ufield005000.dat, vfield005000.dat, pfield005000.dat,
nvfield005000.dat, and cs_field005000.dat) to the value corresponding to time zero
(ufield000000.dat, vfield000000.dat, etc.).
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Table 6.10: Parameters in Turbine.inp file for the wins turbine model simulation.

Parameter Option in Tur- Value
bine.inp file

Normal direction of the turbine rotor plane. nx_tb, ny_tb, nz_tb 0.0 0.0 1.0

The turbine rotor initial translation. X_C, y.C, Z_C 1.0 0.0833
0.2

Tip speed ration Tipspeedratio 4.0

Radius of the rotor corresponding to the r_rotor 0.025

acldata000 mesh

Tip speed ratio when FixTipSpeedRatio op- TSR _max 8.3

tion in control.dat is active, otherwise is not

used

Angle of pitch of the blades in degrees pitch[0] 1.0

Also, when restarting the flow field for averaging, set rstart_turbinerotation as 1
and rename TurbineTorqueControl005001_000.dat as TurbineTorqueControl000001_000.dat.

6.9.3 Validation

In this test case, vertical profiles of velocity and turbulence statistics at different
downstream locations are compared with measured data from the experiment of
[31]. To facilitate the creation of these figures a Tecplot macro file named “Ex-
tractLines_3D.mcr”, that automatically generates the comparison figures, is provided
in the sub-folder “Tecplotfiles”. The macro file calls the averaged results file “Re-
sultsX X XXX X.plt” (XXXXXX refers to the time step), which may have to be edited
based on the results available. As an example, figure 6.15 shows the vertical profiles
of averaged velocity, Reynolds shear stresses, and turbulence intensity 5D behind the
turbine.
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Figure 6.15: Vertical profiles of averaged stream-wise velocity (left), Reynolds stresses
(center), and Turbulence intensity (right) at a distance 5D behind the turbine.
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6.10 Channel Flow

6.10.1 Case Definition

This is the classical channel flow case as extensively described in [32]. A rectangular
duct of height H = 2h with uniform flow is considered. This test case can have a
dual purpose: (1) to test the wall model at the bottom and/or top walls, or (2) as a
precursor simulation to generate fully developed turbulent flow conditions to be fed
at the inlet of other cases such as the wind turbine model case in section $6.9.

The domain is 1.2m in the spanwise direction (x), 0.4m in the vertical direction (y),
and 2m in the streamwise direction. A uniform grid is used with size 121 x 41 x 61.
Note that the height of 0.4m corresponds to the channel half height and slip-wall
boundary conditions are used at the top boundary. Fully developed turbulent bound-
ary conditions can be achieved using periodic boundary conditions in the streamwise
and spanwise directions and no slip wall boundary condition at the bottom bound-
aries.

The flow can be characterized with the Reynolds number defined as

Re = 20U /v, (6.10)

where 0 is the channel half height and U is the bulk velocity. The flow case can also
be defined with the friction Reynolds number defined as

Re,; = u.d/v, (6.11)

with u, = /7w/p, and 7, the shear stress at the wall. The Reynolds number flow
can be related to the friction Reynolds number with the following expression

Re, =~ 0.09Re®®. (6.12)

In the present simulation the friction Reynolds number is Re, = 3000 which using
(6.12) corresponds to a Reynolds number flow of Re = 137900. With the kinematic
viscosity of air taken as v = 1.6 x 107, using equation (6.10) the flow bulk velocity
is 2.7584.

6.10.2 Main Case Parameters

The main parameters used in the present simulation control file are summarized in

Table 6.11.

6.10.3 Validation

This test case is validated by comparing the vertical time-averaged profiles of stream-
wise velocity and turbulence intensity. Time averaging is performed as described in
Section $4.2.1 or as shown in previous test cases. The flow is first executed for about
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Table 6.11: Parameters in control.dat file for the channel flow simulation.

Parameter Option in control Value
file

Time step size dt [s] 0.001

This parameter corresponds to 1/v ren 62500

Dynamic LES modelling active les 2

Periodic boundary conditions in the kk_periodic, 1,1

streamwise and spanwise directions ii_periodic

Initial condition set to uniform flow inlet 1

The inlet flux to obtain a bulk velocity flux 1.324

of 2.785. This takes in account the do-

main cross section area which is 0.48m?

Introduces a random perturbation to perturb 1

the initial velocity field

Activate the wall model at the bottom viscosity_wallmodel 1

boundary

When active it exports to an external save_inflow 0,1

file the velocity field at the inlet plane

at every time step. First it is set to 0

while the flow is developed. In the sec-

ond stage the case is reinitialized with

this option active.

This parameter defines the number of save_inflow_period 500

times steps that are stored in an indi-
vidual file

Folder where to store the exported ve-
locity files. The code will create in the
specified directory a folder named in-
flow.

path_inflow

7 /77

4000 times steps to achieved developed conditions (check the file Kinetic_Energy.dat
to ensure that the kinematic energy is stabilized). Then rename the flow field files
to the corresponding to time step zero and restart the simulation with the time aver-
aging option active. Also, when restarting, activate the option save_inflow to export
the velocity field into the inlet.

A tecplot macro file is provided in the test case folder (ExtractLines_3D.mcr) which
extracts vertical profiles of the data from the post-processed data file (Result010000-
avg.plt). About 5000 times steps may be sufficient for time averaging although 10000
may provide smoother results. One can use the option ikavg equal to 1 to do space
averaging in the streamwise and spanwise directions, when post-processing the average
results in addition to the avg equals to 1 option.

Also note that the code output file provides the actual computed values of Rey,,
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and u,. These values are printed at every time step and can be found, at the output
file, by searching for the word “Bottom”. The two values, are indicated as u* and
Re*, respectively. However, the Re* value printed by the code for this case is not
the real Res,,,. The code assumes that the vertical dimension is 1. So, to obtain the
real value of Reyq,, the given Re* has to be multiplied by the channel half height ¢,
equals to 0.4 for this case. These two values are not exact and tend to oscillate in
time. Errors of about 10% are within an admissible range.

The averaged stream-wise velocity profile can be compared with the logarithmic
law of the wall (see figure 6.16) given by

1
vt ==In(y")+5.0 (6.13)

K

where k =~ 0.41 is the Von Karman constant, ™ = u/u,, and y* = yu,/v.

0.4

simulation
analytical 1

0.35 |

03¢

26

ut

Figure 6.16: Vertical profile of averaged stream-wise velocity.
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