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ParaView
http://paraview.org

VisIt
http://visit.llnl.gov

EnSight
https://www.ceisoftware.com

FieldView
http://www.ilight.com

Vapor
https://www.vapor.ucar.edu

VMD
http://www.ks.uiuc.edu/Research/vmd
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Reader
(Database)

Filter
(Operator)

Filter
(Operator)

View
(Plot)

Load data from file 
(or other source)

Perform a computation 
on the data

Encapsulates algorithms

Provide a visual 
representation and allow 
direct user interaction



Trace 
Scripts in 

GUI

Use Scripts for 
Automated 

Batch 
Processing

Attach Scripts as 
Macros for Easy  
Customization





Post-processing

In situ processing

Roughly equal data stored at simulation time
Reflections and shadows added in post-processing for both examples



Extreme Scale Computing

 Trends: More FLOPS with comparatively less storage, I/O bandwidth
 Consequence: A smaller fraction of data can be captured on disk

System Peak I/O BW

ASC Purple (2005) 100 TFLOPS 106 GB/s

Sequioa (2012) 20 PFLOPS 1 TB/s

Factor Change 200× 9.4×

System Peak I/O BW

Jaguar (2008) 263 TFLOPS 44 GB/s

Jaguar PF (2009) 1.75 PFLOPS 240 GB/s

Titan (2012) 20 PFLOPS 240 GB/s

Factor Change 76× 5.5×

System Peak I/O BW

Red Storm (2003) 180 TFLOPS 100 GB/s

Cielo (2011) 1.4 PFLOPS 160 GB/s

Factor Change 7.8× 1.6×

System Peak I/O BW

Intrepid (2003) 560 TFLOPS 88 GB/s

Mira (2011) 10 PFLOPS 240 GB/s

Factor Change 17.8× 2.7×

Oak Ridge National Laboratory Argonne National Laboratory

Bland, Kendall, Kothe, Rogers, and Shipman. “Jaguar: The World’s Most Powerful Computer”
http://archive.hpcwire.com/hpcwire/2012-10-29/titan_sets_high-water_mark_for_gpu_supercomputing.html?featured=top 

https://www.alcf.anl.gov/intrepid 
https://www.alcf.anl.gov/mira

http://www.sandia.gov/supercomp/sc2002/flyers/SC02ASCIPurplev4.pdf 
https://asc.llnl.gov/publications/Sequoia2012.pdf 

https://cfwebprod.sandia.gov/cfdocs/CCIM/docs/033768p.pdf
http://www.lanl.gov/orgs/hpc/cielo/ 

Lawrence Livermore National Laboratory Sandia National Laboratories



The Catalyst In Situ Library



Lorendeau, Fournier, and 
Ribes. “In-Situ visualization 
in fluid mechanics using 
Catalyst: a case study for 
Code_Saturne.”



Krimabadi, O’Leary, Tatineni, Loring, 
Majumdar, and Geveci. “In-Situ 

Visualization for Global Hybrid Systems.”



Simulation

In Situ 
Visualization

# Create the reader and set the filename. 

reader = servermanager.sources.Reader(FileNames=path)

view = servermanager.CreateRenderView()

repr = servermanager.CreateRepresentation(reader, view)

reader.UpdatePipeline()

dataInfo = reader.GetDataInformation()

pDinfo = dataInfo.GetPointDataInformation()

arrayInfo = pDInfo.GetArrayInformation("displacement9")

if arrayInfo:

# get the range for the magnitude of displacement9

range = arrayInfo.GetComponentRange(-1)

lut = servermanager.rendering.PVLookupTable()

lut.RGBPoints  = [range[0], 0.0, 0.0, 1.0,

range[1], 1.0, 0.0, 0.0]

lut.VectorMode = "Magnitude" 

repr.LookupTable = lut

repr.ColorArrayName = "displacement9"

repr.ColorAttributeType = "POINT_DATA"

Statistics

Polygonal Surfaces
Field Data

Script Export

Augmented 
script in 
input deck.

Rendered Images

Output 
Processe
d Data

Line Series



Simulation Catalyst

Coprocessing
APIAdaptor

INITIALIZE()
ADDPIPELINE(in pipeline)

REQUESTDATADESCRIPTION(in time, out fields)
COPROCESS(in vtkDataSet)

FINALIZE()

function
calls

function
calls



My new computer's got the clocks, it rocks
But it was obsolete before I opened the box

− “Weird” Al Yankovic, It’s All About the Pentiums, circa 1999

Moore’s Law is dead.
− Gordon Moore, circa 2005
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Accelerators



AMD x86

NVIDIA GPU

Full x86 Core
+ Associated Cache
6 cores per die
MPI-Only feasible

2,880 cores collected in 15 SMX
Shared PC, Cache, Mem Fetches
Reduced control logic
MPI-Only not feasible

1mm

1 x86
core

1 Kepler
“core”



“Everybody who learns concurrency 
thinks they understand it, ends up 
finding mysterious races they thought 
weren’t possible, and discovers that 
they didn’t actually understand it yet 
after all.” 

−Herb Su�er
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Collaboration Opportunity Summary

 New/Customized Visualization Algorithms
 Most of US DOE and academics collaborate on a small collection of scientific 

visualization software tools that are open, modular, and parallel. These are a 
good entry point to software collaboration.

 In Situ Visualization
 As HPC systems advance, in situ visualization becomes more critical. In situ 

visualization also typically requires specific coupling of codes, which is an 
important collaboration point.

 Emerging Architectures
 Changes in computer processors are forcing changes in our software and 

algorithms. Such changes are still in research and development, and 
collaborating now can have a large impact on future code.


