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…	
  where	
  to	
  start?	
  

Level Parallelism Coordination 

SINGLE 

FUNNELED Single call site User’s problem 

SERIALIZED Multiple calls sites, 
app-level mutex 

User’s problem 

MULTIPLE Multiple call sites, 
MPI-level mutex 

MPI’s problem 
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Leverage	
  low-­‐level	
  	
  
threading	
  run9me	
  (LLTR)	
  

Level Parallelism Coordination 

SINGLE 

FUNNELED Single call site User’s problem 
LLTR’s problem 

SERIALIZED Multiple calls sites, 
app-level mutex 

User’s problem 
LLTR’s problem 

MULTIPLE Multiple call sites, 
MPI-level mutex 

MPI’s problem 
LLTR’s problem 
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Specifically:	
  coopera9ve	
  user-­‐level	
  
threading	
  (tasking)	
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Work queues 

Worker (Pthreads) 

Work stealing 

Challenges:	
  
	
  
§  State	
  management	
  
§  Context	
  swapping	
  
§  Memory	
  alloca9on	
  
§  System	
  call	
  intercep9on	
  
§  Scheduling	
  
§  Synchroniza9on	
  
§  Locality	
  
§  Hardware	
  affinity	
  
§  Concurrent	
  data	
  

structures	
  
§  Adap9vity	
  
§  …	
  
§  Configurability	
  
§  Portability	
  
	
  



Evalua9on	
  using	
  a	
  
proxy	
  applica9on	
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(halo exchange) 
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single 
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funneled 
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Design	
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§  Ensuring	
  thread	
  safety	
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§  Ensuring	
  thread	
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Challenges:	
  
	
  
§  Ensuring	
  thread	
  safety	
  

§  Avoiding	
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§  Managing	
  long-­‐latency	
  
events	
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Challenges:	
  
	
  
§  Ensuring	
  thread	
  safety	
  

§  Avoiding	
  deadlock	
  

§  Managing	
  long-­‐latency	
  
events	
  

§  Balancing	
  
heterogeneous	
  
workload	
  and	
  resources	
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Bringing	
  it	
  all	
  together	
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miniGhost w/ 
TPOD 

w w ww

MPIQ 

4 cores
per NUMA

4 NUMA
per node

8,944 nodes

4,096 to 131,072
cores total

Cray XE6 
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Increasing	
  communica9on-­‐
computa9on	
  overlap	
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Improving	
  performance,	
  to	
  a	
  point	
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Summary	
  
§  Co-­‐schedule	
  work	
  and	
  communica9on	
  using	
  a	
  task	
  parallel	
  run9me	
  

§  Imposed	
  minimal	
  code	
  changes	
  on	
  a	
  proxy	
  applica9on	
  

§  Showed	
  promising	
  early	
  results	
  up	
  to	
  131,072	
  cores	
  

§  Lots	
  more	
  to	
  explore	
  …	
  

§  MPI	
  thread	
  support	
  levels,	
  Barriers,	
  Endpoints,	
  …	
  

§  Interoperability	
  with	
  high-­‐level	
  PMs	
  (OpenMP,	
  Kokkos,	
  …)	
  

§  Run9me	
  support	
  for	
  efficient	
  event-­‐driven	
  wake-­‐up,	
  scheduled	
  polling	
  events,	
  …	
  

§  Use	
  cases	
  for	
  AMR,	
  graph	
  analy9cs,	
  …	
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