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Event logs are:

- Ubiquitous (nearly all types of com

- Informational (nearly always the fir

- Voluminous (infeasible to read all
of them)

- Noisy (many messages are
completely useless)



Interrogating (grep) or monitoring (loc
- Is common
- Can be easy (or NOT)
- Can be effective (or NOT)

Many hard questions cannot be easil

Under what conditions does string “x
N e.g. nodes, times,



Premise: Similar computers
correctly execu
should pr:

Process:

Group log messages into “document
according to time and host factors

Encode as a “term-doc” matrix:
X=GL where G is a per-term
information weight regarding
some factor of interest
(Host, Time, App, User, etc)
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How effective is it?

Of the 33 GL Combinations Tested,
host information weighting provides
exceptionally good fault detection.

On a 512 Node Linux Cluster at SNL,
60% of faults are detected with an
alarm precision rate of at least 80%.
This corresponds to an excellent false
positive rate of 0.07%.

Results for Red Storm, Blue Gene,
Thunderbird, and Liberty are pending...
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