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Background – our use for CLIR
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Distribution of internet content by language



Cross-Language Comparison –
Experimental Design

• Basic Question

– Given 2 documents in separate languages, can we 
determine if they are “about” the same thing?

• Basic Test

– Given a document in language A, compute 
similarity between it and each document in a 
corpus of language B

Document 
in 

Language 
A

Corpus
in

Language
B

Can Document in A be 
used to retrieve similar 
Documents from 
Corpus in B?



• Translate the query

– Efficacy is constrained by quality 
of machine translation

• Train algorithm on parallel corpora

– Translations should:
• Be available in target languages
• Be reliable
• Be sufficiently large in size
• Cover target subject domain
• Be free of undue copyright 

restrictions
• Be electronically available
• Be alignable

Approaches to cross-language 
information retrieval



• Resnik, Olsen & Diab (1999) showed that the 
Bible fulfills all of these criteria and is 
surprisingly suitable as a parallel corpus
– Translations in > 2,400 languages and rising

– Great care taken over translations

– Respectably large compared to other corpora

– Covers many modern genres

– Covers up to 85% of modern vocabulary

– Generally free of copyright restrictions

– Electronically available

– Alignable

The Bible as a Parallel Corpus



Language coverage - detail

Per http://www.biblesociety.org/latestnews/latest341-slr2005stats.html

http://www.biblesociety.org/latestnews/latest341-slr2005stats.html
http://www.biblesociety.org/latestnews/latest341-slr2005stats.html
http://www.biblesociety.org/latestnews/latest341-slr2005stats.html


The ‘Unbound Bible’

85 translations (some partial) in 
51 languages, in common format



The ‘Unbound Bible’ – a sample



Coverage of internet content 
based on ‘Unbound Bible’
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Cross-Language Comparison – Method 2

• Use single index for all languages (concatenated)
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Validation results: Test set in training set

Method: Index on entire Bible, measure average uninterpolated 
precision at doc. 1 for 66 books of Bible

To

Arabic English French Russian Spanish

Arabic 1.00 1.00 1.00 1.00 1.00

English 1.00 1.00 1.00 1.00 1.00

From French 1.00 1.00 1.00 1.00 1.00

Russian 1.00 .99 1.00 1.00 1.00

Spanish 1.00 1.00 1.00 1.00 1.00



Validation results: Test set not in training set

Method: Index on entire Bible, obtain matrix of similarity 
measures for 5 conference abstracts where English and 

Spanish translations exist

English

Doc 1 Doc 2 Doc 3 Doc 4 Doc 5

Doc 1 .607 .043 .045 .035 .022

Doc 2 .049 .397 .038 .082 .166

Spanish Doc 3 .030 .050 .045 .101 .049

Doc 4 .102 .096 .080 .189 .105

Doc 5 .035 .131 .039 .042 .168

We have also used the framework successfully for Maori, to 
distinguish between the Treaty of Waitangi and the New Zealand 
National Anthem



Validation results: Test set not in training set

Method: Index on entire Bible, measure Mean Average Precision 
for 114 suras of Quran in English, Arabic, Russian, and Spanish 

(results comparable to McNamee & Mayfield 2004)

- LSA

- no removal of 
stopwords

To

Arabic English Russian Spanish

Arabic 1.00 .60 .33 .46

English .49 1.00 .75 .53

From Russian .40 .68 1.00 .45

Spanish .46 .78 .62 1.00

.35

(using 5-
grams)

.71 .62

.71

.72

.90

.67.56

.90

.92

.87.66 .74

Method 1: Separate index for each language

Method 2: Single index for all languages



Precision-recall graphs for different test parameters
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Observations

• Cross-language approach is easily extensible to new languages and 
corpora, including minority languages

• Resources exist which allow large parallel corpora to be built up 
from scratch in hours, at no monetary cost

• Unsurprisingly, the larger the training set, the better the precision-
recall results

• Results appear to be comparable to, or better than, those achieved 
by other methods and reported recently in research literature; further 
testing may be needed

• Our best results were obtained using LSA, a single index for all 
languages, and without removing stopwords. This has the advantage 
of requiring no language-specific expertise to set up.



Future directions

• Continue to test CLIR algorithm to identify its 
strengths and weaknesses

• What chunk size yields best cross-language IR 
results, and why?

• Can we use the output of cross-language 
comparison to characterize documents by their 
ideology?
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