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EXECUTIVE SUMMARY

1.0 Introduction

Dimensional accuracy in metal castings has taken on increased importance in the
last decade as methods of controlling cast structure have improved. There is an emphasis
on molding accuracy, and, today, on understanding the way alloy solidification tiects
casting accuracy.

At the same time, the use of solidification simulation programs is expanding
rapidly in the metalcasting industry. Well over half of the castings produced in the United
States are produced in foundries that routinely use commercial solidification simulation
programs. As the use of these programs has proliferated, there has been an increased
emphasis in making them as accurate as possible. Ten years ago foundrymen were
satisfied to have approximate solutions to casting solidification problems; today accuracy
is required. This means using accurate values of thermal parameters involved in metal
casting.

Dimensional accuracy and accurate values of thermal parameters are linked in the
establishment of interracial heat transfer coefficients. There is indirect evidence of this%
evidence from actual castings, and foundrymen the world over know that dimensions
vary when the casting orientation or gating is changed. The reason that varying the gating
or the orientation of the casting in the mold affects dimensions was explained by
Campbe112,who pointed out that rapid heat transfer behveen the metal and mold (as
would be the case in the first part of the casting to fill) would cause the metal there to
solidi~ sooner than metal that filled later. The metal that solidifies sooner is stronger
sooner, and thus will pull on the later-solidifying metal, causing it to distort.

In the same way, parts of the mold that have a higher interracial heat transfer
coefficient than other parts of the mold will cause the metal thereto solidi& sooner, aud
will similarly tiect the casting dimensions. Because of the growing understanding of the
importance of interracial heat transfer, The University of Alabam~ with the help of
Florida A&M University and a team of foundries, investigated the role of intetiacial heat
transfer in affecting dimensions.

2.0 Theoretical Underpinnings

Evidence that interracial heat transfer plays an important role in casting distortion
has been, up to now, indirect. An ambitious program undertaken by the Green Sand
Committee of the American Foundrymen’s Society in the early 1970’s to determine the
causes of casting distortion found some sixty-five different factors that could conceivably
have some effect.l They proposed “that this summary of effects will be aualyzed to
determine which are controllable and which are no~ and which are importan~ and which
are not.” Utiortunately, a year later, after they had taken dimensional data on castings
from the same pattern poured in fifteen different foundries, they concluded that there was



no correlation betieen casting and molding factors and the dimensional accuracy of the
casting produced.3

The implementation of modern high pressure molding and advanced statistical
process control methods has substantially decreased dimensional variation that arises
from mold and core making processes! The application of these production techniques
clearly shows that major improvements in dimensional accuracy can be made by adhering
to good practice and properly controlling mold making materials and operations.
Nevertheless, casting distortion continues to occur. Clearly, factors other than the mold
at%ectcasting dimensions. In recent years it has been suggested that gating and pouring
practice may have an effec~ as the way a mold fills affects the way the casting solidifies:
the metal that comes to rest in the mold first begins to solidi& first. This means that it is
stronger before the rest of the casting, so it shrinks earlier, and therefore pulls the rest of
the casting in its direction.

A Iirther implication of this is that areas of more effective heat transfer will
solidi@ before areas where heat transfer is less efficient. Since heat transfer must occur
across the interface between the metal and the mold, the interracial heat transfer
coefficient becomes important. With an improved understanding of interracial heat
transfer, it should be possible to design molds, using the appropriate molding materials
and gating systems, that minimize casting distortion caused by difi?erential solidification.

A fairly impressive number of studies of interracial heat transfer have been
carried out. In studies using a permanent mold,s a gap was found to form between the
metal and the mold during solidification. This occurs when the metal begins to solidi&;
as it solidifies it contracts. The mold, however, is still hot from the heat transferred from
the solidifjhg casting, and it does not contract. The formation of the gap is accompanied
by a ten-fold decrease in the value of the interracial heat transfer coefficient. The gap is
found to form in dry sand as well in aluminum6 and in cast iron? Gravity also has been
found to influence the formation of a gaps as the force of gravity is expected to hold the
casting down against the mold surface, leading to the preferential formation of a gap on
the upper surfaces of the casting.

The formation of a gap has been found to affect casting distortio% especially in
continuously cast steel slabs.9’10When the gap forms, cooling of the metal slows
appreciably. This means that the resistance to deformation of the metal where the gap
forms is also substantially reduced, as the metal in that region remains at a higher
temperature (where resistance to deformation is less than at room temperature), and it can
be pulled or distorted by the cooler, stronger metal which remains against the mold
surface.

This analysis, developed for the simple shapes of continuously cast slabs, also
applies to the complex geometries found in commercial shaped castings, such as those
poured in green sand, resin-bonded sand, or lost foam. Air gaps are expected to form
between the mold and the casting as the casting cools, and shrinks away from the mold.
However, because of gravity, there will be places in the casting where the gap does not
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form. The metal in these areas will solidi~ faster, and, as in the case for slabs, actually
deform the hotter, weaker metal adjacent to the air gaps. This has been explained in detail
by Campbell?

One implication from this argument is that in unbended sand molds, gaps should
not form. This is because the san~ as it expands, should expand in all directions,
including against the metal. Thus castings poured into unbended molds should solidify
more evenly, and should have less distortion. In fac~ this has been reported to be the
case.”

These results provide strong evidence that air gap formation and heat transfer at
the mold/metal interface is a significant factor in controlling casting dimensional
reproducibility. A number of recent models of casting distortion have neglected gap
formation12’13’14because of the difficulty in of including it in the calculations. Indeed,
most solidification simulation programs either ignore interracial heat transfer, or treat it
as constant throughout solidificatio~ thus ignoring the possible formation of a gap.

It is clear that more information is needed on the physics of interracial heat
transfer and gap formation. The objective of this program was to determine more accurate
values for interracial heat transfer coefficients, study gap formation in detail, and
correlate casting distortion with the physics of interracial heat transfer.

3.0 Experimental Program

The experimental program we carried out consisted of four parts:

1) Determination of interracial heat transfer coefficients in aluminum alloy/sand
mold systems.

2) Measurement of gap formation during solidification of aluminum alloy/resin
bonded sand mold, using eddy currents as a non-contact method.

3) Determination of the effect of molding medi~ gating, casting thickness and
casting orientation on the dimensional accuracy of sand castings.

4) Measurement of residual stresses on an un-heat treated casting before and
after gate removal.

In the first part of the program, plate castings 12” x 12” were poured in the Ray.
L. Farabee Metalcasting Laboratory at The University of Alabama. These castings varied
in thickness, iiom ?4”to l“, and they were poured in the horizontal, 30,45, and 60° to the
horizontal, and the vertical position. Thermal measurements were made and eddy current
detectors were used to measure the formation of a gap between the metal and the mold
material. These experiments were described fidly in the previous annual reports.15

The alloy was A356 alloy. It was not degassed prior to pouring, nor were grain
refiners or modifiers used. This was deliberate, in that we wanted to study interracial heat
transfer and gap formation without the coniision that shrinkage could cause.



In the remaining part of the program a casting was designed that had a number of
features that would easily demonstrate the effects of varying gating, orientation in the
mold, casting thickness, and mold material. These molding methods used were resin-
bonded sand, and the lost foam process using both silica sand and low-expansion sand at
commercial foundries. Each casting was then to be dimensionally inspected using a
coordinate measuring machine at another commercial foundry. Unfortunately, no foundry
was able to pour green sand castings, and we were forced to abandon this part of the
project.

The resin-bonded sand castings were poured by General Motors Powertrain
Operations in Saginaw, ML Low expansion sand lost foam castings were poured by
Mercury Marine Corporation in Fond du Lac, WI, and silica sand lost foam castings were
poured by Willard Industries in Cincinnati, OH. The castings were then sent to CMI
Technical Center in Warre~ MI for layout on their Coordinate Measurement Machine.
The results from those measurements were sent to Florida A&M University for analysis.

In the fourth part of the program, we submitted one of the castings to the High
Temperature Materials Laboratory at Oak Ridge National Laboratory for Neutron
Radiation measurements of residual stresses in the casting before and after the gating was
removed.

4.0 Results and Conclusions

Details of the experimental program and its findings are presented in four detailed
reports that follow this executive summary. These reports describe in detail the
experimental effort, the data developed during the investigations, and the reasons for our
conclusions from this work. Our results are summarized below

Part I – Interfhcial Heat Transfer

1.

2.

3.

Thermocouples implanted in low conductivity media (such as sand) form preferential
heat flow paths and can significantly alter the temperature field. Our calculations
indicate that errors in readings could be on the order of 50 C. The severity of this
condition increases as the section size of the casting decreases. Thermocouples should
run parallel to the isotherms (e.g, parallel to the mold surface) in mold to minimize
this error.

An inverse heat conduction methodology is capable of deterrnining the interracial
heat transfer coefficients in resin-bonded sand castings. The method assumes a purely
conductive mold medium, which is an approximation. The evolution and migration of
gases decomposed ilom the resin appears to play a significant role in the process.

Our results indicate that, for horizontally oriented castings, the heat transfer
coefficients during resin-bonded sand casting of aluminum (A356) are on the order of
600 W/m2-K. For section thicknesses of 12.7 mm or greater, the interracial heat
transfer coefficient is approximately constant during the solidification process. For



thinner sections, the heat transfer coefficient varies through most of the solidification
process, and can double in magnitude.

4. For vertically-oriented plate castings, the heat transfer coefficients are highly
variable, but appear to be on the same order of magnitude (600 W/m2-K). This
suggests that simple surface orientation itself does not appear to dramatically affect
heat transfer coefficients. For the thickest sectio~ it does appear that there is a trend
for increasing heat transfer coefficients during the solidification. Also, differences
were found on coefficients on the upper and lower surfaces of horizontal castings,
which we attribute to the role of gases from resin decomposition.

5. We have developed an inverse heat conduction algorithm to compute the heat fluxes
from castings in green sand. The heat transfer coefficients obtained from the
algorithm are not reproducible, and we are continuing work on a heat transfer
coefficient-based method.

Part II:

Our results showed that no gap formed during the pouring of most of the castings
in this investigation. Neither the gap formation measurements, nor the thermal data were
what was expected from the formation of a gap. We looked at the microstructure of the
castings poured horizontally, and found extensive columnar grain growing from the cope
surface, but only short columnar grains, which quickly changed to equiaxed grains,
growing from the drag su.x%ace.This indicates very strongly that thermal gradients in the
drag were lower than those in the cope. This, in tunL indicates that the heat transfer from
the cope surface of the casting was greater than from the drag stiace.

We had expected just the opposite phenomenon. We assumed that gravity would
force the solidifjhg metal down onto the drag surface of the mold, and that a clear gap
would form on the cope surface. That did not happen. We suspect that by not degassing
the metal we counteracted the effect of metal shrinkage, and that no shrinkage took place
on the cope surface, as extensive microporosity was found in the castings. As for the lack
of effective heat transfer on the drag surface, we attribute this to the collection of gas
underneath the solidi@ing casting. This has been encountered previously. We were also
curious about what would happen to the gap on the surfaces of castings poured vertically.
We found that gap formatio~ if any, was not predictable, nor could we find a pattern to
gaps, if any, formed on castings poured at a 30°,45°, or 60° angles.

Our conclusion is that there was no evidence that gaps due to alloy shrinkage
actually form in aluminum alloys poured in resin-bonded sand molds. Note that our
experimental method deviates substantially from that of past investigators. However, we
have been careftd to examine as many variables that could al%ectthe accuracy of the
instrumentation of our metho~ and we find it hard to believe that the method is
inherently incorrect. Our results call into question the traditional view of gap formation
during solidificatio~ and strongly call for fhrther research.



Part III:

The statistical analysis confirmed that the type of gating systems, casting
orientation, molding process used, and casting thickness influence the dimensions of the
casting. The factorial analysis of variance determined the effect of each factor on each
feature (leng@ height, thickness, parallelism, casting angle, and flatness). The test of
means was an effective method for determining the factor level effects.

For all of the castings, the thickness levels, orientation and gating significantly
contributed to the distortion of the features. For all of the resin-bonded castings, 3Aand YZ
inch thickness played a significant role in casting distortion. Gating and orientation also
played crucial roles in the distortion. Orientation dow % inch thickness, and top gating
affected the lost foam silica sand castings. The thickness level (3A,% , % inch) most
significantly affected the lost foam low expansion castings compared with the orientation
and gating.

Re& bonded san& orientation down, and top-gating mostly tiected all of the ?4
inch castings. The molding process (mold type) is the most significant factor affecting the
casting distortion. The deviation from nominal analysis indicated that the lost foam silica
sand process had comparatively less deviation flom the designed nominal values, while
the lost foam low expansion sand process varied the least from the calculated nominal
values. Resin bonded sand castings deviated the most from the designed and calculated
nominal values. The most significant contributor to the distortion of all of the castings
was resin-bonded sand. Also, the ANOVA analysis indicated that side gating did not
significantly contribute to the distortion of the castings.

Part lv:

1.0

2.0

The slightly compressive strains in tangential and axial directions in the gate were
released after the runner was removed from the casting. The fact that a compressive
strain in the gate closest to the fill of the runner was measured suggests that this gate
solidified second. This hypothesis is supported by the increased opening on cutting at
the location of the other gates.

The tangential component of strain in the crown was investigated at three different
depths to examine the effect of the opening the gate on removing the runner. In the
as-cast specimen the strains went from slightly compressive at the inside to slightly
tensile at the outside. The data after the runner was removed showed a di13erent
trend, with the more relaxed strains closer to the inside of the casting. This is
consistent with the measured opening of the casting when the runner was removed.
Thus the strain distribution is modified (it was actually relieved or shifted to more
compressive in the direction we examined) by the runner removal, particularly in the
crown.



3.0 The overall low measured value of the strains in the casting are likely a consequence
of a strain-relief mechanism at work during solidification. One possibility is that
there is a thermal stress relief occurring during the slow cooling in the mold.
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Abstract

Accurate knowledge of the interracial heat transfer coefficients between a
casting and its mold can significantly improve computer simulations for casting
process desi~ and minimize design cycle time. As casting section sizes decrease,
the interracial heat transfer coefficient plays a larger role in deterrninin g the
overall solidification rate. This report details the results from a three-year
investigation to determine the intetiacial heat transfer coefficients during sand
casting of aluminum (A356). To obtain these results, two series of instrumented
plate castings were poured, and temperature data collected from these castings
were used to solve the inverse heat conduction problem. Significant findings from
this investigation include values for the magnitude and variation of the heat
transfer coefficient during solidification for resin-bonded sand molds for three
different section sizes. Other notable results from the project include the
development of a special algorithm to determine the interracial heat lmmsfer
coefficient in green sand and the identification of significant temperature
measurement error due to wire lead heat loss when using thermocouple
thermometry.

1.0 INTRODUCTION

Increased competitiveness in casting requires reduced scrap and a lower design cycle
time. For this reaso~ many foundries are using computer simulations to prototype new castings
before the first metal is poured. This strategy allows exploration of different gating and risering
schemes and facilitates optimization of the casting. This computer-based design cycle replaces
the old practice of cut-and-try in the foundry, which is expensive in terms of both labor and
materials, and is generally more time consuming.

Computer simulations for solidification have attained a high level of maturity, and today
can simulate filling time as well as compute the time to solidi& throughout the casting. This
allows foundrymen to predict the probable final metallurgical structure of the part. The physics of
the process of solidification within the casting itself has been studied extensively and is well
understood. The physics of solidification have been incorporated accurately into several
commercially available computer codes (e.g., ProCasL Magma).

A significant player in the overall simulation is the environment surrounding the cast pm
that is, the mold. The sand mold is largely treated as a purely conductive medium, and, provided
the thermal properties of the sand are available, the modeling of heat flow in the mold itself is
not considered to”be difficult.

Of some importance is the interface between the metal and the mold. Figure 1 shows the
interface between the metal and the mol~ represented as a distinct gap. The physical dimensions
of this gap can vary, but even in the case of no visually apparent gap the phenomenon suggested
by the temperature distribution in the figure is present. The temperature drop from the surface of
the metal to the surface of the mold is produced by an interracial heat transfer coejicient



between the metal and the mold. This heat transfer coefficient is determines the heat flow from
the casting at any instant in time as

q = h(Tm,,.,- Tm.[.) O)

T’

Znetal

Tmo!d 3“”””--”~~...--------
mold

,------------ --

I metal 1(
I Igq ~

➤
x

Figure 1. Schematic of interface showing temperature distribution

For thicker castings, the magnitude of the heat transfer coefficient is of lesser importance,
as the overall solidification time is long. BUL as section size decreases, and solidification times
decrease, the resistance to heat flow imposed by this interracial heat transfer coefficient becomes
more significant in the overall process.

This report details a three year investigation to determine the interracial heat transfer
coefficients lypical of aluminum castings in sand molds. The general approach will be outlined,
including a description of the castings and instrumentation used, along with an explanation of the
data analysis method used in the study. The results are presented ne~ in two parts, reviewing
some preliminary results and then results from resin-bonded sand castings. Experiences from
green sand work will also be reported.



2.0 GENERAL APPROACH

In order to measure interfhcial heat transfer coefficients during casting, several
instrumented castings were made. We wanted to obtain results on simple, but industrial sized,
castings. Furthermore, we wanted to use the simplest and least expensive instrumentation
possible. By using inverse methods (e.g., Beck, 1984) our results could be obtained using simple
thermocouple thermometry. Each of these facets of the approach is explained below.

2.1 Castings

A simple geometry was selected which would be amenable to analysis using one-
dimensional parameterization. A broad flat stiace was desired, so that heat flow perpendicular
to the surface direction would be nearly one-dimensional A 300 mm (12”) square surface was
selected, and the required thermal instrumentation was subsequently installed near the center of
this face. Three different casting thicknesses were chosen, ranging from rather thick, 25.4 mm
(1”) through nominal, 12.7 mm (1/2”), and a section that was approaching th@ 6.35 mm (1/4”).
Figure 2 shows one of the finished plate castings in the intermediate thickness. The “footprint”
of the thermal instrument package can be seen in the middle of the plate.

Figure 2. Finished plate casting in the intermediate (12.7

2.2 Instrumentation

In order to determine the interracial heat transfer coefficient
need to measure the temperature of the surface of the solidi&ing

mm) thickness

using inverse methods, we
metal and the temperature

within the sand mold. We developed a first generation instrument pack that was used in the first
sequence of castings. Based on some results and observations from this sequence of tests, a
second generation instrument pack was developed.

2.2.1 First Generation

The thermocouples were embedded into the sand material by first implanting them in a
small instrumentation pack 75 mm X 75 mm X 100 mm (3” x 3“ x 4“). Initially three

4
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thermocouples were used one at a nominal 5 mm depth from the surface and a second at a
nominal 15 mm depth. The third thermocouple was allowed to protrude from the instrument pack
surface, so that when the instrument pack is integrated into the mold this third thermocouple
extended into the plate cavity. When molten metal was poured into the mold, a simple “two-
point” thermocouple was formed by the electrically conductive molten aluminum and the two
thermocouple wires. This measured the solidiijing plate surface temperature during casting and
solidification. Figure 3 shows the preparation of an early instrument package. Later instrument
packs used thermocouples with glass overbraid insulation unlike the rigid refractory sleeves
illustrated in the figure.

Note that the thermocouples are installed perpendicular to the surface of the casting. This
prac

Figure 3. Preparation of a First Generation Thermal Instrument Package

Discussions with Prof. J. V. Beck of Michigan State University led to his suggestion that
installation of the thermocouples perpendicular to the isotherms can lead to large errors in the
indicated temperature (Bec~ 1998).

Figure 4 depicts the two possible types of thermocouple installations: “straight” and “L-
shaped”. When the conductivity of the wire is much greater than that of the surrounding material
(about two orders of magnitude in the present case), then the wire presents a preferentially
conductive path for heat flow from the surface (BecL 1962). This results in a temperature
depression in the immediate vicinity of the wire, as depicted in both of the schematics in Figure
4. In the “L-shaped” installatio~ the tip of the wire is bent so that it is parallel to the local
temperature isotherms. In this case, the tip of the thermocouple extends into the region of
constant temperature, which is the desired indicated temperature.

This phenomenon was investigated both experimentally and numerically in our program.
Figure 5 shows the experimental results from a casting where both types of thermocouples
(straight and L-shaped) were installed in a mold. Care was exercised so that the depths of the
straight and bent thermocouples were at the same approximate depth from the interface. (The
actual depths were determined using a micrometer depth gage after the casting was cooled and
removed from the mold). Note that the two “L” thermocouples (at 5.lmm and 5.2 mm) have
virtually an identical response up until elapsed time of 250 seconds, then they begin to differ. The
difference at this time is associated with a change in heat transfer at the top surface of the casting,

.
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which can ako be seen the in the other pair of curves. The two “straight” thermocouples also
have responses similar to each other, but the one noted at 5.8 mm depth is always at a lower
temperature than the one at 5.3 mm. The important point of all this is the difiierence between the
rate of response of the “x2” thermocouples, which are at the same nominal depth as the “xl”
thermocouples, and therefore should read the same temperature as the “xl” thermocouples. Note
that the straight (xl) thermocouples always indicate a lower temperature than the “L” (x2)
thermocouples, consistent with the explanation given via Figure 4.

We also performed computer simulations on the “straight” thermocouples to quanti~ the
probable magnitude of the temperature depression at the tip of a wire imbedded in a sand
medium. A simple axisymmetric finite element model of a wire surrounded by sand and
subjected to heating at the surfhce was used. The heating imposed at the surface was taken from
an experiment we performed. The “error” was defined as the temperature at the same depth from
the surface as the wire minus the temperature at the tip of the wire. The resulting error as a
function of time is shown in Figure 6 for a 25 mm thick casting section. Note that the farther the
thermocouple is from the surface, the less the deterministic measurement error will be, however,
it will never be zero (unless wire with the same properties as sand can be found).

n n
Figure 4. Illustration of junction location relative to distorted temperature field for straight (left)

and “L-shaped” (right) thermocouples

2.2.2 Second Generation

These observations led to the development of a new instrumentation package, and a
second series of castings. The new instrument package used thermocouples with a 50 mm length
parallel to the cast surface, and used two surface thermocouples to measure the temperature of
the solidif@g metal. Figure 7 shows a picture of a second generation instrument pack. The lead

6
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wire exiting the side of the instrument pack indicates that the thermocouple junction inside the
pack has about a 50 mm length of wire that was parallel to the casting. Note that there were now
two “two-point” thermocouples protruding from the front of the pack (visible at the top and
bottom of the surface in Figure 7) which would each provide an independent indication of the
solidiijdng metal temperature.
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Figure 5. Temperature traces comparing “straight” versus “L-shaped” thermocouples

2.2.3 Analysis

The general approach taken to make the heat transfer measurements is based on an
inverse heat conduction solution (Beck, et al., 1985) for the surrounding mold medium. Figure
8 depicts a section of a casting, showing the metal (below) the sand (above), and several
indicated temperature measurement points. Also suggested by the schematic is the existence of a
gap between the metal and the mold, and the heat transfer across that gap. Using temperature
measurements in. the sand, and assuming that the thermal properties of the sand are completely
known, inverse heat conduction methods are used to find the heat transfer q(~ at the interface. If
the surface temperature of the solidi&ing metal is also measured, then the intefiacial heat transfer
coefficient can be determined. Another approach is to formulate the inverse problem so that the
heat transfer coefficient h(fl is determined directly. Both approaches will be explored below, with
the latter one ultimately being utilized.
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Figure 6. Deterministic thermocouple errors computed from finite element simulation

Figure 7. New instrument package. Note thermocouple lead wires exiting from the
pack, and two surface thermocouple wires protruding from the front.
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3.0 Inverse Problems

The inverse problem of determiningg the unknown surface heat flow maybe understood by
comparison with the corresponding forward (or “usual” problem). The “usual” problem of heat
conduction may be summarized as follows:
Given: Complete description of system physics

All material properties
Initial system configuration
All external loads on system at all times

Find: System configuration at all subsequent times (the values that you would measure).
The inverse problem may be summarized as follows:
Given: Complete description of physics

All material properties
Initial system configuration
Measurements at known locations at known times

Find: External loads at all times

Thus, the solution of both the forward and the inverse problem require a complete
knowledge of the physics, as well as accurate knowledge of the material properties.

The solution to inverse problems is the subject of many articles and books (Beck,
BlackWell, and St. Clair (1985), Murio (1993), Hensel (1991)). The mathematical nature of
inverse problems is well understood: they are mathematically ill-posed because their solutions do
not continuously depend on the data. Specifically, small errors in the input to the inverse problem
(the material properties and the measurements) can cause large or violent deviations in the
solution of the inverse problem (in this case the unknown heat flux).

The mathematical model is taken as the diffusive heat conduction equation. This is
approximate, even for the case of resin-bonded sand, but even more so for the green sand. In
resin-bonded sands, the heat from the casting produces evolution of gases from the resin, and
these gases are driven away from the hot surface and can carry some energy with them. In the
case of green sand, the water binder evaporates and migrates and re-condenses, carrying with it a
significant amount of energy. The assumption of a diffusive process is a simplification, but one
which greatly simplifies the inverse problem.

In order to apply the inverse method, the thermal properties of the medium must be
known at each point in space and time. This variation in space and is handled by allowing the
thermal conductivity k and the volumetric heat capacity C to be fimctions of the local
temperature.

Kubo and Pehlke (1985) published a study including thermal properties of silica sand.
The properties used in the present effort are derived from Kubo and Pehlke and are summarized
in Table 1. The formula for specific heat is that recommended by Kubo and Pehlke (1985) for
silica sand, while that for thermal conductivity is the result of a curve-fit to data for dry bentonite
bonded silica sand. The temperature for the formulae in Table 1 is in degrees Kelvin.



Table 1. Thermal Properties of Resin Bonded Sand

Property (units) Relation

Density (kg/m3) 1500
Thermal Conductivity (W/m-C) 2.63(T/1000)3 + 5.59(T/1000)2 – 4.08(T/1000) +1.9
Specific Heat (kJ/kg-C) 0.782 + 0.000571T – 18800/T2

3.1 Heat Flux Approach

In this approach which was used in the first sequence of castings, the external heat flux
history is considered unknown in the inverse problem. After the heat flux history is determined,
the interracial heat transfer coefficient is found by making use of the metal temperature measured
at the casting surface. This method, and a sample of results obtained using this method, will be
presented in the following sections.

3.1.1 Method

This method was detailed in a paper presented at the 102nd Congress of the American
Foundrymen’s Wciety (Woodbmy, et al., 1998).

The fimction estimation problem of finding the unknown surface heat flux maybe stated
mathematically * follows. For one-dimensional flow of heat in a soli~ conservation of energy
requires thati

where C~) is the temperature-dependent volumetric heat capacity (density-specific heat product
C(T)=p(T)cP(T)), and kfl) is the temperature dependent thermal conductivity of the material. It is
assumed that these thermal properties of the material are completely known.

The initial condition for Equation (2) is

T(x,O) = g(x) (3)

where the function g(x) is known and typically is a constant value. The boundary conditions for
Equation (2) are:,

i?T
qL = ‘k% _ ‘o (4)

x-L

h ~=, ‘A(’)” ‘5)

q. (~)= –kz



In Equation(5), the function~l(~ is NOT knowIL but is to be determined in the solution
of the proble~ Supplemental information is provided by measurement of the temperature history
at a location x :

T(X*,t) = f2 (t) . (6)

The function~z(~ is not known continuously, but can be found at discrete instants in time
using digital data acquisition. These are the temperatures from the thermocouples in the
instrumented castings. Note that in this approach only data from within the mold are used to
tier the heat flux into the mold. Jn the heat transfer coefficient method (to be described later) the
temperature of the solidifying metal also enters this computation.

By using an appropriate discretization technique (we use finite elements), the discrete
form of the partial differential equation (2) can be written as

[+@’n+’}={~Jqfl*)}+{&(q,n)}+{&(~n)}.(7)

The sequential function specification method for solving inverse function estimation
problems consists of(1) assuming a fi.mctional form for the unknown fimction and (2) estimating
the components of the unknown fimction sequentially.

In the present case, the continuous function q(~ is assumed to be represented by a
piecewise constant fimction. An arbitrary time is denoted by ?’+l, and the corresponding value of
heat flux is q(~+~. The time corresponding to the occurrence of the heat flux is shifled from the
time of the measurement by zlt/2.

The sequential estimation procedure requires computation of the “unknown” value of
q(l’+~ in Equation(7) at each step. In its simplest form, the sequential computation allows for a
direct computation of each component q(i+~ in an “exact matching” fashion. This exact
matching (one q value for every measured T value) is the classic formulation of Stoltz (1960)
and is extremely sensitive to noise in the input data. This sensitivity to noise is a manifestation of
the inherent ill-posedness of the problem, and is made worse by small computational time steps.
This ill-posedness can be addressed by regularizing using the now-classic method of Beck.
Beck’s innovation (Bec~ 1968) was to include a few extra measurements from tie next r future
time steps. In order to add this extra data and not introduce new unknown components of {q}
into the problem, Beck suggests letting these components of {q} corresponding to the fiture
times beheld temporarily constant at the current time step. That is, let

n+l
4 !ln+z = ““”= !?”+’-*=

This introduction of future times data lends stabilization to the algorithm, but also
introduces bias into the computation of <+l. Specifically, the values of {q} during transitions are
smoothe~ thus sharp transitions can be lost if a value of r which is too large is specified.



This use of future times data and the assumption embodied in Equation (8) results in an
overdeterrnined problem in the discrete finite element equations (represented by Equation (7)).
That is, there are now r equations for the single value of the unknown ~+~. This is
accommodated by choosing q“+l to minimize the sum of the squared dMerences between the
model-computed values of temperature (given by the solution of Equation (7)) and the
experimentally-measured values (represented by Yz(ij in Equation (6)). Thus the fimction to be
minimized is

~(q.+l) =~(~(x”,~.+i,qn+l)_f,(tn+f)~ (9)
i=l

To handle the non-linear dependence of the solution for T(x,~ on the thermal properties
C(T) and k(T), the solution is linearized about a nominal assumed value for #“l at each time

step. Thus, a value for the heat flux, say q~n+l,is assumed to be kIIOWIImd a correction Z@ is

sought so that

Note that these iterations are petiormed at each time step, so that the time superscript n+l
is unchanging. This linearization technique is that which Junkins (1978) refers to as Gaussian
Least Squares Differential Correctio~ and Beck and Arnold (1977) refer to as Gauss Method of
Minimization. The resulting update equation for the heat flux component Z@ is

Aqk =[XTX~XT&(X*,q~l)-fi}. (11)

{In Equation (11), the length of the vector T(x*, q~l) – f2 is r, the number of fhture

times used, and the notation T(x*, q~l ) only emphasizes that the currently assumed value of

qk “+1 is used to generate the solution. In Equation (11), the X matrix is the sensitivity matrix

which relates the measured response T(x”,~ to the unknown heat flux component qk .
n+l

Mathematically, the components of the X matrix are the partial derivatives of the solution T(x*,~

to the unknown heat flux component q~n+l.The components of the X matrix will vary with time,

only because of the non-linearity presented by the properties C(T) and km. In the present
formulation, the X matrix is recomputed at each time step by a direct sensitivity coefficient
method (Tseng, et al, 1995, Woodbury and Premanand, 1996).

Once all the values of q(ij have been computed sequentially, the temperature field at all
points in space and time can be computed from solution of the direct heat conduction problem
represented by Equations (2)-(5). This is importan~ as the temperature at the surface of the mold
will be necessary to compute the heat transfer coefficient. Specifically, the heat transfer
coefficient will be computed from the following relation



h= q
Tmetal –T~Ol~

where T~et~lis the surface temperature of the solid@ing casting, and T~Oldis the surface
temperature of the mold.

3.1.2 Typical Results

Heat fluxes and heat transfer coefficients were obtained using the method outlined above.
A set of results for heat fluxes for the 25 mm plates are seen in Figure 9 (bottom surfaces) and
Figure 10 (top surfaces). The results in both cases are extremely reproducible; the results shown
are from four different plates cast on two different days. The results for the bottom surface were
reproduced to a I&h degree, but the top surface results were a bit more variable.

Figures 11 and 12 show the corresponding heat flux computed from Equation (12) a.fler
the heat flux history is found. Note the that coefficients from the bottom surface (Figure 11) are
very well reproduced, but those from the top (Figure 12) vary wildly born one case to another.

3.1.3 Problems

The lack of reproducibility in the heat transfer coefficient results in Figure 12 is obviously
a concern. The main reason cited for this behavior is related to NOT using the measured
solidi&ing plate temperature in the calculation of q(fl. The heat flux estimate is made without
regard to the “source” temperature, TmtaZ(~.This can lead to a calculation of TnOl@ which is
inconsistent with the measured source temperature. The data for Tmtal(~are available and can be
used to get a better estimate of h(~.
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Figure 9. Heat fluxes obtained from bottom surfaces of 25 mm horizontal plates using heat flux
formulation
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Figure 10. Heat Fluxes from top stiaces of 25 mm horizontal plates using heat flux formulation
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Figure 11. Heat Transfer Coefficients from bottom surface of 25 mm plates using heat flux
formulation
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Figure 12. Heat Transfer Coefficients from top surfaces of 25 mm plates using heat flux
formulation
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3.2 Direct Coefficient Approach

Toalleviate thevariability int.heresuhs such asthose seen in Figure 12, a modified
inverse heat conduction analysis was adopted. The basic idea in this approach is to make use of
as much experimental evidence as possible for each casting. A side benefit is that the desired
interracial heat transfer coefficient is the direct outcome of the analysis.

3.2.1 Method

The conduction of heat in solids is governed by Equation (2). For a body heated by a heat
transfer coefficient at the left end (x= O) and insulated at the right end (x= L), the appropriate
boundary conditions can be expressed as:

_ g
~ _ = h(t)(T=(t) -T(O, t)) (13)

x-o

-k’T =0
z ~=~

(14)

A suitable initial condition for this problem is:

T(x,O],=O=To (15)

The problem defined by Equation (2) and Equations (13)-(15) is the forward or direct
problem. Given the appropriate values of h(~, TdJL and the properties k and C, the temperature
in the domain for all non-zero values of time can be found at all x locations.

In order to conduct the estimation for the heat transfer coefficient the sensitivity of the
measurement to the unknown parameter must be found. The sensitivity coefficient is the
derivative of the observed quantity (in this case, the temperature) with respect to the unknown
quantity (in this case the heat transfer coefficient):

Xh =%. (16)

A mathematical problem to compute these sensitivity coefficients can be found by taking
partial derivatives of the problem defined by Equation (2) and Equations (13)-(15) with respect
to the heat transfer coefficient. In so doing, we make the assumption that, at each time step, the
heat transfer coefficient is constant for the next several time steps. That is, h(.=ho-

C(T)~ = $
[)
k(T)~ (17)
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-k’x---# _ = (T@(t)-T(O,t))+hCXh((),t) (18)
x-o

-k= =0
&h ~=L

(19)

To find h(j) in the inverse problem, we use the data from both of the surface
thermocouples on each stiace of the plate to determine T~~. Specifically, T~ij is computed as
the average of the two thermocouples imbedded in the surface of the plate. At each time step, the
sensitivity problem (.Equations (17)-(19)) is solved, and the resulting sensitivity matrix X is used
in a modification of Equation(11) to compute the heat transfer coefficient at each time step. We
use all the available experimental daw which includes not only the two plate surface temperature
measurements, but also, in general, two subsurface (mold) thermocouple readings.

3.2.2 Typical Results

The results obtained using the heat transfer coefficient formulation for the same cases presented
earlier are seen in Figures 13 and 14. The results in Figure 13 are very similar to those in Figure
11, but those in Figure 14 are more consistent (to each other) than those in Figure 12. There is,
however, a notable variability in the results for heat trausfer coefficient for the upper stiaces of
the horizontal plate (Figure 14). Also shown in Figures 13 and 14 are the average values of the
four cases presented in each figure. The average is shown as the heavy black line. These average
values are the ones we report for each case.
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Figure 13. Heat Transfer Coefficients from bottom surface of 25 mm plates using heat transfer
coefficient formulation
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4.0 Preliminary Castings

The idormation in this section is included for largely for purposes of documenting the
history of the project. An ambitious matrix of castings was outlined and these castings were
begun in the spring of 1997. During the production of the castings, several problems were
identified and subsequently corrected. In the end, a second, smaller, matrix of castings was
devised and the second series of castings was poured in 1998.

The original casting matrix required four replicates of castings in NO thicknesses
(6.35 mm and 25.4 mm) in four orientations (horizontal, 30 degrees, 60 degrees, and vertical).
Thus a total of 4 x 2 x 4 = 32 castings were in the matrix.

4.1 Typical Results .

Results typical of those obtained born the prelimirmy series are seen in Figures 15 and
16 for the 25 mm casting. Figure 15 shows the heat flux results (obtained using the heat flux-
based inverse problem solution) flom a horizontal casting. The heat fluxes from the top and
bottom are similar to each other, with that from the top being a bit lower than that from the
bottom over most of the solidification.

Figure 16 shows the corresponding heat transfer coefficient for this case. Note there is a
wider discrepancy between the top and bottom stiaces.

4.2 Problems

We began to look for problems in the procedure and analysis primarily because the heat
transfer coefficients were not repeatable from one pour to the next. Some problems that were
found have been mentioned previously in this report. The problems found were:

1.

2.

3.

4.

Thermocouples installed perpendicular to isotherms, leading to artificially low readings.
This was addressed by the second generation instrument package.
Poor digital resolution (12-bit) of the temperature data which leads to “noisy” heat flux
and heat transfer coefficient values. This was addressed by using a higher resolution(16-
bit) data acquisition system.
Use of heat flux-based inverse algorithm which ftiled to take advantage of all the
experimental evidence flom the casting
Use of a single surface temperature reading. Adding a redundant reading allowed us to
use an average value, or provides the critical data if one of the sensors ftils.
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5.0 Resin-Bonded Sand

The resolution of the issues listed above in the midst of the initial matrix of pours led to a
need for a second series of castings. Our experience with the first set of pours indicated that the
thickness of the section was more important than the surface orientatio~ so we decided to add
another plate of intermediate thickness to the test matrix.

5.1 Pouring Matrix

We decided to pour four replicas of each of three thicknesses, 6.35 mm (1/4”), 12.7 mm
(1/2”), and 25.4 mm(l”) in three different orientations (horizontal, 45 degrees, and vertical). This
requires 4 x 3x 3 =36 castings total.

Table 2 shows the pouring matrix, and the “Case Name”, which includes the date of the
pour as part of the name. Additionally, the plates are poured two at a time (in quick succession)
and thus an “a” or “b” is appended to the case name to ~erentiate the plates. Those marked with
a dark gray box had fatal errors that precluded the use of the data from that case. The alloy was
not de-gassed prior to pouring, nor were grain reilners or modifiers used in making the castings.
All castings were analyzed for chemistries, and all were within the commonly accepted alloy
specification. Our purpose was to study the thermal properties of the intefiace, not to produce
castings having high mechanical properties.

Table 2. Pouring Matrix

data
Notes Case Name Configuration interval

t)our061898b
[~------- ~our062498a

DAQ stowed iO–iiiiiZiE%

pour062598a
pour062598a
pour070198a
pour070198b
pour070298a
pour070298b
pour071598a
pour071598b
pour071598c
pour071598d
pour071798a
pour071798b
pour071798c

0.50”45 degree
0.25”45 degree
~.50” 45 deg~
0.25”45 degree
0.50”45 degree
1.0”45 degree
1.0”45 degree
1.0”45 degree
1.0”45 degree
0.25” vertical
0.25” vertical
0.50” vertical
0.50” vertical
0.25” vertical
0.50” vertical
0.25” vertical
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!ll!4
1.0
0.2
~
0.2
0.2
1.0
1.0
1.0
1.0
0.2
0.2
0.2
0.2
0.2
0.2
0.2
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Notes Case Name
pour071798d
pour072398a
pour072398b
pour072498a
pour072498b
pour072998a
pour072998b
pour073098a
pour073098b
pour081298a.——.

DAQ stoppdJ pour08129~
pour081398a
pour081398b
pour082498a
pour082498b
pour082598a
pour082598b

data
Configuration interval
().5()”vertical 0.2

l.O’’vertical
l.O’’vertical
l.O’’vertical
l.O’’vertical
0.25’’Horizontal
0.5’’Horizontal
0.25’’Horizontal
0.5’’Horizontal

1.0
1.0
1.0
1.0
0.2
0.2
0.2
0.2

0.25° Horizontal 0.2

~.5° Horizon~ ~
1.()” Horizontal 1.0
1.()”Horizontal 1.0
0.25° Horizontal 0.2
0.5” Horizontal 0.2
1.()”Horizontal 1.0
1.0” Horizontal 1.0

5.2 Results

Results were obtained for most of the orientations and thicknesses. However, due to the
problems with many of the 6.35 mm and 12.7 mm plates in the 45 degree inclinatio~ results are
not reported for these configurations.

5.2.1 Heat Transfer Coefficients Versus Time for Each Orientation

Figures 17 through 30 show the heat transfer coefficients obtained using the direct heat
transfer coefficient approach in the inverse problem for many of the cases listed in Table 2. In
each figure, the four lines in color are the results born individual tests, and the solid black line is
the average of the other curves.

In general, the heat transfer coefficients in Figures 17 through 30 are on the order of
600 W/m2-K. These compare favorably with the only work from the literature we found dealing
with aluminum castings in resin-bonded sand molds (Hwang, et al., 1994). Hwang, et al made a
flat casting (150 mm by 150 mm by 30 mm) of A356 aluminum. Measurements were obtained
both in the solidi@ing metal and in the sand mold at nominal distances of 3 mm, 7 mm, and
13 mm from the casting. Using an inverse procedure, they computed the interracial heat transfer
coefficient during the process. The values they report range from a maximum of 712 W/m2-C to
586 W/m2-C.

In general, the results for horizontal castings (Figs.25 through 30) are much more
repeatable than those from the vertical configuration (Figs. 19 through 24). In the vertical
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Figure 17. Heat Transfer Coefficients from Bottom Surface of 25.4 mm plates (45 degree
inclination)
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Figure 18. Heat Transfer Coefficients from Top Surfaoe of 25.4 mm plates (45 degree
inclination)
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Figure 19. Heat Transfer Coefficients from “Bottom” Surface of 6.35 mm plates (vertical
orientation)
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Figure 20. Heat Transfer Coefficients from “Top” Surface of 6.35 mm plates (vertical
orientation)
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Figure 21. Heat Transfer Coefficients from “Bottom” Surface of 12.7 mm plates (vertical
orientation)

0.5” VerticalPlates(Tops)07/15/98+07/17/98

1400

‘071598c
1200-

—071598d
— 071798b

1000 ‘Average

800

600-

400 M

200

0)
o 50 100 150 200 250 300 350 400 450

Time, Seconds

Figure 22. Heat Transfer Coefficients from “Top” Surface of 12.7 mm plates (vertical—
orientation)
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Figure 23. Heat Transfer Coefficients from “Bottom” Surface of 25.4 mm vertical
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configuratio~ the designation of “Top” and “Bottom” are not totally arbitrary, and refer to which
half of the mold was built fist (the “Bottom” was built fist). The molds for these vertical
castings were different from those for the horizontal and angled castings, and were gated from
the top. The heat transfer coefficients for the vertical castings have a highly random character, as
the filling of the mold can be different, depending on the angle of entry of the pouring stream
into the mold, and the exact attitude of the mold (none were exactly 90 degrees to the gravity
field), etc. On average, the heat transfer coefficients for the thickest sections tended to increase
during solidljication in vertically oriented plates, from 600 W/m2-K to 700 W/m2-K (from 100
to 700 seconds in Fig. 23 and 24). For the thinnest section, the heat transfer coefficient appears to
be nearl’yconstant around 500 W/m2-K (l?ig. 19) or 400 W/m2-K (Fig. 20). For the intermediate
thickness, the heat transfer coefficient in Fig. 22 suggests the value is nearly constant during
solidification at about 550 W/m2-K.

A similarity can be noted between the interracial heat transfer coefficients on the top
surface of the 25.4 mm castings in the 45 degree (Fig. 18) and the horizontal (Fig. 30)
configurations. In each case, on three out of four pours, the coefficient increased initially, then
generally increased further after about 150 seconds. However, on one of the four pours, the heat
transfer coefficient increased initially, then decreased after about 150 to 200 seconds. This
decrease in heat transfer coefficient, which occurs on the upper surface of heavy sectioned
castings about 25’%of the time, maybe associated with the formation of a gap (see Part II of this
report).

5.3.2 Heat Transfer Coefficients Versus Solidifying Metal Temperature

The results depicted in Figures 17 through 30 are useful to gage the repeatability of the
castings, but are not particularly useful for any computational purpose. In order to facilitate
implementation into a computer program, the average values of interracial heat tiansfer
coefficient were plotted against the averaged value of the solidi@ing metal surface temperature.
(This will be the average value of the four times two surface thermocouples on each side of the
plate).

The results for the horizontal configuration can be seen in Figures 31,32, and 33 for the
thinnest, intermediate, and thickest sections, respectively. An interesting trend can be noted from
these figures. For the thinnest sectioq the coefficients are the same until about the middle of the
temperature range (560 C or so). Then the bottom coefficient remains high while the top
decreases. For the intermediate thickness, the coefficients are about the same throughout the
range for the top’and bottom surfaces. But for the thicker section, the coefficients at the higher
and lower temperatures are similar, but in the center the heat transfer coefficient on the top is
much larger than on the bottom. The reason for this increased coefficient in the middle of the
range for the thicker section is believed to be the evolution of significant amounts of gases from
the resin in the thicker section. These warm gases are free to rise through the porous media above
the plate, but form a stable layer below the plate. Thus, there is enhanced heat transfer from the
upper surfiacedue to the gas motio~ and this results in a higher apparent heat transfer coefficient
to account for the extra energy. This phenomenon does not occur at sections thinner than
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12.7 mm, as the total energy of the molten metal is significantly less.
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Figure 31. Average heat transfer coefficients for both stiaces of 6.35 mm casting (horizontal
configuration)
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5.3.3 Solidification Process

Some insight into the variation of the heat transfer coefficient during solidification can be
gained by constructing the first derivative of the cooling curve. These are shown in Figures 33
through 35 for the three thicknesses in the horizontal configuration. On the right scale in each of
these figures and on the upper curves the temperature histories of the solidi&ing plates are
shown. These cooling curves are the average of all the thermocouples from the four plates. Note
that the top and bottom surfhces are nearly duplicated for each case. The first derivative of these
cooling curves was taken numerically using a simple finite diiXerence technique, and these
derivatives are shown as the lower curves in the figures (the left scale provides the magnitude).

In this cooling curve, there is some initial violent transien~ but soon after the pouring
begins the curve begins to follow a characteristic shape (see, for example, Backerud, et al, 1990,
pages 3-6). The, key points of reference are the beginning of solidification (nucleation of
aluminum grains) which is marked by the first maximum (at about 23 seconds in Figure 33), the
end of the dendritic growth phase at the first minimum (near t = 40 seconds in Figure 33), and
the completion of solidification marked by the last minimum (at about t = 90 seconds in Figure
33). Also of note is the increase in the cooling rate caused by the nucleation of eutectic silicon
crystals, which occurs at about t = 48 seconds in Figure 33.
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Table 3. Times and temperatures of significant points during solidification for each plate
thickness (based on horizontal plates)

6.35 mm 12.7 mm 25.4 mm
Beginning of 3 sees/ 588 C 1.5 sees /592 C 4 sees/ 595 C
Solidification
End of Dendritic 20.3 sees /561 C 112 sees / 563 C 228 sees /566 C
Growth
End of Nucleation 29.4 sees /554 C 172 sees / 558 C 337 sees / 558 C
of Silicon Crystals
End of 69 sees/ 525 C 377 sees / 517 C 740 sees/510 C
Solidification

Table 3 shows the location of the key features of the solidification process for the three
thicknesses abstracted from Figures 34 through 36. Both the time since pouring began and the
temperature at which the event occurs are noted in the table. The temperatures at which these
events occur are marked with a vertical dashed line in Figures 31 through 33.

It is interesting to note that the maximums in the heat transfer coefficients for both the
thickest and thinnest sections correspond to the release of energy associated with the appearance
of silicon in the alloy. The reason for the lack of appearance of a peak in the intermediate
thickness is not obvious.
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Note that for both surfiwes of the 12.7 mm plate and the lower surface of the 25.4 mm
plate that the heat transfer coefficient is approximately constant during solidification. However,
for the 6.35 mm plate, results from both surfaces indicate that ‘the heat transfer coefficient
changes during most of the solidification process.
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6.0 Values of Heat Transfer Coefficient During Solidiilcation

We propose the following ad hoc models for the interracial heat transfer coefficient
during solidification. These models use the temperature of the solid@ing surface as the
correlating parameter, and are therefore well-suited for implementation into computer programs
or simulations.

The models we propose are in the form of piecewise linear fimctions. These fimctions are
specified as tabular data (temperature, heat transfer coefficient pairs) and are modelled after the
horizontal configurations depicted in Figures 31 through 33. Table 4 gives the defining pairs for
each of the thicknesses considered in this study.

Table 4. Heat Transfer Coefficient Models for three section thicknesses. Temperature is in
degrees Celsius and heat transfer coefficient is in W/m2-C -

125mm thickness 13 mm thiclmess
m IToI) Bottom IToT)

1

510 435 558 730 558 580 558 580
465 300 535 730 517 670 517 600

-- —,- _ -—... r. . . . H.-W---- . . . . . . . . . - . . m----- . . . . . . . .
“--...—,.{ .——— —.

-- 1495 1490 1495 1460 I

6 mm thickness
Bottom IToI)
T h T’ h
588 420 588 420
561 705 561 705
554 725 554 660

The highlighted cells in Table 4 correspond to the points of the solidification process
identified in Table 3 and noted in Figures 31 through 33. In some cases, additional points needed
to be added to define the heat transf~r coefficient model. These are the unshaded boxes in Table
4.
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7.0 Green Sand

Castings in green sand are important in the foundry industry. Part of our research effort
was directed toward this important process. The computation of heat transfer coefficients in
green sand is complicated significantly by the evaporatio~ movemen~ and condensation of water
in the sand matrix.

7.1Analysis

We developed a simple inverse heat conduction method for use in green sand based on
the zonal model of Tsai (1986). In this approach we analyzed the dry sand zone only, but
considered the effect of the moving moisture wall on the overall process. The procedure is
detailed a conference publication (Woodbury and Ke, 1999).

7.1.1 Zonal Model

The zona.1model is stated in detail by Tsai, et al. (1986). Figure 37 shows the different
regions in green sand. The analysis for each of these zones is described below.

casting Metal-mold Vaporization Condensation
) interface interface interface
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Figure 37. Schematic representation of dMerent zones in green sand

In zone 1, the molten metal solidifies and releases heat. This heat release is not important
in the inverse algorithm, so its description is omitted here. Further details are available in Tsai, et
al. (1986). ~

In zone 2, the dry sand zone, simple one dimensional transient heat conduction problem
must be solved, but the location of the right boundary location changes with time. The
mathematical description for this zone is:

C2(T)%
82T

= kz(T)+ inonxnnl(t) (20-a)



_ ~ aT2

‘X=9(’) on ~0 (20-b)

T2= TC on = IJl(t) (20-C)

-k2 ‘T
a~l

$= Lp2WZ on x= IJl(t) (20-d)

Jn zone 3, the vapor transportation zone, the temperature
governing equation in this zone is simple,

remains constant and the

TB=TC, (21)

where TCis vaporization temperature of water.

The water content in the vapor transportation zone is assumed to be:

W = WO+{WOCW+(lOO–WO)C~~TC–T2i)/L.

Using m energy balance equatiou the vapor transportation

(22)

interface can be calculated
from

The external zone

4-3(0= w :W4-,(0.(23
o

can be treated as a semi-infinite region. However, it is not important in the
inverse algorithm as the sensor cannot be located in this zone.

The inverse problem is solved similar to that for the purely diffusive case. That is, the
sensitivity of the measurement to the surface heat flux is computed mathematically by
differentiating Eqs. (20) and solving the associated sensitivity problem. These sensitivity
coefficients are used in a modified form of Eq. (11) to compute the surface heat flux. Details are
provided in Woodbury and Ke (1999).

7.2 Effect of Moisture Movement

A very important phenomena inherent to moisture-bearing porous media such as green
sand molds is that the sensitivity coefficient will be zero for sometime for sensor locations away
from the heated surface. It makes the inverse algorithm very challenging. The reason for this is
the presence of the vaporization region that masks the effect of the surface heat flux. As heat is
added continuously to green sand, the vaporization intetiace and the condensation interface will
move with time.

The reason for the initial zero value of X for subsurface sensors can be shown as follows.
At first, the sensor will be in the external zone. In this zone, the mathematical descriptions are:

aT4 a2T4
—=a4—
at &’

in 13z(t)clx ❑ •1 (24-a)

on x= ❑12(t) (24-b)

~=~onx=tl (24-c)



It contains no i.&ormation about the left boundary heat flux. The derivative of the above
equations with respect to gOis zero, this means the temperature is independent of the heat flux,

so X~Ois zero.

As the condensation interface moves and reaches the sensor locatiou the sensor falls into
the vapor transport zone. In this zone, no matter how large the heat flux is, the temperature still
remains constant. Its value is equal to the vaporization temperature of water, so that the
temperature is also independent of the heat flux added at the left boundary and the sensitivity
remains zero. Only after the vaporization interface passes over the sensor will the sensor be
located in the dry sand zone and from then o~ the sensitivity will be non-zero and it will increase
with time.

In summary, the best place for the sensor to be located is on the active surface. If the
sensor is located below the surface, there will be a period of time (proportional to the depth of
the sensor) when no Mormation about heat flux is available. There will be loss of tiormation of
the heat flux until the sensor fidls into the dry sand zone.

Woodbury and Ke (1999) showed that a heat flux based inverse solver can give good
results for the heat flux at the surface Zj’thetemperature sensor is located near the active stiace.
We are in the process of developing a heat transfer coefficient-based inverse heat conduction
algorithm to compute the heat fluxes directly.

%4Results

We have obtained some results from experimental data for castings in green sand.
Figure 38 shows one of these cases. Note that the heat flux is visually smoo~ and that the small
oscillations in the heat flux at around 200 seconds translate into noticeable sawtooths in the heat
transfer coefficient. Also, we see variability in the results for repeated cases not unlike that seen
in resin-bonded sand. Therefore, we are in the process of perfecting a heat transfer coefficient-
based inverse algorithm to compute these results. These results will be the subject of a research
report to the American Foundrymen’s Society in 2000.
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8.0 Conclusions

Thermocouples implanted in low conductivity media (such as sand) form preferential heat
flow paths and can significantly alter the temperature field. Our calculations indicate that errors
in readings could be on the order of 50 C. Thermocouples should runparallel to the isotherms in
mold to minimize this error.

We have developed an inverse.heat conduction methodology to determine the interracial
heat transfer coefficients in resin-bonded sand castings. The method assumes a purely conductive
mold medium, which is an approximation. The evolution and migration of gases decomposed
j?om the resin appears to play a sign@ant role in theprocess.

Our results indicate that for horizontally oriented plates, the heat transfer coefficients
during resin-bonded sand casting of aluminum (A356) are on the order of 600 W/m2-K. For
section thicknesses of 12.7 mm or greater, the interracial heat transfer coefficient is
approximately constant during the solidification process. For thinner sections, the heat transfer
coej$cient varies through most of the solidl~cation process, and it can nearly double in
magnitude.

For vertically-oriented plate castings, the heat transfer coefficients are highly variable, but
appear to be on the same order of magnitude (600 W/m2-K). This suggests that simple surface
orientation itself does not appear to dramatically afect heat transfer coej?cients. For the
thickest section, it does appear that there is a trend for increasing heat transfer coefficients during
solidification. Also, differences were found on coefficients on the upper and lower surfaces of
horizontal castings, which we attribute to the role of gases from resin decomposition.

We have developed an inverse heat conduction algorithm to compute the heat fluxes from
castings in green sand. The heat transfer coefficients obtained born the algorithm are not
reproducible, and a heat transfer coefficient-based method is being perfected.
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Abstract

The development of an inductive, eddy-current proximity sensor for non-
contact measurement of the gap formation has been the focus of this portion of the
project. The high temperature (-1 000 “F) encountered during the initial stages of
the foundry pours has a significant detrimental effect on the output of the
proximity sensor. A lengthy development effort significantly reduced this
temperature sensitivity. The results of the experiments were such that we were
unable to determine the formation of a gap between the metal and the mold as
solidification progressed. These results are consistent with the results from the
interracial heat transfer measurement work (see Part I of this report).

1.0 INTRODUCTION

1.1 Objective

Traditional wisdom has long maintained that an air gap is often formed at the mold-
casting interface during solidification of metals. The presence of this air gap would greatly
reduce the heat transfer between the metal and mold materials. An air gap is considered to be
formed chiefly by relative movements between the casting and the mold caused by the thermal
contraction and expansion during solidification of the metal. The interracial heat transfer
coefficients during the solidification of castings would be affected by the formation of a gap
between the mold and casting. The objective of this research was to determine the thickness of
the air gap formation as a Iimction of time. High precision measuring devices with t 0.0025 mm
resolution over an approximately 0.25 mm total gap width (~ 0.0001-inch resolution over 0.010-
inch total gap) were desired for the measurement of the gap formation. The high temperature
environment due to the presence of the molten metal fiuther greatly complicates the
measurement of the gap formation.

1.2 Constraints on the Measurement System

The gap formation measurement can be achieved
contact methods. The contact method of measuring the
quartz rods, one fhsed to the metal specimen and other

either by contact methods or by non-
gap formation is done by using two
to the mold. The quartz rods project

through the exterior of the casting where relative displacement measurement are made.- l%ese
external position measurements are typically made with either dial indicators [7] or with linear
variable differential transformers (LVDTS) [8]. The main disadvantage of this method is that
they are not suitable for on-line measurements in a production facility as they need special
preparation for the casting mold (drilling hole, mounting rods, attaching LVDTS or dial gages,
etc.). This method may not be accurate, because the presence of both friction and clearance
between the quartz rod and the hole in the mold could have localized effects on the formation of
the air gap and its measurement, and also because the quartz rod chills metal prematurely.

In the non-contact methods of the gap formation measurement, the above problem can be
eliminated. Typical non-contact methods of displacement measurement employ capacitance
gages or eddy current sensors. Of all the non-contact displacement measurement methods, eddy
current techniques are relatively inexpensive compared to other techniques [1], are suitable for
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3

accurate measurements, and have the capability of operating under extreme conditions. Because
of the variation in the inductance of the coil, eddy current methods are used to determine
material homogeneity and other material characteristics like surface flaws as a non-destructive
testing technique. The flow of eddy current is impeded by the material’s electric resistance,
which reflects characteristics such as hardness and chemical composition. Therefore eddy current
measurements reveal various properties of materials [12]. They can also be used as proximity or
displacement measuring sensors. The simple construction of the sensor makes it easy to
manufacture. The eddy current method of gap formation measurement involves the induction of
eddy currents in a conductive test object by a suitible distribution of impressed currents and the
detection of the resultant field [2].

The points discussed above motivated the selection of the eddy current technique for the
determination of the gap formation as a fimction of time.

1.3 Literature Review

A brief review of literature available for both eddy current proximity sensors and air gap
formation in castings is given below.

Eddy current techniques are among the oldest methods of checking stiace flaws and
other material properties like hardness and chemical composition [12]. Theoretical analysis of
eddy current impedance in semi-idinite medium was done by Cheng [3]; the main interest of
this study was directed towards the reflected impedance of the coil due to the presence of a semi-
infinite medium. Dodd and Deeds [4] developed an analytical closed form solution to the eddy
current probe-coil problems. This was a theoretical approach towards the eddy current
techniques. Their theoretical solution was experimentally verified by constructing coils, which
were fabricated by wirrding the wire on an annular section with a rectangular cross-section.
Thickness and conductivity of metallic layers from eddy current measurements are presented by
Moulder, Uzal, and Rose [1]. The eddy current probe developed by them is an air-core circular
coil with rectangular cross-section. The reason for not employing a coil of such shape in the
present research is that the winding of the magnet wire over such coil is a diillcult task to
achieve. Experimental measurements of the eddy current signal in a conducting half space in the
presence of flaws were done by Long, Toomsawasdi, and Zaman [2]. The experiment aims at
investigation of change in impedance of the eddy current coil near a conducting half space as a
limction of lift-off distance.

Bissonnette and Cloutier [5] presented a method of air gap measuring system, in which
the main point of interest was to monitor the air gap in hydroelectric generators using the
capacitance techniques.

The selection of a suitable switching circuit has been to determine the resistance and
frequency simultaneously in the study of the effects of the temperature on the eddy current
proximity sensor. Masters [6] developed a circuit for temperature compensation of eddy current
probes to determine the gap in bearings of cryogenic machines.

The contact method of determination of gap formation was demonstrated by Shahverdi,
Farhadi, Karimitaheri, Davami, and Asgari [7]. This method of gap formation determination is
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4

done by using two quartz rods; however, the results obtained may not be accurate because of the
presence of fkiction or clearance between the mold and the quartz rods. Nishi~ Droste, and
Engler [8] developed an apparatus for measurement of casting and mold displacement. This
method also employs quartz rods in the experiments. This method was tested on both cylindrical
and flat castings. The gap formation in alumimun-13Y0 silicon cylindrical castings was evaluated
by Hou and Pehlke [9]. They present the gap width at various times in a 3.6 inch diameter
cylindrical casting. A dried silica sand mold was used.

1.4 Air Gap Formation Measurement Methods

Contact and non-contact methods are discussed below, with emphasis on eddy current
technique of gap formation measurement.

1.4.1 Contact Methods

The traditional method of measuring the gap formation with the contact method approach
is done by using two quartz rods, one fused to the metal specimen and other to the mold. These
quartz rods project through the exterior of the casting, where the relative displacement
measurements are made typically with either dial indicators or linear variable differential
transformers (LVDTS). The experimental procedure, using the contact method, employed to
measure the displacement of the metal and the mold during solidification is discussed in this
section.

The layout of the experimental setup, used to measure the gap formation using the
contact method, is shown in Figure 1.1.

—.,~—--. ,,, ,.+, .-z-.?rw---77rs7n7c7n7c-- m ,, ~-. . ,., ,,.. .,. ..,.. . . . . . . . . . >..L. . ,, .,. ,. ,.<, r, -,.----.——— 7 ... . ..—. — ..

l---------------i !---------------i

b-!!!!

O“””””g$i-ji-j

““- ‘“’dcavi’

1———————4 l———

Fiz!!!
W-wJiI l-###J
urt--i~-------------------~:-i++l——— ——— ——— ——— — ++r

Ezz2Mold

❑
������������ Core Sand————————————

EEaInsulator

Alumina Tube

— Quartz Rod

Figure 1.1. Gap measuring technique using contact methods

The experimental setup incorporates two quartz probes that are inserted into the mold and
casting. Each of the quartz rods is connected to a sensitive dial gage. The intefiacial gap is
derived from the expansion of the mold and the contraction of the solidified metal. The width of
the gap is measured as the difference between the location of the casting and the inner stiaces
of the mold, which varies with time [7].
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As mentioned earlier, this method of measuring the width of gap formation is not suitable
for on-line measurements in a production facility, as it needs special preparation of the mold.
This method may not be accurate due to the presence of clearance or fi-iction between the quartz
probes and the hole in the mold and also due to the chilling effect of the sensor.

With these potential problems in mind, it appears that the ideal way to petiorm air gap
measurement is to use anon-contact sensor that can measure distances in extreme conditions. A
very promising technology, which uses the eddy current effects on an inductive coil probe, was
selected for the measurement of gap formation.

1.4.2 Eddy Current Methods

The layout of the experimental setup, used to measure the gap formation using the eddy
current technique, is shown in the Figure 1.2. The eddy current sensor is buried in the sand mold
and the molten alloy is poured into the mold. The sensor initially registers the presence of the
metal and gives an output of a particular frequency as a function of distance D1. As the metal
cools, the gap is formed between the metal and the mold. The metal moves away from the sensor
(denoted by Dz in the Figure) and the output of the sensor changes accordingly. The output of the
sensor frequency and the time are recorded continuously. These data are correlated to the lab
calibration &@ and the formation of the air gap as a fiction of time is calculated. The
difference between D1 and D2 will be the gap formed. Note that this assumes the only movement
between the sensor and the casting is due to gap formation.

Connecting Cables

I 1/16” Fiberfrax Insulation
Sand Mold r -b Hd-0.25” Stand Off

---> ,/---v.m- . .-.T...n?=7m- - , c. . -,-+-- :-.: .- --- . . — --—..——

14”1 Nylon

I --d‘11’-Jng ‘a’=
Eddy Current

Sensor

s

:’*-’,
+

‘z

Insulated
Magnet Wire

Figure 1.2. Eddy current sensor technique of gap formation measurement

The simplest eddy current sensor is simply a coil of fine gage wire. Eddy current sensors
are radio frequency (RF) inductive devices. A tuned RLC oscillator circuit is formed in part by
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the inductance of the sensor. Some authors [3] use the term “impedauce~ which takes into
account the resistance, capacitance, and inductance of the coil. When the coil of wire carrying a
time-varying current is placed in the proximity of metals, an eddy current is induced in the
mateiial. Then there will be a pronounced change in the inductance of the coil, which in turn
changes the frequency of oscillation of current. The magnitude of change of inductance depends
on the factors like shape and size of the coil, number of turns of the wire wound, and the gage of
the wire used. The depth of penetration of eddy current on a conductive target is explained by the
skin-effect principle, which states that an AC magnetic field penetrates a conductor

approximately one skin dep~ 6 = l/~~, where p is magnetic permeability of the conductor,

o is volume electrical conductivity of the conductor, and j is frequency. For aluminum, the skin
depth is evaluated as shown below [13]:

M = permeability of free space M = 4Z x 10-7H/m,
p,= relative permeability of alumimq ~ = 1,

fJ=JJ41xfJr,
o = 34.4 x 106S/m,
j=48x103Hz,

Substituting these values in the above equatio~ the skin depti 6, for ahnninum is 0.391 mm,
which is nearly equal to 0.015 inch.

When a time-varying current is applied to coiled wire (sensor), a magnetic field is
generated. When this sensor is brought near the conductive targe~ the magnetic field is
disrupted. This generates “eddy” currents in the conductive target. These eddy currents generate
their own magnetic field, which interacts with the original, modifjing the inductance of the
originating coil. The oscillation frequency of the RLC is therefore a function of the inductance,
which is in turn a function of the distance from the conductive stiace. The oscillation frequency
of the RLC circuit is measured with a precision 10 MHz counter, and the resulting measurement
is correlated to distance from the conductive surface by an extensive calibration process.

1.5 Outline of Report

The details of design and fabrication of the eddy current proximity sensor are discussed
in Chapter 2. A brief overview of the electrical and electronic circuitry employed in the operation
of the sensor and the experiments that were conducted to arrive at the operating flequency of the
sensor are presented in Chapter 3. The calibration process for relating sensor output to position
is detailed in Chapter 4. The experiments conducted to determine sensor repeatability are also
presented in this chapter. The installation of the sensors in the “sensor packs” and in the casting
molds is covered in Chapter 5. Results from typical foundry pours are shown in Chapter 6,
along with a discussion of several possible sources of error. Thickness measurements and green
sand results are also presented in Chapter 6. The Appendix contains experimental results for
hventy test cases conducted during the summer of 1998.

.
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2.0 DEVELOPMENT OF THE SENSOR AND THE CIRCUITRY

This chapter presents the design and the development of the
sensor for the measurement of the gap formation in aluminum castings.

2.1 Coil Fabrication

eddy current proximity

Proximity sensor coils are inductors, which are nothing but multiple coils of wire wound
around a spool. When a time-varying voltage is applied to this coiled wire, a magnetic field is
induced. When the sensor coil is brought in the vicinity of a metallic object, there will be
pronounced change in the magnetic field and the inductance of the coil.

2.1.1 Coil Winder

The proximity sensor coils are made using a coil winder, which wraps the wire around a
spool in a controlled, uniform, and preset fashion. The coil winding process is shown in the
following setup in Figure 2.1. The working of the components of the coil winding setup is
explained in the following paragraphs.

m
of
by

ml

. .

.—-. ...—.. =w. -...-. ---- -- T-—-7- -. . ----.—— . . ..
—---- . ..-.

Figure 2.1. Coil winding setup

The coil winder shown in the Figure 2.1 is a small scale device that winds the wire
mnd the spool, based on user-defined parameters like the number of turns to be wound, gage
the wire, and the width of the spool. The coil winding apparatus was designed and constructed
Cooper and Johns [11].

The coil winder consists of a variable tensioning dereeling stan~ which can accept
.dtiple sizes of source spools and can accommodate many d%erent sizes of wire gages.
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Tension on the wire can be adjusted to prevent backlash and wire breakage using the variable
tensioning mechanism. The variable tensioning dereeling stand is coupled with a constant
velocity motor, which is in turn mounted on a linear stepper motor stage. The target spool is
mounted along the shaft, which is fitted into the coupler of the constant velocity motor. Wire is
pulled off the source spool by the constant velocity motor and is guided onto the target spool by
the moving stepper motor stage back and forth to wind the wire over the coil evenly. Wrapping
begins when the motor is turned on. A saw cut in the spool allows the wire to be inserted from
the top and to lie flat along the winding surface. The notched circderence allows the shail to
be easily cut off after the winding process is done [11].

2.1.2 spool
Nylon was selected as the material for the spool since it can withstand elevated

temperatures and also can be machined easily. Figure 2.2 shows the design of the spool.
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Y
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Figure 2.2. Nylon spool for proximity sensor

2.1.3 Constant Velocity Motor

The coupler on which the spool is fitted is bonded to a periiorated disc that along with an
optical sensor, serves as a counter for the number of turns of the motor. As the disc rotates
through the optical sensor, the sensor reads the changes between open and closed beam
detection. The disc is fitted on to the shaft of the constant velocity motor. The assembly of the

.- ..-7-- - ~- ,s-0-,--- -.7----- .. . . . . . . . .-- .. . -Tr-: ---- —-. ., . . —.— . .— -
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spool, coupler, disc, optical sensor, and the constant velocity motor mounts to the stepper motor,
as shown in Figure 2.3.

Figure 2.3. Spool winding assembly

The stepper motor moves back and forth according to the user-defined parameters at a
slow, controlled and continuous rate, which is critical for the delicate winding of the coils. When
the winding process begins, the constant velocity motor turns and the stepper motor moves the
stage back and forth to wrap the wire on the spool smoothly and evenly. The winding process is
computer controlled using a code written in Microsoft Quick Basic. The user inputs the size of
the spool, gage of wire, and the number of turns desired. Then the program uses subroutines to
calculate the speed and the distance traveled by the stepper motor stage as well as when to stop
the stepper motor, and the constant velocity motor upon completion of the winding based on the
user inputs.

2.2 Sensor Fabrication

The coil of magnet wire produced by the process described above forms the core of the
proximity sensor. From the earliest days of this research it was recognized that the coil must be
protected from the foundry environment. The nylon spool/magnet wire coil combination was
encased in a high-temperature ceramic material. The development process followed to generate
the final sensor design is detailed below.

2.2.1 Sensor Development

The observed results from several foundry pours clearly indicated a significant
temperature effect on the proximity sensor output. This observation has lead to the development
of five new sensor designs with lowered temperature sensitivity. The first modification
incorporated an insulating air gap between the sensor coil and the ceramic housing, shown in
Figure 2.4. Results from one of the calibration tests (over a 0.050 inch range) are shown in
Figure 2.5. The hot plate was turned on at about the 150 sample poin~ and its temperature was
increased to 900 ‘F. The proximity sensor remained relatively insensitive to temperature changes

. .._. ~,/,,._—-— n. K5?qr--7e.-,.->y,..- -.—- 7n7+s7—---- -— ., ——--——-——
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up to an internal coil temperature of about 300 “F. However, there was no drastic change in the
sensor output at the 350 ‘F point, as had been seen in the early foundry results. The air gap
appeared to be somewhat effective in extending the time frame over which the proximity sensor
would work in the foundry pours. Ultimately this approach was abandoned due to the difficulty
in fabricating the air gap sensor.

Ceramic case ~ , Sensor coil

Nylon core

Airgw A+E!-1
Figure 2.4. Air gap sensor
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Figure 2.5. Hot plate test - air gap sensor

A second modified proximity sensor design used 200 turns of 36 gauge wire with a
thicker Teflon@ insulation rated to 200 “C (the normal sensor uses 500 turns of 34 gauge wire
with an insulation rated to 180 “C). The smaller number of turns was due to the increased
thickness of the Teflon@ insulation. Results from a hot plate calibration test are shown in Figure
2.6. Note the higher operating frequency of the sensor – this resulted from lower coil inductance
created b.y having only 200 turns of wire on the coil. The calibration test was conducted in a
similar fashion to the one discussed above. Note that similar results were obtained in that no
large temperature effect on the sensor was observed. This may have resulted from the fact that

.

...... ---., ~, L . . . . . . . . -- W.YJ7-”.V.7TV.T”- ,.,---,? . -.. .. . . . . . . .. . ~ --- .,. . ,—



11

the sensor did not reach the critical 350 ‘C temperature because it had thicker wire insulation. A
small temperature effect on the sensor output can be observed in Figure 2.6. For this sensor, the
0.050 inch calibration “stroke” gives a sensor output change on the order of 400 Hz. The 175 ‘F
internal coil temperature increase gave a sensor output change on the order of 2600 Hz – about
6-7 times that of the calibration stroke. This sensor design was also ultimately abandoned
because of difficulty in fabricating and handling it and the extremely fragile 36 gauge wire.
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Figure 2.6. Hot plate test – 36 gage wire sensor

The results from the second sensor design with higher temperature rated insulation
looked promising. Three additional types of magnet wire with higher rated insulation were
purchased,

. #34 AWG HAPT Class 200C magnet wire (MWS Wire) – rated to 200 ‘C

. #34 AWG HML Class 220C magnet wire (MWS Wire) – rated to 220 ‘C

. #33 AWG Heavy Allex magnet wire (Essex Express) – rated to 220 ‘C.

Proximity sensors were wound and tested from the first two types of magnet wire listed.
The third type of high temperature wire (#33 AWG Heavy Allex) was not tested extensively. The
heavier gauge wire allowed only 275 turns on the standard spool, which greatly reduced the
sensor’s sensitivity.

Static hot-plate (laboratory) test results for the other two types of wire are shown below
in Figures 2.7 and 2.8. In this test the hot plate was maintained at 900 ‘F. A proximity sensor
mounted in the sand pack was then placed on the hot plate. The sensor was then heated by the
direct contact between the sand pack and the hot plate. As shown in the figures below, both types
of wire have greatly extended temperature ranges over the standard 180 ‘C wire that was
previously used. The 200 ‘C rated wire allowed more turns (500 vs. 450) than the 220 ‘C rated
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wire due to the slightly thinner insulation. This larger number of turns gave a better position
(gap) sensitivity.
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Figure 2.7. Hot plate test results (34 gage wire, 200 “Crating)
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Figure 2.8. Hot plate test results (34 ga wire, 220 ‘C rating)

The fifth (and final) experimental proximity sensor design used a 1/16 inch (1.6 mm)
thick sheet of Cotronics #300-40 ceramic paper inserted between the nylon sensor spool and the
face of the ceramic casting of the proximity sensor, shown in Figure 12. This ceramic paper has a
rated thermal conductivity of approximately 0.38 – 0.60 Btu/hr-@-°F/@ which is 10% of the
Cotronics Rescor 750 ceramic. The ceramic paper insulation was used instead of the air gap
insulation, which proved to be too difficult to manufacture repeatably. Figure 2.9 shows a hot



13

plate test for a proximity sensor made in this configuration. The slope of the temperature line is
less than that of Figure 2.8, which indicates that the ceramic paper is somewhat effective in
reducing the temperature rise of the proximity sensor. This is the final proximity sensor design.
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Figure 2.9. Hot plate test results (34 ga wire, 220 ‘C Rating, ceramic paper insulation)

2.2.2 Final Sensor Design

The eddy current sensor was fabricated by winding 450 turns of the 34-gage CLASS
HML 220 ‘C magnet wire on the nylon spool. Once the coil winding process was complete, the
spool was removed and the shaft is cut off. The two leads coming out of the spool were soldered
to the connecting cable and the connector socket soldered to the other end of the cable. A 1/16-
inch thickness of Fiberfiax paper was cut into a l-inch disc and glued in front of the spool to
provide thermal insulation for the sensor. The spool was then placed in the mol~ as shown in
Figure 2.10, and the mold was then filled with Cotronics Rescor@ 750 high temperature resistant
ceramic material. After the spool was covered with the ceramic material, it was placed on the
vibrating table to allow the air bubbles to escape and eliminate porosity. Fi~e 2.11 shows a
completed sensor as well as two intermediate stages.

The ceramic was allowed to dry for about 24 hours in the mold. The sensor was then
cured by placing it in a preheated oven at 200 ‘F for about 5 hours to allow the moisture to
escape. Once the sensor was ready, it was calibrated in the laboratory by continuously recording
the sensor output while varying the distance of the sensor from zero inches to a distance of one
inch, in steps of 0.004 inch using an aluminum plate as the target. This calibration provided the
reference data to be used later in casting experiments.
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Figure 2.10. Sensor ceramic mold
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Figure 2.11. Final proximity sensor design
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.

2.3 Effect of Moisture on the Sensor Output

An early series of laboratory hot plate calibration tests uncovered a phenomenon that had
occasionally corrupted our proximity sensor results. A proximity sensor mounted in a sand pack
was placed on the hot plate. The sensor was then heated by direct contact between the sand pack
and the hot plate. As shown in Figure 2.12 below, on the 1* test a rapid increase in the sensor
output occured at a sensor temperature of about 200-220 ‘F. The same sensor pack was tested on
the following day (2ndTest), and the sensor output “spike” at these temperatures was not present.
We reasoned that there could sometimes be residual moisture in the ceramic material
surrounding the proximity sensor coil to cause this output spike. For this reaso~ we instituted a
curing cycle to thoroughly dry the sensors before using them in the lab or the foundry. A
representative foundry test (1/2 inch plate thickness, 45 degree angle) is shown in Figure 2.13.
Close observation of the temperature profile indicates that there is a small change in slope just
below the 200-220 ‘F point, which indicates that the sensors were still not entirely dry even after
the curing process.

Sensor “curing” tests developed during early June 1998 were conducted with a vent hole
present in the sensor. This vent hole allowed moisture from the curing ceramic to escape from
the sensor. Thermo-gravimetric testing results for the curing process are shown below in Figure
2.14. The “unplugged” sensors have the vent hole and are clearly more thoroughly dried than the
“plugged” sensors without the vent.
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Figure 2.12. Hot plate test results, sensor #527-1
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3.0 PROXIMITY SENSOR ELECTRONICS

3.1 Electrical Circuitry

The electrical circuit employed for operation of the sensor is discussed in this section.
The circuit is shown in Figure 3.1.

The sensor coil acts as an inductor (L) in the circuit. Two capacitors (Cl and C2)
combine with the inductor to form an LC oscillator. The transistor switches from ON to OFF
(and vice versa) based on the amplitude of the LC circuit waveform. The circuit shown in Figure
2.15 thus forms essentially a square wave generator, with an oscillation frequency strongly
dependent on the inductance of the sensor coil. Circuit frequency is accurately measured using a
Guide Technology GT-1OOuniversal counter board installed in a 166 MHz Pentium computer.

, 1 1
I I I Oscilloscope I

RI

—

Z5V

Sensor Coil

1~ 1 J 2N 4401 _
—

C2

0.0047~F

R2

——

Figure 3.1. Proximity sensor electrical circuit

3.2 Operating Frequency

The output frequency of the sensor depends on the values of capacitance and resistance of
the capacitor and the resistor shown in the circuit diagram in Figure 3.1. A series of tests was
conducted varying the values for the capacitance and resistance in the circuit to arrive at an
optimum value for resistance and capacitance. However the value of R2 in the circuit was
maintained throughout as 1 Ml. The value of Cl and C2 in the circuit was kept the same for each
set of experiments.

The circuit was assembled on a breadboard and the sensor was connected as shown in the
circuit diagram. The sensor was initially placed on the aluminum plate such that there was no
gap between the sensor and the aluminum plate. A set of 100 samples of frequency was taken.
This procedure was repeated by moving the sensor to a distance of 0.1 inch and 0.2 inch. Finally,
the target plate was removed and again 100 samples of frequency were taken.
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The values of capacha.nce Cl and C2 were kept constant at 0.0022 pF, and R2 was
maintained as 1 Ml The value for R1 was changed for each set of readings; data are shown in
Figure 2.16. It can be observed from the plot that as the resistance is increased from 8.2 M2 to 30
M2, the sensor output decreases slightly by approximately 1000 Hiz. However the trend of
frequency change is almost same for different values of the resistance. It is also observed that the
sensitivity of the sensor (the difference between the sensor output at the initial and final
distances) is essentially equal for different resistors.

The results of the tests are summarized and shown in Table 3.1.

Table 3.1. Summary of sensor output for different values of Cl, C2, and Rl
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The third column in the table shows the sensor output when the target material is in
contact with the sensor. The last column in the table is the difference in the sensor output with
the metal stiace in contact with the sensor and the sensor output when the metal is absent in
front of the sensor. It is seen that the sensitivity of the sensor (the last column in the above table)
is almost the same for each set of Cl and C2 values. Hence any nominal value for R1 can be
selected.

The standard deviation of the sensor output was high for the higher values of resistance.
Hence, a nominal value for the resistor R1 was selected as 10 M2. It was found that seen that the
standard deviation for the values of 0.0047 pF for Cl and C2 was low, hence this value was
adopted for Cl and C2 for the working of the sensor.
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3.3 Switching and Sampling Procedure

Early foundry tests indicated that there was an increase in the sensor output as the sensor
was heated in the mold. The sensor output when the sensor was heated was beyond the normal
range of operation. Our concept for the proximity sensor system is to measure both inductance
(which is a function of the gap and the coil temperature) and the coil’s resistance (which is a
fhnction of the coil temperature alone). This requires a “switching” circuit that alternately
connects the proximity sensor coil to the inductance and resistance measuring circuits. Anew set
of sensor electronics was designed, fabricated, and tested in both the lab and the foundry. The
new electronics use much smaller electromechanical relays mounted near the sensors. This
arrangement greatly reduced the crosstalk between the two sensors mounted in the same casting.
It also greatly reduced the noise induced in the temperature readings used for heat flux
calculations. A iinal benefit is that a total of four sensors can be measured simultaneously, which
improved our productivity in the foundry pours.

Static hot plate tests were conducted in the lab to observe the effect of temperature on the
sensor output. The sensor was packed in sand, this is referred to as a “sensor pac~’ which is
explained in detail in Chapter 4. The stand-off distance of 0.25 inch was maintained in front of
sensor. The sensor was then placed on a static hot plate and insulated on all sides. The hot plate
was electrically heated to 900 ‘F, and the frequency recorded continuously. The behavior of
sensor when it was heated is shown in Figure 3.2.
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Figure 3.2. Temperature effect on proximity sensor – hot plate test
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The data for the plot shown in the Figure 3.2 are based on an early sensor design with
500 turns of standard 34-gage magnet wire without the Fiberfrax insulation in front of the spool.
The hot plate was heated from room temperature to 900 ‘F. The temperature of 900 ‘Fin three
stages was maintained for about 300 seconds and the hot plate was turned off to allow the sensor
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pack to cool to room temperature. It can be observed that at about the 1,700-second mark there
was a rapid increase in the sensor output from about 44,700 Hz to 52,800 Hz. It can also be seen
that there was a time lag of about 600 seconds for the sensor to be heated to maximum after the
hot plate reached its maximum temperature of 900 “F. When the sensor was allowed to cool, the
sensor output decreased to about 44,700 I% after approximately 5,000 seconds. This clearly
demonstrated that there was an effect of temperature on the sensor. Since the peak in sensor
output occurred after the hot plate temperature peaked, the internal sensor temperature was
determined to be the primary reason for the increase in the sensor output. Note that the flat area
in the peak of the sensor temperature was due to saturation of the op-amp circuit.

The eddy current proximity sensor was placed in the mold at about 0.25 inch distance
from the surface of the mold cavity. This distance was sufficient for the sensor to be heated when
the molten metal was poured into the mold cavity. On heating, the resistance of the wire coil
changes. Since there was a change in resistance, there was a need to keep track of the resistance
of wire along with the output frequency of the sensor, in order to know the temperature of the
sensor. The sensor (in series with a I-l@ resistance) forms one leg in a Wheatstone Bridge
circuit the output voltage of the Wheatstone circuit changes according to the change in the
resistance of the coil. The voltage is calibrated to calculate the temperature of the sensor. The
temperature calibration is explained in detail in a later chapter.

To record the voltage and the sensor output simultaneously, a switching and sampling
procedure was adopted. The switching circuit is shown in Figure 3.3.

Electro-M chanical Switch
1
t

I I
*

\

To Frequency Circuit

Sensor

~ ~

To Wheatstone Circuit

Figure 3.3. Switching circuit for temperature /frequency measurement

The terminals of the sensor coil are connected to the Wheatstone bridge, which is the
resistance measuring circuit, and also to the frequency measuring circuit through an electro-
mechanical switch. The electro-mechanical switch consists of a relay, which switches between
the frequency measuring circuit and the Wheatstone bridge. In this way, both the frequency and
the resistance of the coil can be simultaneously measured.
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3.4 Whetstone Bridge

The WheatStone bridge employed to measure the change in the resistance of the sensor
coil is shown in Figure 3.4. The Wheatstone bridge is a circuit that is commonly used to make
sensitive measurements of changes in resistance. The bridge is “balanced” when the voltage is
zero across the bridge at room temperature. Typically a Wheatstone bridge consists of four
resistors arranged in a diamond orientation. Resistors of 1.022 Ml constitute the three arms of
the bridge and a l-lcCl resistor connected in series with the proximity sensor coil forms the fourth
arm. The resistance of the sensor coil is around 22 Cl, hence the bridge is nearly balanced at
room temperature. An input DC voltage of 9 volts is applied between the top and bottom of the
diamond, and the output voltage is measured across the middle. The Wheatstone bridge output
(a DC voltage) is read by a Computer Boards CIO-DAS800 12 bit data acquisition board.

When molten aluminum is poured in the mold cavity, transfer of heat from the metal to
the sensor heats the sensor. This increases the sensor’s resistance, which creates a large
imbalance in the bridge, causing a change in the output voltage of the previously balanced
bridge. This unbalance causes a different voltage to appear across the middle of the bridge. The
change in the output voltage is measured and converted to obtain the temperature of the sensor.
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Figure 3.4. Wheatstone bridge for temperature measurement

Thus, the sensor output frequency and the temperature of the sensor can be alternately
measured using the above-described circuits. Figure 3.5 shows a schematic of the complete
frequency and resistance measurement system.
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4.0 SENSOR CALIBRATION

The sensor fabrication process was discussed in the previous chapter. Once the
fabrication process was complete, the sensor was calibrated in order to know its output frequency
when it was placed at different distances from the aluminum target. Since the output frequency
of each sensor was slightly different, all the sensors had to be calibrated before they could be
used to measure the gap formation in castings. This chapter deals with the sensor calibration
procedure and the determination of the ‘calibration equation’ of the sensor. Repeatability of the
proximity sensors is also discussed in this chapter.

4.1 Calibration Procedure

The setup for frequency calibration of the sensor is shown in Figure 4.1.

Figure 4.1. Sensor calibration setup

The sensor was mounted onto one end of a rigid plastic tube. The other end of the tube
was fixed to the moving stage of the stepper motor. The sensor was then connected to the
frequency measuring circuit. An aluminum plate was positioned in front of the sensor to serve as
the target for the sensor. The calibration test procedure is

1.
2.

3.

4.

5.

6.

7.

zero the sensor coil by making contact with an ahuninum targeg
move the sensor coil away from the target by 5 to 20 steps (each step is about
0.0048 mm or 0.00019 inch),
wait approximately 1 second,
take 5 to 10 readings (--50 msec per measurement) from the frequency measuring
circuit and record results in a data file,
record the actual position of the sensor with a digital dial indicator and record the
position results in a data file,
repeat steps 2-5 until the sensor has traveled the length of the test range, then
repeat steps 2-6 as the sensor is moved back towards the target.
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Typical sensor behavior as it was moved away from the target is shown in the Figure 4.2.
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Figure 4.2. Typical behavior of the sensor as moved away from the target

It can be seen from the above plot that, as the sensor was moved away from the target to a
distance of 0.5 inch the output frequency of the sensor decreased from about 51,000 Hz to about
48,700 Hz. When the sensor was near the aluminum target, it had large impedance. As the
distance between the sensor and the target was increased, the impedance decreased [2] and the
output frequency also decreased accordingly.

The calibration data were then exported to Microsofi Excel. The sensor was initially at a
distance of 0.25 inch flom the metal surface in the sand mold. The gap formation was very small,
hence the calibration data of interest were around 0.2 inch to 0.35 inch. Therefore, the distance
from 0.22 inch to 0.35 inch and the corresponding sensor output were plotted with the distauce
on x-axis and sensor output on y-axis. A best-fit curve of second order, to fit the data was then
plotted. The equation of the best-fit curve was the calibration equation of the sensor. The
calibration equation described the output of the sensor as a function of its distance from
aluminum target. The determination of the calibration equation of the sensor is shown in Figure
4.3.

From foundry data the output of the sensor was recorded as a fimction of time. From the
lab calibrations, the calibration equation was determined. The coefficients of the terms in the
calibration equation were among the parameters used in analysis of the data to obtain the gap
formation as a fimction of time.
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Figure 4.3. Determination of the “Calibration equation” of the sensor

4.2 Measured Position from Sensor Frequency

The determination of the distance between the sensor and the mold-metal interface is
discussed in this section. In the foundry application, the time and the sensor output (flequency)
are recorded continuously. As described earlier, the equation of the sensor output frequency is
fitted to a second order curve of the form:

f ‘&+p1D+pzD2

where D is the distance between the sensor and the metal calibration surface, f is the measured
sensor frequency, and fo, PI, a.ndpz are the curve fitparameters uniquely determined for each
sensor via calibration. The equation can be rewritten as

P2D2 +plD+(fO –f –Af)=O

There is some “drift” in the sensor output frequency between the lab calibration

and the use of the sensor in the foundry. The Af in the equation above is applied to ensure that
the initial computed position of the sensor is at the known stand-off distance (usually 0.25 inch).
The equation derived above is a quadratic equation in D. Given a measured value of$ the
equation can be solved to obtain the distance, D, of the metal from the surface of the sensor.

4.3 Sensor Repeatability

Repeatability is the ability of the sensor to give the same outpu~ over and over again, for
the same input. It is very important that the sensor is highly repeatable. When the sensor is
calibrated again and ag@ it should have the same output frequency for the same position. If the
sensor is not repeatable, then the correlation of lab data and foundry data are incorrect. To show
the repeatability of the sensors, test calibrations were carried out. A sensor was mounted on the
stepper motor and it was calibrated several times using the above-described calibration

-. ————- —-—,----- -.—---- - -.,7, -.,..—.-.—r— — -—r-. —.. . —.. . .—. . . . -
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procedure. The results are plotted as shown in Figure 4.4. It can be seen ftom the plot in Figure
4.4 that the trend of change of sensor output with the increase in the distance is ahnost the same.
The plot for each of the iterations is essentially parallel.

Since the sensor is at a distance of 0.25 inch in the mol~ and the width of gap formation is
considered to be narrow, the data of interest is in the range of 0.22 inch to 0.35 inch. The data for
the above plot in this region has been plotted as shown in Figure 4.5.

k
&)50000-
(l)

49500-

49000-1

49800

49750

49700

g 49650

~ 49600

:49550

~ 49500

; 49450

49400

49350

49300

— lteretion# 1

Iteration#2

—Keretion # 3

- – – Ite@on #4

Iteretion# 5
..- Iteration#6

Item”on# 7

Iteration#8

o 0.1 0.2 0.3 0.4 0.5

Dietance(In)

Figure 4.4. Plot of Sensor Output for a series of iterations

m
m●m

x
+Xxx

mm
●

Y= 5330.8? - 5123.8x+ 50479
%8+X

0.220 0240 0.260 0.280 ‘ 0.300 0.320 0.340

● terdon# 1

- I&tiin # 2

terdiin#3

x kemtiin#4

x Itedon # 5

● krdiin # 6

+ kadion # 7

- ta<in# 8

— Poly. (iteretion# 1)

Dietance (inch)

Figure 4.5. Repeatability test results

A trend line of second order has been fitted to the data of the first iteratio~ which is the
worst case. The standard deviation at each of the positions has been calculated, and the average
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of these standard deviations was 46 Hz. The following calculations have been made to determine
the range of error in absolute position at 0.25 inch -

Slope of curve for first iteration at 0.250 inch= -2458

Sensitivity = I/Slope= -0.0004068 inch/Hz

Standard deviation c =46 Hz

= (A2G) * (l/Slope)=+ 0.037 inch

There is a 95% confidence that any fbtu.re absolute distance

HzIinch

calculated from the

calibration curve will be within A 0.037 inch of the true value. This is a relatively large error and
indicates that the current design of the proximity sensor is not very accurate for absolute position
measurements.

The distance corresponding to each of the frequency measurements for iterations
#2 through #8 was determined using the trend line equation of the first iteration. This data
represents the estimated distances, DEsT. The difference of values of DEsTand the DEsTat a true
0.25 inch have been calculated and represent an estimated delta positio~ AE.sT.The true delta
position is indicated by Amm, i.e.,

Amm = True position- 0.250 inch.

The error is the difference between AEST and Amm, which is plotted in Figure 4.6 versus
true distance.
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Figure 4.6. Error in delta position

The average standard deviation of the data shown in the above plot over the range of true
distance from 0.220 to 0.280 was calculatedtobe0.00115 inch:

Standard deviation o = 0.00115 inch
~ (~ 2C) = + 0.0023 kch

This value of A 0.0023 inch indicates that the current design of the proximity sensor is
reasonably accurate for small relative position measurements.
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4.4 Temperature Calibration of the Sensor

Significant temperature effects on the output of the proximity sensor were observed in
both the foundry and the lab tests. In both environments the effect was relatively minor at first,
but caused a rapid and large increase in the sensor output after prolonged exposure. It was
important to know the temperature of the sensor at which this rapid increase of the oulput was
encountered. A temperature equation that uses output voltage of the Wheatstone bridge to
calculate the temperature of sensor, is derived below.

When the sensor in the mold is heated, the resistance of the sensor wire coil changes.
Since the sensor in series with l-M2 resistance forms one of the arms in the Wheatstone circui~
the output voltage of the Wheatstone circuit changes according to the change in the resistance of
the coil. This output voltage is used to calculate the temperature of the sensor.

The sensor is fabricated by winding 450 turns of the 34-gage CLASS Hh4L 220 ‘C
magnet wire on a nylon spool. This is typically about 85 feet of wire. The resistance of the 34-
gage wire is 266 Cl per 1,000 feet at 77 ‘F and 307 Q per 1,000 feet at 149 ‘F [14]. The plot of
the resistance is shown in Figure 4.7.
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Figure 4.7. Plot of resistance per 1,000 feet of wire vs temperature

A trend line has been plotted between these two points. The equation that describes the
relation between resistance per 1,000 feet of wire and temperature is

Resistance per 1,000 feet = 0.5694*F + 222.15

The resistance of the wire per 1,000 feet derived from this equation is 240.4 Q per 1,000
feet at 32 ‘F and 342.9 S2per 1,000 feet at 212 ‘F. As mentioned earlier, the length of wire coil is
about 85 fee~ therefore, the resistance of the coil at 32 ‘F (R32)is 20.4 Q, and the resistance of
the coil at 212 ‘F (RzIz) is 29.1 Cl. So, the change in resistance AR= RZIZ– RSZ= 8.7 ~. The
ratio of change in voltage AV to the bridge voltage V, is given by

AVIV = (%)* (AR/R)* G
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where, G is the gain of the amplifier= 50. The % term is used for a quarter bridge configuration,
where only one of the four legs of the Whetstone bridge is active.

The corresponding change in voltage AV is given by the equation

AV=(ti)*(AFUR)*V*G

- AV = (%) * (8.7/1025) * 9 * 50

Therefore, AV = 0.95625 Volts. The change in temperature AT = 212 “F – 32 “F = 180 “F.
Hence, the ratio of change in temperature to the change in voltage is AT/AV = 188 “F per Volt

a 188 * (VO-V1)=(TO-T1)

=TI=(188 *VI) +(TI)- 188 *VI))

where, T1 is the present temperature of the sensor
To is the initial temperature of the sensor
VI is the present output voltage of the Wheatstone bridge
V. is the initial output voltage of the Wheatstone bridge.
The factor (T. – 188 * Vo) is a constant quantity and was adjusted by trimming the

potentiometer that is connected between the top and the bottom of the Wheatstone bridge (Figure
2.19) at the beginning of the experiment. Therefore,

T1 = (188 * Vl) + constant

Using the above relationship, the temperature of the sensor could be calculated provided the
output voltage of the Wheatstone bridge was known.

4.5 Resistance-Temperature Validation

Static hot plate tests were conducted in the laboratory to veri~ the equation derived in
the above section. Four thermocouples were glued to the front and the back surface of the nylon
spool before encasing it in the ceramic material. The design of the sensor with thermocouples is
shown in Figure 4.8. The sensor was then covered with ceramic material.
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A typical sensor pack was made with a stand-off distance of 0.25
A static hot plate test was conducted with this sensor pack, as follows:

inch using this sensor.

The heater plate was turned on and allowed to heat to a temperature of 900 ‘F. The output
voltage from the Wheatstone bridge and the readings on the four thermocouples were recorded
continuously. Then after about 150 seconds, the sensor pack was placed on the heater plate. The
temperature recorded by the four thermocouples and the calculated temperature of the sensor
were plotted, as shown in Figure 4.9.
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Figure 4.9. Sensor-thermocouple calibration

It can be seen from the above plot that the temperature recorded by the thermocouples
that were located nearer to the surface of the heater plate, referred to as front thermocouples,
increased from about 80”F to 615°F at the end of 1670 seconds after the start of the test. The
temperature recorded by the thermocouples that were located away from the surface of the heater
plate, referred to as back thermocouples, increased tlom about 80”F to 500”F at the end of 1800
seconds after the start of the test. The sensor temperature was also calculated using the output
voltage from the Wheatstone bridge as detailed in section 4.4. The calculated sensor temperature
is also plotted in Figure 4.10. It can be seen that the calculated sensor temperature is
approximately equal to the average of the temperatures recorded by the four thermocouples. The
average of the readings on four thermocouples has been calculated. This value and the value of
calculated sensor temperature has been plotted against time. The plot is shown in Figure 4.10.

It can be seen from the above plot that, in the usefi.d range of sensor operation (when the
temperature of the sensor is below 450”F), the average of the four thermocouple readings and the
calculated sensor temperature are approximately equal. Hence the calculated temperature of the
sensor can be taken as bulk temperature of the sensor. Therefore, the formula derived in section
4.3 can be used to determine the bulk temperature of the sensor, provided the output voltage
from the Whetstone bridge is given.
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Figure 4.10. Average thermocouple temperature and calculated sensor temperature

4.6 “Hot Plate” Calibration

The sensor calibration discussed in section 4.1 was conducted with a constant room
temperature target. “Hot plate” calibrations were also conducted where the output of the sensor
and the output voltage from the Wheatstone bridge were recorded continuously. The readings of
the thermocouples located on the hot plate were also recorded. The behavior of the sensor in the
hot plate calibration is presented in this section.

Atypical sensor pack has been made with the sensor. A stand-off distance of 0.25 inch of
resin-bonded sand was maintained in front of the sensor. The sensor was fastened on the stepper
motor base and then aligned against the hot plate such that the surface of the sensor pack was in
contact with the hot plate, as shown in Figure 4.11. The hot plate was turned OIL and the
calibration procedure was performed by moving the sensor to a distance of 0.08 inch from the
hot plate, and then retracting the sensor pack towards the hot plate. Initially the temperature of
the hot plate was maintained at 80”F. The sensor calibration procedure was iterated three times
and then the temperature on the hot plate was increased to 300°F and 6 iterations were done. This
procedure was repeated by increasing the temperature of the hot plate to 600°F and 900°F. The
output of the sensor and the output voltage from the Wheatstone bridge were recorded
continuously. The data are plotted in Figure 4.12.

Figure 4.12 shows that there was a drop in the sensor output as it was moved away from
the hot plate. The peak of the sensor output curve is the output of the sensor when the sensor
pack is in contact with the hot plate. The valley of the curve is the sensor output when the sensor
pack is at a distance of 0.08 inch from the hot plate. The temperature of the sensor is calculated
from the output voltage of the Whetstone bridge. The first three iterations were made while
maintaining the temperature of about 80 ‘F on the hot plate. The sensor output at the peak is
about 49,560 Hz, and it is about 49,400 Hz when it is at a distance of 0.08 inch from the hot
plate. The next six iterations were with a temperature of 300”F on the hot plate.
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Figure 4.12. Position-temperature calibration of the sensor

It can be seen that the temperature of the sensor increased from 80°F to about 185°F at
the end of these six iterations. During this period the whole calibration curve shifted down by
about 50 Hz. This downward shift in sensor output frequency will be discussed in the next
section. The temperature of the hot plate was then increased to 600 ‘F and six more iterations
were carried out. The temperature of the sensor increased to about 350°F. At this point the sensor
output curve decreased until the temperature of the sensor was about 200°F. After the
temperature of the sensor increased beyond about 200°F there was a shift of the calibration curve
upwards. Finally, the hot plate temperature was increased to 900°F and six iterations were
performed. The temperature of the sensor increased to about 390°F. The calibration curve also
shifted upwards. When the temperature of the sensor crossed about 400 ‘F, the sensor output
increased beyond the normal range of operatio% where the test was terminated.
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From the test described in the above paragraph, it is clear that the sensor output initially
decreases continuously till the temperature of the sensor reaches about 280°F. If the temperature
of the sensor is increased to about 380°F, the sensor output increases const&tly. When the
temperature of the sensor increases above about 380”F, the sensor output increases beyond the
normal range of operation. The effective data that can be considered for analysis from the
proximity sensor is the data where the temperature of the sensor is less than 400°F.

Several attempts were made to develop a temperature correction factor to adjust the
proximity sensor Iiequency data temperature-dependant behavior described above. These efforts
met with limited success, and were eventually abandoned based on the analysis of several
foundry test pours. One part of the temperature calibration which may explain the initial drop in
sensor output during the hot plate test is described in the next section.

4.7 Sand Pack Expansion

Figure 4.13 shows the results of several “static” hot-plate tests. In each of these
tests a sensor sand pack was placed on the hot plate stu%ace,which was pre-heated to 900°F.
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Figure 4.13 Results of static hot-plate tests
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Frequency isdisplayed in the “delta’’mode, where theinitial’’no target” output of the
sensor is subtracted from each subsequent reading. Note that all six sensor outputs have roughly
the same drop in frequency over the first 350-400 seconds of the test. This drop in sensor output
would correspond to the sensor moving away from the surface of the hot plate. Since the sensor
pack rested on the hot plate surface, movement experienced by the sensor pack would be due to
thermal expansion of the 0.25 inch layer of resin-bonded sand between the sensor and the hot-
plate surface.

Another series of tests was conducted to fiuther document the initial sand pack
expansion. The test apparatus is shown in Figure 4.14. In these tests one electronic dial indicator
was used to correlate the movement of the sensor pack (due to thermal expansion) and the
frequency measured by the sensor. The second dial indicator was used to subtract the expansion
of the “hot plate” from the overall movement of the sensor pack. Thermocouples were mounted
to the rod connecting the second dial indicator and the ahuninurn disk. The temperatures
measured from these thermocouples were used to determine the thermal expansion of the rod
during the test. Figure 4.15 defines the lengths L used in the data reduction for these tests.

From the geometry defined by Figure 4.15,

L = ~ i- L,O~+ Lolm= Lz + Lwck+ Lalum

Each of the lengths (except for L) consists of both an initial length and a change in leng@ so

(Ll +&)+(L,d +AL,O&(L=[U~+A&)= (L, +AL), +(LWA +ALP&)+(Lo,m +AL=,U.)

Subtracting the initial lengths from both sides of the equation and rearranging gives,
where

AL~c~ = ALl – AL2+-ALrod

AL ~a&is the desired “true” expansion of the sensor pack

ALl is the change in length of the sensor pack measured by the 1Sdial

indicator,
AL2 is the change in length of the rod measured by the 2nddial indication, and

ALrod is the change in length of the rod estimated from the thermocouple

measurements.

Figure 4.16 shows typical results from one of these tests. Power was applied to the hot
plate heater at the 100 second point. Due to an unknown reaso~ the sensor pack very quickly
“shrinks” before beginning a relatively constant growth due to thermal expansion. The sensor
coil frequency tracks both the initial “shrinkage” of the pack and the subsequent growth up to the
700 second point. The sensor pack continues growing until it levels off at approximately 900
seconds. Note that the sensor frequency begins to increase at the 700 second point (which
indicates that the sensor is moving closes to the hot plate), while the sensor pack appears to
continue “growing” for another 200 seconds. Similar results were obtained in other tests.
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The results of the temperature calibration efforts for the proximity sensors were at
best inconclusive. Figure 4.13, which shows static results, demonstrates just how much
variability was experienced between sensors - even under the tightly controlled lab tests.
Foundry test results displayed even more variability, which prevented accurate
temperature calibration of the proximity sensors used to measure the air gap formation.
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5.0 FOUNDRY TEST SETUP

This chapter describes the positioning of the sensor in the sand mold and process of
acquiring the data using the sensor for the gap formation measurement in the foundry. Typical
foundry pour data are also presented in this chapter.

5.1 Sensor Packs

When the sensor is placed in the mold cavity, it is desirable to have the suriiace of the
sensor parallel to the mold cavity surface. The sensor should be placed as close as possible to the
metal, in order to obtain good data. If the sensor is too close to the surface of the mold cavity, the
sensor is heated up quickly that the output frequency of the sensor is beyond its normal range of
operation. Hence a nominal stand-off distance of 0.25 inch was selected. To control the standoff
distance, “sensor packs” were made and placed in the mold cavity. The sensor pack was a 3-inch
cube made out of sand with the sensor embedded in it. They were made using a split wooden box
with a bottom plate. The bottom plate was designed with a step of about 0.25 inch that fit into the
split box. The wooden box could be split in the middle to facilitate easy removal of the sensor
pack from it tier the sand sets down. The sensor was placed in the split box as shown in Figure
5.1.

..— ——... ---- -z—---- .. .— ..= ., --.-y ‘.—..=, —. ——. — -

Figure 5.1. Positioning of the sensor in the split box

The sand was then put into the box and thoroughly packed. The box was then turned over
and the bottom plate taken off. As shown in Figure 5.2 the sensor is positioned at a stand-off
distance and is aligned parallel to the surface.
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Figure 5.2. Sensor at standoff distance

The sensor was then packed with sand from this side and sand allowed to set for about 10
minutes. The sensor pack was then taken off from the split box and placed in the mold cavity.
The finished sensor pack is shown in Figure 5.3. A ftit parting line can be seen on the left side
of the finished sensor pack. This line shows the thickness of the resin-bonded sand in fkont of the
proximity sensor.
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Figure 5.3. Finished sensor pack

5.2 Positioning of the Sensor in the Mold

The sensor pack was then placed beside the thermocouple packs in the mold and the mold
filled with the sand. The positions of the sensor packs in the mold is shown in Figure 5.4. The
mold surfme from inside with two sensor packs besides a thermocouple pack is shown in Figure
5.5.
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Figure 5.4. Position of the sensor pack in the mold
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Figure 5.5. Mold cavity as seen from inside

Once the mold making was completed, the sensor was connected to the measuring circuit,
which in turn was connected to the computer. The measurement of output frequency of the
sensor was computer controlled by a program written in Microsoft Quick Basic.

Before the mold is filled with the molten metal, the sensor does not detect the presence of
any metal and the output frequency is low. Once the mold was filled with the molten metal in the
region of the sensor, the sensor registered an initial distance of the metal, and there was a sudden
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increase in the output frequency. Measurements were made for 500 to 1000 seconds depending
on the thickness of the casting. The resistance of the sensor was measured simultaneously to
calculate the temperature of the sensor.

- -.= ,,=- .=,-. ,. ~ ,- ..=.. ..—7. __ -—... .+_ .. ——. — —.. .
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6.0 RESULTS - FOUNDRY TEST DATA

6.1 Typical Foundry Results

Typical foundry pour data for a l-inch-thick aluminum plate are shown in Figure 6.1.
The molten aluminum was poured into the mold cavity at about 780 seconds after the start of
collection of data. The proximity sensor output frequency (both the bottom and the top sensors)
increased suddenly by about 400 Hz. Note that the bottom sensor frequency increased before the
top sensor, which would be expected from the arrangement of the mold. The output from each
sensor then began a slow decline over the next 150 seconds to about the 900-950 second mark.
This drop in the sensor output occurred because thermal expansion of the sand in front of the
sensor increased the distance between the sensor and the metal surface. At this point in the test,
the output frequency increased due to thermal effects on the sensor. Figures 6.2 and 6.3 show
additional measured and computed data for the same test pour shown in Figure 6.1. Proximity
sensor temperature and frequency results for Iwenty test cases from the summer of 1998 are
given in the Appendix.

As described earlier, we were never able to correlate the observed temperature effects on
the sensor with repeatable laboratory results. The curves labeled “Bottom Gap” and “Top Gap”
were computed using the room temperature calibration curves, thus are not true indications of
any measured air gap. However, some usefid trends and anomalous behaviors were determined
by the proximity sensors.
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6.2 Observations of Initial Slope

Another set of experimental results for 1 inch, resin-bonded castings is shown in Figure
6.4. The item of interest is the initial slope of the proximity sensor output. The initial slopes of
the proximity sensor output in foundry tests fhll into one of two patterns:

. both “down” (believed to be due to sand expansion immediately after the pouring of the
hot metal, seen in Figure 6.1), and

● one sensor slope “do~” but the other sensor slope is “up” (seen in Figure 6.4).

This phenomenon was observed several times in the foundry pours (seethe Appendix). It
does not appear to be caused by temperature effects on the sensor, since the sensor had not had
time to heat significantly. There are also no observed correlations found between sensor values,
the slopes of the sensor output, or changes in the sensor slope with heat fluxes or heat transfer
coefficients. Lab calibrations of the sensor packs always show a “down” slope, due to expansion
of the sand in front of the sensor. The most likely reason for the occasional “up” slope is that the
sensor output is valid, i.e., the sensor is moving (slightly) closer to the metal surface. This is
most likely due to a breakdown in the sand surface in front of the sensor. This phenomenon
violates one of the key assumptions (Section 1.4.2) for the use of the proximity sensor technique
in measuring gap formation in sand castings.
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Figure 6.4 Results from pour 8/13/98b.
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6.3 Possible Sources of Error for Proximity Sensor

The observed variations in the proximity sensor output in the foundry pours from what
was anticipated from the lab calibration tests could be due to any one (or combinations) of
several factors discussed below.

The depth of penetration of magnetic field in a target depends on the magnetic
permeability of medium between the sensor and the target. Due to the high temperature
environment around the sensor in the foundry, the permeability of the medium may vary
constantly, hence the sensor output also changes accordingly.

A closely related phenomenon is the “skin depth” effect. It is possible that the skin depth
is not sufficient during the early parts of the pour, since the proximity sensor does not “see” the
metal more than about 0.015 inch (0.4 mm) past the surfhce. If the metal surface under the
sensor were subject to “freezing” and re-melting which changed this skin depa then the sensor
output would change without dimensional (i.e., a “gap”) changes.

In the lab calibrations, the sensor is calibrated against an aluminum plate at room
temperature. When the sensor initially senses the metal when placed in the mold, the aluminum
is at a temperature of about 1,000 “F. Hence there is no exact correlation between the lab
calibration data and the data obtained form the foundry test pours.

The conductivity of aluminum also changes as it cools from liquid to solid. Therefore
there might be variation of sensor output due to the change in conductivity of aluminum. If this
parameter varies greatly from 900”F (the temperature of the lab benchtop tests) to 1000+”F
(temperatures in the foundry pours), then the lab calibrations would not capture the true behavior
of the sensor in the foundry environment.

Localized irregularities in the casting surface (our sand pack surface is mildly rougher
than other surfaces on the casting) create a variable “average” distance for the sensor.

In the foundry applicatio~ the front surface of the sensor is at a high temperature and the
back surface of the sensor is at a relatively lower temperature. Therefore, there is a thermal
gradient across the front and back stiaces of the sensor. In the data analysis, the sensor
temperature is an average or “bulk” temperature of the sensor determined from the entire coil of
magnet wire. This might also cause anomalies in the sensor output since this heating effect
might not be repeatable in the foundry tests.

6.4 Casting Thickness

The thicknesses of 36 resin-bonded castings made during the summer have been
measured. Figure 6.5 shows the grid spacing and labels for the 25 locations where the thickness
was measured.

Figure 6.6 shows the results for the minimum, average, and maximum thickness ‘for 12
nominally 1/4 inch thick castings. The difference between the minimum and maximum thickness
varies from 0.040 to 0.089 inch. The same pattern was used for all 12 castings. There was no
consistent pattern to the location of the maximum thickness, although it was never in the row
closest to the gating.

.-— ..,, ,. .-v~,..xm.< , . . . . . . . .. . . . . ,,. .— - Y-- .,.,.. ... ——— –-.



0.35

0.30

J=

.g 0.25

0.15

0.10

Gating Side

‘1 ‘2 ●3 ‘4 ●5

●6 ●7 ●8 ●9 ● 10

’11 ● 12 ● 13 ● 14 ● 15

● 16 ● 17 ● 18 ● 19 ● 20

w
+2’’+2+2’’+2’’+2””

46

y

--+

1 2“

Figure 6.5. Grid spacing and labels for thickness measurement

A

-1-

■
A

A A A

A + A A
A A

A
A

.

-— —— --- —-.. --.--—. — .—.-.. ,-. -.. p. ,,- -- ——.— . —.- .—. .

-L

b d , # t ,

Figure 6.6.

(!2!
ai
In

i=
o
Q

C!i
m
r=
i=
o
Q

Pour Date

Measured plate thickness, nominal 0.25 inch

❑
● min

■ avg

A max



47

Figure 6.7 shows the results for the minimum, average, and maximum thickness for 12
nominally 1/2 inch thick castings. The difference between the minkimm and maximum thickness
varies from 0.044 to 0.080 inch. The results from the 4 pours in the middle (p071598~b and
p071798~b) were for the vertical orientation. The same pattern was used for all 12 castings.

Figure 6.8 shows the results for the minimum, average, and maximum thickness for 12
nominally 1 inch thick castings. The difference between the minimum and maximum thickness
varies Ilom 0.050 to 0.089 inch. Two different patterns were used on each date. Note that one of
the castings is consistently 0.060 to 0.080 inch thicker than the other casting. The maximum
thickness for the 1 inch castings typically occurred at either location #23 (7 times) or location
#15 (3 times).

Because the sensors did not reveal the formation of a gap, we expended a great deal of
effort to calibrate them and compensate for any possible errors. Even so, we did not see the
results we expected. We are forced to consider the possibility that the sensors may indeed have
worked properly, and gap formation is neither as predictable nor as repeatzible as has been
assumed. The alloy was not degassed before pouring, and was filled with microporosity (the lack
of degassing was intentional, so that we were not confused with shrinkage changes in volume
instead of gap formation). In some cases the microstructure showed that the bottom of the casting
cooled more slowly than the top, a counter-intuitive result, as we assumed that gravity would
force the metal against the lower surface of the mold. However, if gas released from the resin in
the drag on pouring collected on the bottom surface of the casting, it could have served as an
insulator, and forced the gap to occur where it was not expected. Indeed, the microstructure of
the castings strongly suggests that no large gap formed reproducibly.
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Figure 6.8. Measured plate thickness, nominal 1.00 inch

If gap formation is erratic (and we cannot determine this definitely from the results of this
investigatio~ although our results with the eddy-current method and the microstructure strongly
suggest it), then it will be necessary to re-consider the mechanism of gap formation. Castings
poured on slants or vertically did not indicate that gaps were being formed reproducibly either. It
appears that the most that can be said for the question of gap formation is that our results call
into question the current theories.

6.5 Does A Gap Form?

Our data strongly suggests that no gap formed during the pouring of most of the castings
in this experiment. Neither the gap formation measurements, nor the thermal data were what was
expected from the formation of a gap. We looked at the microstructure of the castings poured
horizontally, and found extensive columnar grain growing from the cope stiace, but only short
columnar grains, which quickly changed to equiaxed grains, growing from the drag surface. This
indicates very strongly that thermal gradients in the drag were lower than those in the cope. This,
in turn, indicates that the heat transfer from the cope surface of the casting was greater than from
the drag surface.

We had expected to see just the opposite phenomenon. We assumed that gravity would
force the solidifying metal down onto the drag surface of the mold, and that a clear gap would
form on the cope surface. That did not happen. We suspect that by not degassing the metal we
counteracted the effect of metal shrinkage, and that no shrinkage took place on the cope surface.
As for the lack of effective heat transfer on the drag surface, we attribute this to the collection of
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gas underneath the solidifying casting. This has been encountered previously [15]. We were also
curious about what would happen to the gap on the surfaces of castings p’oured vertically. We
found that gap formation, if any, was not predictable, nor could we find a pattern to gaps, if any,
formed on castings poured at 30°,45° or 60° angles.

Our conclusion is that there is no evidence that gaps due to alloy shrinkage actually form
in aluminum alloys poured in resin-bonded sand molds. Note that our experimental method
deviates substantially from that of past investigators, and the fact that we did not degas the metal
may have affected our results, as the castings contained considerable amounts of microporosity.
However, we have been careful to examine as many variables that could affect the accuracy of
the instrumentation of our method as we could identi~, and we find it hard to believe that the
method we used for gap measurement is inherently incorrect. Our results call into question the
traditional view of gap formation during solidificatio~ and strongly call for fiuther research into
the question.

6.6 Green Sand Results

The vast majority of the proximity sensor work conducted as part of this research was
done with resin-bonded castings. Figure 6.9 shows results from the eddy-current proximity
sensor on a foundry pour with green sand. The moisture present in the green sand appears to
greatly affect the sensor output. This is consistent with our earlier observations of the need to
thoroughly dry or cure the sensors before use in the foundry. For this reaso~ we have concluded
that reliable results cannot obtained from the green sand casting pours using the eddy current
technique as we practiced it.
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EXECUTIVE SUMMARY

This report presents a statistical method of evaluating geometric variations of casting
products using point cloud data measured on a coordinate measuring machine (CMM to evaluate
differences in dimensional and accuracy of test castings as ai%ectedby gating system, molding
process, section thickness, and casting orientation. Feature parameters of flatness, parallelism,
tapered angle, overall len~ and height of test casting were obtained from CMM point cloud
data and these were utilized to identi~ the relative importance of the factors that contribute to the
dimensional inaccuracies. The scope of this study included three casting thicknesses: % in., % in.,
and % in. Three sand molding processes for the research included resin-bonded san~ lost foam
silica sand, and lost foam low expansion sand.

US Department of Energy (DOE) and through the Cast Metals Coalitio~ the American
Foundrymen’s Society supported this research work. The research was carried out jointly by The
University of Alabamq Florida A & M University in Tallahassee, General Motors Company,
Mercury Marine Company, Willard Industries, and CMI Technical Center.

The summary of the research results is as follows:

1. CMM point cloud data have been statistically analyzed successlidly to evaluate casting
distortion.

2. This research has established that casting distortion is influenced by the following
parameters: casting thickness, orientation in the mold, gating system, and type of molding
process.

3. From the analyses, it was found that resin bonded sand process, top gating, and orientation
down contributed most to the casting distortion.



1.0 INTRODUCTION

The focus of this research task was to evaluate the dimensional variations that exist as
gating system, molding process, casting thickness, and orientation of the casting are varied.

The objective of a manufacturing system is to produce products of specific shapes, sizes,
finishes, and complexity. The quality of the manufactured part is the measure of the extent to
which a part conforms to the needs or desires of the customer or user. Quality assurance is the
mechanism that is responsible for maintaining consistent product quality. Under the umbrella of
quality assurance is quality control. Statistical quality control techniques have allowed castings to
greatly improve over the past twenty years, yet controlling casting dimensions continues to be a
challenge.

1.1 Description of Problem

Casting distortion is thought to be caused by non-uniform cooling in various sections of
complex geometric surfiwes. This phenomenon has been successfidly modeled however, role of
non-uniform heat transfer on casting distortion has not been successfidly modeled.

It is assumed that the parts of the casting that solidi~ first will become stronger than
those that solidi~ later. The parts of the casting that solidi@ first will be the ones with the
coldest metal. They may also be those sections of the casting that come to rest first in the mold
cavity. All of these factors are governed by the way the casting fills. That in ~ is governed by
the gating system and the casting orientation. Casting thickness may also affect it. The objectives
of this work were:

1) To present a statistical approach for evaluating the effect of specific factors (gating system,
molding process, casting thickness, and orientation within the mold) on casting inaccuracy.
2) To possibly relate these factors to the heat transfer coefficient at the mold-metal interface.

1.2 Project Description

Florida A & M University applied statistical methods to analyze the relationship between
casting distortio~ mold filling, and interracial heat transfer in sand molds. This analysis involved
preprocessing the point cloud da@ calculating the dimensional and form parameters such as:
len~ thickness, height, flatness, tapered angle, and parallelism. Statistical analysis was
performed on these parameters to determine the effect of such factors as gating (G), orientation
(0), thickness (T), and molding process (type) (M) on the parameter variations. There were three
levels for each factor (see Table 1.1). They included Gating: top, bottom and side; Orientation
up, down, and side (as shown in Figure 1.2); Thickness: % in., % in., 3Ain.; Molding process:
resin bonded sand, lost foam silica sand, and lost foam low expansion sand. The pictorial
presentations of the gating and orientation systems are shown in Figure 1.2.



Tablel.1 Factors and Levels Analyzed for Effect on Parameter Variations

Variable Level of
n. .&=r n- .&.-

1 ~o~&ng Method (M): ~~~i’f%nded sand molding

lB%@f@arnmolding with silica bonded sand

I!M@@un with low expansion (carbon)sand

2 Gating System -tiked system
(G): Bottom-gated

SRI@@ed system

3 Casting Orientation (0): Up, Dow

4 Casting Thickness (T): $j+~w~ ~ inch.

molding

1.3 Objective

1. To use point cloud data generated from a Coordinate Measuring Machine (CMM) to
calculate dimensional and form parameters.

2. To use statistical methods to evaluate the effect of gating system, molding process,
casting thickness, and orientation on casting distortion.
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2.0 TECHNICAL BACKGROUND

2.1 Statistical Methods for Evaluation of Geometric and Dimensional Variations

There is a great deal of research in the area of tolerance evaluation or metrology of
manufactured parts. Minimum zone is a popular method of determining tolerance deviations.
The methodology of minimum zone is to calculate the maximum dimensional error by locating
the minimum deviation among all the sampled coordinates using various optimization schemes.
This method requires that the entire deviation space be examined. However, the CMM assigns
point clouds to a sample of the data. Therefore, errors often occur. For example, all sampled
deviations may be found to be within tolerance, but since all the data have not been examined,
some non-sampled deviations may in fact be out of bounds. Therefore, minimum zone is not an
effective method for tolerance evaluation of CMM sampled data ~enq et. al, 1990].

Sobh and his colleagues attempted a probabilistic approach [Sobh et al, 1994]. In their
research they constructed geometric entities using uncertainty models for the objects that
contained noisy measurements and proceeded to do reasoning on the uncertain geometries. Menq
and his research team’s method assumed normally distributed points in which the sampling space
is related to the process capability ~enq et al., 1990]. This method proves that the sampling
intensity (number of sampled points) does not depend on the tolerance or mantiacturing alone,
but depends on a combination of both factors. Thus, the number of sampled points is reduced as
the process capability increases.

Kendall and Moran studied the theories of stochastic geometry ~endall and Moran
1963]. They examined a method of choosing distributions on geometric elements that provide a
consistent interpretation of physical geometric elements.

2.1.1 Linear Dimensions
The Euclidean distance is the linear distance between two coordinatepoints (xl, yl, Zl) and

(x2, Y2, z2). It is calculated using equation 2.1.

DIST = SQRT[(XZ- xl)2 + (yz - yl)2 + (ZZ- Z1)2] (2.1)

In this expressio~ DIST is the desired linear distance, SQRT is the square roo~ and x, y,
z are the coordinates for points 1 and 2.

2.1.2 Surface Flatness Evaluation

Since sampled inspection does not measure all data points, it is possible to tier that a
surface is flat when it actually is not. A result of all the measured sampled points being within the
tolerance limit that does not necessarily indicate a flat surface. If any point is outside the
tolerance, the surface is not considered flat since it is assumed that the CMM machine has
negligible measurement error. Therefore it is necessary to calculate the variance of the sample
points to see if the variation of the surface is acceptable. .

11
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2.1.3 Flatness Error Evaluation using Non-linear Optimization Technique

Flatness is defined as “a condition of a surface having all elements in one plane”
according to ANSI Y14.5M standards. This method of calculating flatness error of the casting is
similar to a mathematical model developed by Cheraghi et al [Cheraghi et al,1996]. This method
uses anon-linear optimization approaoh to calculate the exact values of flatness errors as defined
by the ANSI Y14.5M standards on geometric dimensioning and tolerance. The measurements are
taken in x, y, z coordinates on the walls’ surface with the z-axis representing the direction in
which the flatness will be measured. The z coordinates measure the variation on the surface of
the casting as shown in Figure 2.1.

Error

Figure 2.1 Flatness Error Evaluation using Non-linear Optimization Technique

To obtain the exact value of the surface flatness, two planes parallel to the x-y plane
(representing the ideal surface of the walls) a distance of ~ apart must be found to define the
flatness tolerance zone.

The nonlinear optimization problem is expressed as:
Minimize ~= -~.~ + ~.u
Subject to:
1,=~

Ji=o i= 1,2, ....n

where, Ji = -xi cos 0 siny + y@O + zi cos Ocosy+ z
and ~ is the distance representing the flatness error.

This method provides exact flatness error values and has a short computational time.

2.1.3 Evaluation of Parallel Surfaces

(2.2)

(2.3)
(2.4)
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To evaluate the parallelism error of surfaces, it is necessary to find the distance between
the points on opposite locations of the planes that are being evaluated. From these distances, the
difference between the shortest distance and the longest distance gives the parallelism error.
Mathematically, it is expressed as

~~~l~li~~ = max(dist~) - mhl(dkt~) (2.5)

where, sp~lelism is the difference between the maximum distance between planes A and B. The
distance is computed using equation 2.1. Figure 2.2 illustrates the parallelism error between two
planes.

2.1.5 Calculation of the Tapered Angle

The Euclidean distance, equation 2.1, andtan 0 =
opposite side

adjacentside

was used to calculate the taperedangle; yielding

cm e =
J%- %)2+ (Y,- Y,)’+ ~,- %)2

q (5 - x’)’+ (YZ - YJ2 + (~ - ZJ2
. (2.6)

Figure 2.3 shows the parameters used in this equation. These angles are based on the assumption
that the walls of the casting are fairly straight.

.’
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Figure 2.3 Parameters to Compute Tapered Angle

2.2 Statistical Analysis of Dimensional Data

The statistical analysis of the dimensional data includes the factorial analysis of variance
and the tests on means.

2.2.1 Analysis of Variance

Analysis of variance (ANOVA) procedures separate the variation observable on a

response into two basic components: variation due to assignable causes and random or chance
variation. Assignable causes refer to known or suspected sources of variation that could be
corrected during the conduct of the experiment. Random or chance variation includes the effects—
of aIl other sources
statistical modeling.

that could not be-controlled or measured during the experiment except by
The generic statistical model for the sand casting dimensional data is

In this equatiou YVM,is the measured dimensions of the sand casting due to the different
factor level combinations. The number of repeat tests are represented by r = 1,2,3. The levels
for the molding method are represented by i = 1,2,3. Similarly,j = 1,2, 3; k= 1,2, 3; 1= 1,2,3, ,’

represent the levels for the gating system, the casting orientation and thickness, respectively. In
this model /@l is the effect of the assignable causes and euti is the random error of the
experiment. The symbolic analysis of variance for the four factors is the shown in Table 2.1.

2.2.2 The F-Test

In order to find out if the differences on casting dimensions are due to assignable causes
or random error, the F-test was implemented. The F-test distribution fimction tests the hypothesis
that a particular main effect or interaction is zero. The corresponding F-ratio should be around
one, since both the numerator and the denominator of the F-statistic are estimating the same
quantity, which is the error variance. If the null hypothesis is fidse, the numerator mean square
will tend to be larger that the error mean square. Thus, large F-ratios lead to rejection of the
hypothesis of no factor effects. The F-test applies under the assumptions that both sampled
populations are normally distributed, and the samples are random and independent.
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Table 2.1. Symbolic Analysis of Variance Table
sourceof sum of Degrees of Mean F-Value
Variation Squares Freedom Square

A SS* 1 CClAUA\ Ifc Ja,fc?
B SSB
c Ss.

I a-1 I OOAIU1(LIJ I lVKiAllVLOE

b-1 SSnid~b MSJMSE I
c-1 SSI-J(M(C) MS&SE
d-1 SSDfd~) MSJMS~

>DAB (a- I)@ -1) SSABldt@B) MS&SE
3&C (a- 1)(c-1) SSA~dflAC) MSACIMSE
WAD (a- l)(d - 1) SStid&4D) MSADIMS~
Zc (b - 1)(C- 1) SS~~df(13C) MS~&SE

L 7Y(.I l\ SSnJdflBDl MSmJMSc

AD ~

BC SOBC
BD S& (u- l)(U - 1]

CD SSCD (C- l)(d - 1)
ABc SSABC (a- 1)(II-1) (c -
AD‘3 Ssm (.. I\/l. l\ la
Au) SSACD ~d - lJ(U - 1)(U - 1) ~~A@ul\~b~) lV13ACD/lVIDE

BCD SSBCD @ - 1)(c- l)(d -1) SSB#dfiBCD) MSB~SE
ABCD SS~CD (a - l)(b -1) (c -1) SSmcdd@BC) MSmc@&

(d -1)
Error abed(m -1) SSE SSJd@rror)
Total abcdm-1 TSS

Mathematically the F-ratio is expressed

F= (s12/0-29/(s22/013. (2.8)

In this equatio~ ~ is the sample variance and & is the population variance. This equation
is reduced to the ratio of the sample variances because it is assumed that the population variances
are equal. Therefore, their ratio is unity.

The hypothesis tests procedure as follows:
One-tailed test Two-tailed test

Ho: 0-2 = 012 Hm”0Z2= ~12 (2.9)

Ho- 012<022 Ho”~12# 0,2 (2.10)

Test statistic: Test statistic:

F = S121S22 F = S121S22when S12> S22 (2.11)
F= s22/s12when S22>S12 (2.12)

Rejection region Rejection region
F>Fa F> 17~2 when S12> S2 (2.13)

or F > F&2 when S12> S2 (2.14)

where Fa and Fti are based on VI= numerator degrees of freedom and V2= denominator degrees
of freedom; V1and V2are the degrees of freedom for the numerator and denominator sample
variances, respectively.

2.2.3 Tests on Means

15



If the F-test results in the rejection of the null hypothesis, the treatment means are equal.
Yet, it is required to know which of the means differ and by how much. Confidence intervals can
be placed on the difference between the various pairs of treatment means in an experiment.
For p treatment means, then

c = p @l)/2. (2.15)

where c pairs of means that can be compared. If it is necessmy to have 100(1 - @ percent
confidence that each of the c confidence intervals contains the true difi?erence,multiple intervals
will have to be formed using a smaller value of a than would a single interval. There are a
number of procedures available for making multiple comparisons. Among the procedures are
Duncan’s multiple range test, Tukey’s procedure, Newman-Keuls test and Scheffe’s test. All of
these test of means yield similar results. Yet due to preference, the Newman-Keul Range Test of
Means was used in this research for the analysis.

2.2.3.1 Newman-Keuls Range Test

Application of the Newman-Keuls range test requires that the averages be ordered from
smallest to largest. Each based on sample size n. They are considered significantly different if

I ~i- ~1 >Np, (2.21)
where

NP= q(~;p,v) (MS~n)ln, (2.22)

and q(ctp;p,v)is the studentized-range critical point based on comparing the largest and the
smallest of p averages, MSE is the mean squared error based on v degrees of freedom, and the
experimentwise significance level is ~ and n is the number of observations in the treatment
being compared. The experimentwise significance level is related to a comparisonwise level a
through equation 2.23

q=l-(l-a)p-l. (2.23)

In this procedure, the two most extreme averages are compared first. The difference
between the largest and the smallest of p = k factor-level or interaction averages is compared
using Nk in equation 2.22 with the experimentwise significance level of ~k. If these averages are
not found significantly different with k = p, testing stops and all the averages are declared not
significantly different at the 10oak percent significance level. This is equivalent to non-rejection
of~: P.l=pz= ... = Pk. ~the two extreme averages are si@c~dy different, tes~g con~ues.

The next step is to compare the largest average with the second smallest and the smallest
average with the second largest, each test using equations 2.22 and 2.23 with p = k- 1. If neither
of these tests are statistically significan~ testing ceases and only the two extreme averages are
judged significantly different. If one or both of the tests are statistically significant testing
continues with the group(s) of averages for which the two extremes have been declared
significantly different. Testing continues in this fmhion until no fbrther significant diilerences
are obtained.



3.0 DATA COLLECTION, EVALUATION AND ANALYSIS

In this project, the effect of gating, thickness, orientation and mold process on form and

dimensional errors is analyzed. The four variable factors involved in the investigation are shown

in Table 3.1. The four variable factors have three levels each and each level has three
replications. The letters M, G, O, and T as defined above represent the variable factors. The
subscripts 1, 2, and 3 represent levels of the factors and the X’s represent three replications at
each level. The design of experiment tables for the calculated parameters are located in Appendix
A.

The statistical analysis used in this investigation includes halysis of Variance (ANOVA)
for full factorial randomized experiment. Randomized complete block design technique was used
for controlling experimental variability due to parallelism. Newman-Keuls Test of Means was
performed to obtain the effect of differences of means for the sample data.

The data received for the resin-bonded castings included three orientations: opening up,
opening down and opening laterally. The opening up and opening down castings had two gating
systems, top and bottom. The opening laterally castings used four gating systems: top, bottom,
and two side gating systems, one filling through the flanges and the other side gating filling
through the top ridge.

All the orientation and gating combinations were cast at three different thicknesses. There
were three replicates made of each casting combination but not all proved viable. There were no
side-gated data received from the resin-bonded sand castings (rbs). The data received for the lost
foam with low expansion sand molding method and lost foam with silica sand molding (lfle and
lfss) included all three orientations, gating systems (top, botto~ and side), and three levels of
thickness (%, %,% inch). There were three replicates made of each combination.

Figure 3.1 a–f shows pictures of the orientation and gating systems examined in this
research work. The ANOVA was performed on the three data sets. In addition to the analysis of
variance, Newman-Keuls statistical tests of means were petiormed where statistical significance
was observed. Finally, a group of charts including scatter plots, histograms, normal probability
diagrams and box plots were used graphically to confirm the analytical results from ANOVA and
Test of Means.

Scatter plots made it possible to visualize the trend of the data. Similarly, the histograms
revealed the frequency distribution of the data.
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Figure 3.lc Up Orientation-Top Gating

The normal probability diagrams showed whether the data normally distributed. The box
plot was used to view the range of the data points and its distribution around the mean. In order
to study the variation of the distortion on sand castings, casting quality characteristics were
analyzed. These characteristics include flatness, thickness, parallelism, casting angle, length, and
height. Figure 3.2 is a four-view drawing of the casting.

3.1 Data Collection: Preprocessing of Data for Statistical Analysis

CMI Technical Center (CMI) used a Coordinate Measuring Machine to measure the point
cloud data. Table 3.2 shows a sample of the raw point cloud data sent from CMI. In order to get
the data into a fictional format it was necessary to preprocess the data.

The steps used in preprocessing the data before conducting statistical analysis areas listed
below:

1. The point cloud data were received in comma delimited form in Microsoft Excel files.
2. The files were edited so that only the point cloud coordinates were in the files. These
coordinates were arranged in a long row with each set of x, y, z coordinates after the other
(xl, yl, Zl, X2, y2, Z2,.. .).
3. The files were opened in a text editor and separated into the ordered triple sets so that
when viewed in Excel, there were three columns of data corresponding to the coordinate
axes(x, y, z). There were 180 rows and 3 columns.
4. When opened in Excel, the data were separated into 3 sections with 60 points in each.
Each section contained the points for each replicate (1, 2, 3).
5. The data were broken down into the individual replicates on separate worksheets
within each workbook.
6. Each set of point cloud data for the replicates were divided up into the respective
geometrical entity represented (e.g. edge points, right flange, inner left wall, etc.)
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7. Each file (workbook) is representative of one casting orientatio~ gating, thickness,
and sand type.

3.2 Data Analysis

Data Analysis is the evaluation of the data variations, associated with the calculated
parameters, such as: flatness, casting tapered angle, parallelism, and linear distances (length,
thickness, and height) of the castings. Figure 3.3 indicates pictorially the linear distances that
were calculated for the project. The hash marks indicate where the Coordinate Measuring
Machine (CMM) measured surface coordinates for the point cloud data.

Table 3.2 Sample CMM Point Cloud Data from CMI

PartProgram mlbx75
Inspector JS
AFsws
MLBX

Nominal -0.46267 2.46322 -0.35968 0 2.15707 8.41401 -0.76627 0
#NAME? o 0 0 0.5 0 0 0 0.5

#NAME? o 0 0 0.5 0 0 0 0.5

F

Seq# Datatype 1X
6I1OI97 20:08 -0.46
6I1OI97 20:35 -0.465$
6110/97 20:54 -0.46

lY I lZ I lDS I 2X I 2Y I 2Z I 2DS
550812.465562I -0.3404710.019518I 2.1549518.416134I -0.7489210.017639
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B6I 2.46634 I -0.3341410.02595112.14716518.423862I -0.686 10.081507
564812.466955 I -0.3291210.03103712.151773 18.419288 I -0.7232410.043705

Table 3.3 shows the design nominal values as provided in conjunction with the project.

Table 3.3 Design Nominal Values
Parameters DesignNominalValues
Length( +1inch) 6
Height(inch) 8+1

Parallelism(inch) o
RidgeThickness(inch) 1/4 , ‘/2, 3/4

Flatness (inch) o
Casting Angle (degrees) 8

+2
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Figure 3.2 Four View Drawing of the Casting (Mailbox)
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Figure 3.3 Mailbox Casting: Linear Distances and Point Cloud from CMM

3.2.1 Flatness Evaluation

The flatness of the plane surfaces was calculated using the nonlinear optimization method as

detailed in the literature survey section. The nonlinear program was coded in C programming
language. This method requires that the evaluation plane be relatively parallel with the xz plane,
meaning that the flatness deviation(error) is measured in the y direction. Therefore, some of the
data needed to be rearranged. The arrangement of data for the flanges was fine, but the data for
the inner walls of the casting were in the yz plane and needed to be manipulated. This was
remedied simply by switching the x and y columns (basically a rotation of axes) in the data files.
In order for the program to read the daq the data must be in a text file, so the raw data for the
flanges and walls were copied from Excel and placed into a text file so that the program could
read the data. The flatness indices generated by the program were stored in text files and copied
back into Excel.

Table 3.4 shows a sample flatness worksheet for the 0.25 inch casting after preprocessing and
flatness calculation. The Table provides the left and right flatness indices for the casting flanges
and inner walls. See Figures 3.2 and 3.3 for the location of the parameters (ridge thickness,
flanges, walls, height, and length).

3.2.2 Evaluation of Parallelism



The first step in calculating the parallelism was to place the point cloud data representing the
inner walls into the Parallelism worksheet within each workbook. Then the data points were
sorted for each replicate so that the points from the right inner wall lined up next to the points on
the left inner wall (mirror points). .~en the distance between these mirror points was calculated
using the Euclidean distance formula as given in equation 2.1.

The average of the difference between the maximum and minimum distances of each
replicate is the parallelism index. The index was calculated automatically in Excel by writing a
simple cell formula. Table 3.5 is a Parallelism Calculation Worksheet and Table 3.6 shows the
calculated indices.

3.2.3 Calculation of Tapered Angle

Equation 2.6 requires that the distance in they-axis be relatively the same on the inner
and outer walls b order to maintain the trigonometric relationship. This can be seen in Figure
2.4. Further, if the vertical distance is represented by they-axis, it can be seen that (yI – yO) must

equal (y3-y2)for the cosine relationship to hold. On viewing the data (inner and outer wall data
pasted into the Casting Angle worksheet), the y-coordinates of the inner wall were found to be a
greater distance apart in they direction thh the y-coordinates on the outer wall. Consequently, if
the points were input directly into equation 2.6, there would be a mathematical error since the
inverse cosine of a number greater than one does not exist. Therefore, an additional point on the
inner wall was determined using linear interpolation. This would give an inner wall y
displacement similar to the y displacement of the outer wall making equation 2.6 valid. The
linear interpolation equation requires that two points be known and that one of the coordinates
for the desired point be known.

The y coordinate was the desired coordinate, therefore the x coordinate was the point to
be interpolated. Given this, the linear interpolation equation is shown in equation 3.1:

(Xu-~,)(Ym-M) +x,

Xm =

(Y. -Y/)
(3.1)

where u, 1, and m represent the upper, lower and middle points, respectively. This formula was
entered into the Casting Angle worksheet to determine the normalized point that would be input
into equation 2.6. Equation 2.6 was entered into the casting angle worksheet and the cell formula
interpolated the point and determined the casting angle index. The angle was converted to

degrees from radians my multiplying the angle by 18~Z. Table 3.7 shows the Casting Angle

Calculation worksheet.
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Table 3.4 Flatness Worksheet (0.25 inch)

L&mFlangeFlatness RightFlangeFlatnt?ss
OG
IYr
DB
LT
LB
m
UB
IYI’
DB
LT
LB
m
UB
IYr
DB
LT
LB
m
UB

OG
IYr
DB
LT
LB
m
UB
m
DB
LT
Lfl
UI’
UB
IYr
DB
LT
LB
m

OG
IYr
DB
LT
LB
m
UB
In’
DB
LT
LB
m
UB
In’
DB
LT
LB
m
UB

Repl - R@ R@
10.036616210.074457410.0362902

LA WhllFlatness RightWhuFlalnt?ss

-,,, ,, ..,.. —,----. , . ...... ...,,.. ... .,-----3. 2.<..

OG
IYr
DB
LT
LB
Ur
UB
m’
DB
LT
LB
m
UB
m
DB
LT
LB
m

G: GatingDefinitions: O: Orientation
D: Orientation Down T Top
U: Orientation Up B: Bottom
L: Orientation Lateral(Side)
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3.2.4 Calculations of Casting Dimensions

The equations for calculating the linear distances (i.e. the thickness of the castings at the

top ridge, height, and the length of the castings) were entered into the CMM point cloud data
worksheet. The worksheet contained the data for all three replicates. The distances were
calculated using the linear distance formula (x2-x1). The length was calculated using the z-
distance between the center edge point (EP) and back edge point (13EP)for each replicate. The
formula is (EPZ-BEPZ). The height is calculated by using the following formula

Average (R~Average(min(l?@).

where RPY denotes the ridge points in the y-direction and rnin FPYdenotes the lowest flange
points in the y-direction. The thickness was calculated by averaging the y-distance of the ridge
points and inner walls and taking the difference. Table 3.8 is a Heigh~ Length, and Thickness
calculation worksheet.
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Table 3.6 Parallelism Index

ReplicateMaxdist Irindist parallelism

3 6.085838 6.047723 0.038115

Table 3.7 Casting Angle Calculation Worksheet

RightCasting Angle Calculation(Replicate1)
Replicate 1 Casting

Outer right wall inner right wall Angle
6,820275 2.026755 -7.8129 6.088231 1.2689 -7.9344 6.088231 I 1.2689 I -7.9344 10.12
6.627267 3.52851 -7.8129 6.080119 2.9099 -7.9344 6.0723776 I 4.25 -7.9344
6.42457 5.029088 -7.8129 6.070778 4.5508 -7.9344
6.422561 5.028841 -5.2653 6.071899 4.5508 -5.2896 6.097964 I 1.2689 I -5.2896 10.12

6.621888 3.52785 -5.2653 6.083248 2.9099 -5.2896 6.074288 I 4.25 -5.2896

6.815204 2,026132 -5.2653 6.097964 1.2689 -5.2896
6.814022 2.025987 -2.7177 6.091801 1.2689 -2.6448 6.091801 I 1.2689 I -2.6448 10.12

6.623176 3.528008 -2.7177 6.087119 2.9099 -2.6448 6.0741764 I 4.25 -2.6448

6.416798 5.028133 -2.7177 6.072398 4.5508 -2.6448
Right CastingAngIe(Repl) 1~

Right CastingAngle CaIculation(Replicate1)
Replicate 1

outer left wall inner left wall

.’
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Table 3.8 Height Length , and Thickness Calculation Worksheet
I I

hngth
Edgepoints(malues) backedgepoints(mdues)

Replicate1 Replicate2 Replicate3 Replicate1 Replicate2 Replicate3
-0.447461 -0.373175 -0.376152 -9.258259 -9.1825 -9.194202 Length1 Length2 Length3

middle -0.774418 -0.779279 -0.763303 -8.566546 -8s2613 -8s20512 7.79 7.75 7.76
-0.414694 -0.342567 -0.356066 -9.2738 -9.185958 -9.183904

Height
ridgepointa(y-values) right flange(y-vakles) leftflange(y-values)

Replicate1 Replicate2 Replicate3 Replicate1 Replicate2 Replicate3 Replicate1 Replicate2 Replicate3
8.818637 8.776808 8.805258 -0.038625 -0.119717 -0.085829 -0.125554 -0.131836 -0,118149

8.831355 8,783336 8.812826 -0.037679 -0.119969 -0.079898 -0.122384 -0.124316 -0.116732

8.843286 8,789744 8.820552 -0.021643 -0.147657 -0.079773 -0.114303 -0.127921 -0.114424

average 8$3109267 87832% f38128787

Ridge points(y-values),averages Flange average Heightl Height2 Height3
8s3718933 878652 808167153 -0,076698 -0.128569333-0.099134167 8s91 892 W2

ThiClmess
ridgepoints(y- Innerwallndge(y-values)

values)
Replicate1 Replicate2 Replicate3 Replicate1 Replicate2 Replicate3 ‘mk!kness1 ‘IhiCkness2 ‘IlliCkness3
8.818637 8.776808 8.805258 8,520976 8.464262 8.50427 0.297881 0.312548 0.300938
8.831355 8,783336 8,812826 8.548627 8.477321 8.517008 0.282728 0.308015 0.295818
8.843286 8,789744 8,820552 8S48036 8.47589 8.51755 0.29525 0.313854 0,303002

‘IhiCkness 0.29 031 0.30
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4.0 METHOD OF IMPLEMENTATION AND STATISTICAL ANALYSIS

The implementation of the methodology involved a series of steps. Initially, the datawas
preprocessed. ‘fhe~ the form parameters were calculated from the point cloud data collected
from the castings. The analysis of variance (ANOVA) statistical analysis was then performed.
Finally, the Newman-Keuls Test of Means was performed. The characteristic parameters of the
castings that were analyzed in this research are summarized in the following statements.

1.
2.
3.
4.
5.
6.

Flatness of the flanges and inner walls of the casting
Parallelism of the inside walls of the casting
The tapered angle of the outside walls of the casting

Casting height
Ridge thickness
Length of the top ridge of the casting

4.1 Statistical Analysis

The statistical analysis was performed in order to determine the effect of the factors
(gating, orientatio~ thickness, and sand molding process) on the form parameters. Tables 4.1-
4.4 are samples of the factorial analysis of variance (ANOVA) performed on the data. Samples of
the remaining Tables are located in Appendix C. The ANOVA results were analyzed for
significant contributors at the 95 percent confidence level.

The index analyzed in Table 4.1 is the left flange flatness of the entire set of % inch
casting data. According to the analysis of variance (ANOVA) of this index, the mold type (M)
fmtor and orientation-mold type (OM) factor interaction are affecting the left flange flatness at
the 95 percent confidence level. Newman-Keuls is petiormed on the mold type (M) due to the
significance indicated at the mold factor; thus, mold type (M) has a more significant contribution
to the distortion than orientation (0). Table 4.2 is the ANOVA for the height of the % inch lost
foam low expansion castings. According to the table, neither gating (G) or orientation (0)
significantly affects the height of the lost foam low expansion castings; thus, no test of means
was performed. Table 4.3 is the ANOVA for the left wall flatness of the resin-bonded castings.
The factor interaction of gating-orientation (GO) is significantly tiecting the left wall flatness.
Since there was no significance indicated for the single factors (G and O), both gating (G) and
orientation (0) were affecting left wall flatness equally, therefore, the Newman-Keuls test was
unnecessary. Table 4.4 is the ANOVA for the parallelism of the lost foam silica sand castings.
The factor interaction of gating and orientation (GO) and gating (G) are significantly affecting
the parallelism of the lost foam silica sand castings. Since there was significance for the single
factor gating, gating has a greater effect on the parallelism error. Newman-Keuls must be
petiormed in this case.

The Newman-Keuls test of mean was pefiormed on the significant factors found in the
analysis of the ANOVA tables at the 95 percent confidence level. The purpose of the test of
means is to determine which factor levels have the greatest effect on the distortion. Tables 4.5
and 4.6 are the Newman-Keuk test of means (5 percent significance level) performed based on
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the analysis of ANOVA Tables 4.1-4.4. Table 4.5 is the Newman-Keuls on the mold type of all
of the %“ left flange flatness data. The Newman-Keuls test of means indicates that Ml is the
mold factor level that is contributing to the left flange flatness error of all of the % inch casting
dam, therefore, resin-bonded sand is the mold type contributing to the left flange flatness error
for this data set. Basically the way the table is interpreted is Ml is more significant than M2, Ml
is more significant than M3, and M2 is more significant than M3; therefore, Ml is most
significant. Table 4.6 is the Newman-Keuls on the gating of the % inch lost foam silica sand
parallelism data. The test of means indicates that top gating (Gl) is the gating type contributing
most to the % inch lost foam silica sand parallelism error. The analysis performed on the %“ and
%“ data is similar. The fidl results of the ANOVA and Newman-Keuk test of meaus will be
discussed in section 5.0 (below).

Table 4.1 Factorial Analysis of Variance: Left Flange Flatness of all % inch castings
Number of Factors= 3 Number of Replicates= 3

;ource

30
;M
;
)M
)
II
:rror

Ss
4.02E-05
7.03E-05

0.0001
1.07E-05
0.0003

6.88E-05
0.0002
0.0007

Factor
G=Gating System
O=Orientation
M=Sand Type

DF
4
2
2
1
4
2
2
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MS
1.OIE-05
3.52E-05
5.87E-05
1.07E-05
6.79E-05
3.44E-05

0.0001
1.84E-05

F
0.5479
1.9162
3.1998
0.5812
3.7023
1.8739
5.997

P
0.7017
0.1619
0.0526
0.4508
0.0127
0.1682

5.70E-03

Levels
2
3
3

F
0.01

3.890307
5.247898
5.247898
7.395556
3.890307
5.247898
5.247898

significant?
FALSE
FALSE
FALSE
FALSE
FALSE
FALSE
TRUE

F
0.05 significant?

2.633534 FALSE
3.259444 FALSE
3.259444 FALSE
4.113161 FALSE
2.633534 TRUE
3.259444 FALSE
3.259444 TRUE

Table 4.2 Factorial Analysis of Variance of Height of Lost Foam Low Expansion Castings (%
in.)

Number of Factors=2 Number of Replicates=3
Factor Levels
G=Gating 2
O=Orientation 3

F F
Source SS DF MS F P 0.01 significant? 0.05 significant?
GO 0.0096 2 0.0048 2.2083 0.1525 6.926598 FALSE 3.88529 FALSE
G 0.0083 1 0.0083 3.809 0.0747 9.330279 FALSE 4.747221 FALSE
o 0.0088 2 0.0044 2.0252 0.1747 6.926598 FALSE 3.88529 FALSE
Error 0.026 12 0.0022

lTotal 0.0526 17 I
Table 4.3 Factorial Analysis of Variance: Left Wall Flatness of Resin Bonded Castings(% in.)
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Number of Factom=2 Number of Replic.ates=3
Factor Levels

G=Gating 2
O=Orientation 3

F F
I$ource SS DF MS F P 0.01 significant? 0.05 significant?

GO 0.0002 2 0.0001 5.4367 0.0209 6.926598 ‘FALSE 3.88529 ‘TRUE
G 4.67E-05 1 4.67E-05 2.2668 0.158 9.330279 FALSE 4.747221 FALSE
o 2.33E-06 2 1.17E-06 0.0566 0.9452 6.926598 FALSE 3.88529 FALSE
Error 0.0002 12 2.06E-05

lTotal 0.0005 17

Table 4.4 Factorial Analysis of Variance: Parallelism of Lost Foam Silica Sand
Castings(%in.)

Number of Factors Number of Replicates
Factor Levels
G=Gating 2
O=Orientation 3

F F
Source SS DF MS F P 0.01 significant? 0.05 significant
GO 0.0208 4 0.0052 3.6063 0.0251 4.57902 FALSE 2.92775 TRUE
G 0.0227 2 0.0114 7.8834 0.0035 6.0129 TRUE 3.55456 TRUE
o 0.0042 2 0.0021 1.4484 0.2611 6.0129 FALSE 3.55456 FALSE
Error 0.0259 18 0.0014

Table 4.5 Newman-Keuls Test of Means on Mold Type of the Left Flange Flatness Data(% in.)

Newman Keuls Test of Means on Mold Type for
Left Flange Flatness Data (O. 25 in. )

ColName Count Mean Std. Dev. Std. Err.
+-------- ------- ----- + ------ –––-+–––––––––- –+–––------–

Ml 18 0.01061111 0.00615619 0.00145103
M2 18 0.00822222 0.00479651 0.00113055
M3 18 0.01316667 0.00346834 0.00081750

+--------------- ----- + --------–-+-––––––––––+––––––-–-–

Newman-Keuls’ Test
Si.gni.fi.cance Level: 0.05

Variables I Mean Diff I Critical Value I
significant

Ml Vs . M2 0.00238889 0.00000000 YES
Ml M3 0.00255556 0.00000000 YES
M2 %.” M3 0.00494444 0.00000000 YES
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Table 4.6 Newman-Keuls Test of Means on Gating System of Lost Foam Low Expansion
Parallelism Data(% in.)

Newman Keuls Test of Means on Gating for
Lost Foam Silica Sand Parallelism Data( 0.25 inch)

ColName Count Mean Std.D ev. Std.Err.
++--------------- ----- ---------- + ----------- ----------

G1 9 0.1314 0.0534 ;.0178
G2 9 0.2012 0.0422 0.0141

---------------+ -----+ ----------+ -----------+ ----------

Newman-K euls’ Test

Significance Level: 0.05

Variables I Mean Diff I Critical Value I Significant
G1 VS. G2 0.0698 0.0000 YES
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5.0 RESULTS

5.1 Data Analysis

From the charts and statistical analysis, there were ~erences noted between the nominal
and calculated values. Overall, the nominal values of the resin bonded casting parameters varied
more than the lost foam processes parameters. The lost foam silica sand casting parameters
varied the least. Samples of the figures used in these analyses included surface plots of flatness
(Figure 5.1), box plots (Figure 5.2), histograms (Figure 5.3), scatter plots (Figure 5.4), and
bullseye plots (Figure 5.5). The surface plot of flatness shows the three-dimensional variations in
flatness. Box plots show the spread of the data around the mean. Histograms show the normal
distribution features of the data. Scatter Plots show the two-dimensional variation in the data.
Bullseye Plots were used to display how well the process “hit” the target. It is a visual
representation of the variation of the calculated value from nominal value.

5.2 Statistical Analysis Results

The statistical analysis demonstrates that the factors investigated (gating, orientation
sand mold type, and thiclmess) definitely affect casting distortion. Factorial analysis of variance
was performed on all of the data for each molding processes separately and collectively. The
analysis was performed on three orientation levels (dowq up, and left), three thickness levels (33,
1/2,and l/Ainch) and three molding process levels (resin bonded sand, lost foam low expansion,
and lost foam silica sand). Two gating systems (top and bottom) were analyzed for all three-sand
types and analysis for variations due to side gating was performed solely on the lost foam
processes (since this was the only side gating data available). Newman-Keuls test of means was
performed on the significant factors as determined by the ANOVA. The results of the analyses
are summarized in Tables 5.1-5.4. The tables outline the significant contributors to the distortion
on the parameters (left wall flatness, height etc.) at u = 5 percent level). In the tables, ALL
indicates that “all” factor levels contributed equally to the casting distortion. The dash “-” means
that from the ANOVA analysis, the effect of the factor was not significant. The complete set of
factorial analysis of variance (ANOVA) and Newman-Keuls test of means is located in Appendix
B.

Table 5.1 shows the results of the analysis performed on all of the ?4 inch castings.
According to the analysis, the significant contributors to the distortion are the resin-bonded sand,
orientation down and top gating (See Table 5.1 a). From Table 5.1 b and d, it can be seen that the
1%inch lost foam silica sand and resin bonded sand castings are distorted by orientation down and
top gating, while the distortion of the low expansion castings are primarily due to orientation
down (Table 5.1 c). Table 5.2a-d shows the analysis performed on all of the % inch castings. The
analysis indicated that all gating levels equally affected the height and right flange flatness of the .



lost foam silica sand castings, left flange flatness and left wall flatness of the resin bonded
castings and the right flange flatness of the of the lost foam low expansion castings. All
orientation levels equally affected the right flange flatness of the lost foam silica sand castings,
height of the resin bonded castings, and leng@ parallelism, left wall flatness, and right wall
flatness and right flange flatness of the lost foam low expansion castings. Top gating affected the
right wall flatness of the resin-bonded castings and orientation up tiected the length of the lost
foam low expansion castings. The analysis pefiormed on the % inch castings indicated that
orientation down and top gating characterized the distortion of the lost foam silica sand castings
(See Table 5.3). The low
expansion and resin bonded castings are equally affected by all orientation and gating levels. The
low expansion castings are mostly affected by the orientation.
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Histogram of Left Casting Angle of RBS 0.25 inch Castings
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Figure 5.3 Histogram of Left Casting Angle Resin Bonded Sand (0.25 inch)
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Table 5.1 Significant Contributors to Distortion
(Results of Statistical An

a: All 0.25 inch castings
Characteristic I Gating 10rientation I Mold Type
Thickness

L- ---------–– ,

Height . Resin Bond
Length . Down Resin Bond
Parallelism . . LF SiIica
Left Casting Angle - .
RightCastingAngle I - . I Resin Bond
. m-. -,... - - .- ...-”” T._h BondI I. -. I . . r“–-
Len rlanue ~l~rn~q~ I - I I KoQ1l

RightFlangeFlatness Kesin Bond
Lefl Wall Flatness Top 2 Down 3 I Resin Bond 1
Ri@ht Wall Flatness Ton I T)nwn I .

of !4 inch Casting (a = 0.05)

alvsisj
C: Lost Foam Low Expansion

Characteristic Gating Orientation
Thickness
Height . .
Length . Down
Parallelism . .
Left Casting Angle -
Right Casting Angle - .

Left Flange Flatness - .

Right Flange Flatness - Down

e’ -’-’I 1
t Wall Flatness . .

b: Lost Foam Silica Sand d: Resin Bonded Sand
Characteristic Gating Orientation Characteristic Gating Orientation
Thickness Top Down Thickness . Down
Height . Down Height Top
Length

.
. Down Length .

Parallelism Top .
Left Casting Angle - .
Right Casting Angle - .
Left Flange Flatness - Down
Right Flange Flatness - .

Left Wall Flatness - .
Right Wall Flatness - .

h

lPmalleliwn 1 -1-1
I
. . . . . . . . . . . . . I I
:eft Casting Angle . .L
Right Casting Angle I - ! .

Letl Flange Flatn
I

Right Flang- - ...... .._ , I
Left Wall Flatness 1
Right Wall Flatness 1

e Flatness I - l-l

Notes
Bolded Item indicates the “Most Significant” Factor
Superscript indicates importance rating (rank)
ALL indicates that all of the factor levels affect the parameter equally
Dash (-) indicates that the factor had no significant contribution
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Table 5.2 Significant Contributors 1
(Results of Stal

a: All 0.50 inch Castinsw
Characteristic I Gating IOrientation I Mold Type
Thickness ALL
Height Resin Bonded
Lenrzth ALL Resin Bonded

lParallelism I I . I Low-Expan.
Letl Casting Angle - Resin Bonded
Right Casting Angle -
Left Flange Flatness -
Right Flange Flatness ALL - LF Silica

Letl Wall Flatness ALL 3 ALL 2 ALL 1
RightWall Flatness - Low-Expan.

I Distortion
istical Anal

on 0.50 inch Castings (et= 0.05)
rsis)

c: Resin Bonded Sand
Characteristic I Gating IOrientation
Thickness
Height ALL
Length ALL
Parallelism ALL
Left Casting Angle
Right Casting Angle -
Left Flange Flatness ALL
Right Flange Flatnessl - !
Left Wall Flatness I ALL I ALL
Right Wall Flatness Top ALL

b: Lost Fo m Silica Sand d: Lost Foam Low Expansion
Characteristic Gating IOrientation Characteristic Gating IOrientation
Thickness
Height
Length
Parallelism

. 1- 1

. I

. . I

lThickness I I I

==EE=l.efi Castinrz An~le

I . I lRightWall Flatness I - I - I

Notes
Bolded Item indicates the “Most Significant” Factor
Superscript indicates importance rating (rank)
ALL indicates that all of the fhctor levels affect the parameter equally
Dash (-) indicates that the factor had no significant contribution

Table 5.3 Significant Contributors to Distortion on 0.75 inch castings (a = 0.05)
(Results of Statistical Analysis

I
J
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a: All 0.75 inch castings
Characteristic I Gating 10rientation I Mold Type
Thiclcne~s ]Resin-Ilnnd -.. —

I

Height ALL Resin-1!
Length - Resin-1!
Parallelism Resin-R ”.... ,dBond

Bond
Rnm A

Left Casting Angle I ALL I I ALL
Right CastingAngle I - ALL lRcsin-Bond
Left Flange Flatness - .
Right Flange Flatness - ALL ALL
Left W all Flatness . Resin-Bond
Right W all Flatness - . Resin-Bond

b: Lost Foam Silica Sand
C haractcristic Gating Orientation
Thickness Top
Height Down

Length
Parallelism .
Left Casting Angle
Right Casting Angle -
Left Flange Flatness - ALL
Right Flange Flatness - .
Left Wall Flatness - ALL
Right Wall Flatness . .

Length Down Length
Parallelism Down Parallelism ALL ALL
Left Casting Angle - Left Casting Angle ALL ALL
Right Casting Angle Top . Right Casting Angle - ALL
Left Flange Flatness - ALL Left Flange Flatness ALL ALL
Right Flange Flatness - . Right Flange Flatness - .
Left Wall Flatness ALL Left Wall Flatness .
Right Wall Flatness - Right Wall Flatness A

Notes
Bolded Item indicates the “Most Significant” Factor
Superscript indicates importance rating (rank)
ALL indicates that all of the factor levels affect the parameter equally
Dash (-) indicates that the factor had no significant contribution

—
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Table 5.4 shows the results of the all of the castings. The results for all of the resin-
bonded sand castings are shown in Table 5.4a. According to the analysis, all orientation
configurations equally tiected the thickness, height, length, left casting angle, and left flange
flatness. The thickness, leng@ and parallelism was tiected by the % inch thickness, while the %
inch thickness significantly affected the lefi and right casting angle, and right flange flatness. Top
gating contributed significantly to the height distortion. All gating configurations equally affected
the left casting angle and left flange flatness.

Table 5.4b shows the results for all of the lost foam low expansion castings. The
parallelism and left casting angle were ailected by % inch thickness, the right flange flatness and
right wall flatness were afllected by the % inch thickness and the thickness was tiected by % inch
thickness. All orientation configuration configurations equally tiected the height length, and
right flange flatness. Down orientation significantly contributed to the distortion of the left flange
flatness. All gating configurations affected the right flange flatness equally.

Table 5.4c shows the results for all of the lost foam silica sand castings. The thickness,
height, parallelism, left casting angle, right casting angle were tiected by the % inch thickness.
All thickness levels contributed equally to the right flange flatness, left wall flatness, and right
wall flatness. Orientation down tiected the thickness, height, length, and right casting angle.
Side orientation affected the left flange flatness. Top gating affected the thickness and
parallelism. All gating, orientation, and thiclmess levels affected the right flange flatness.

5.2.1 Ranking of SignWlcantFactors

Ranking is a method of indicating the relative importance. Ranking of significant factors
indicates the relative importance of a factor. A two step method was utilized for determiningg the
relative importance of the factors.

. Step 1: Finding the difference between F-value and the Fcritical value for the factors (from
the ANOVA table) that significantly contributed to the error of a parameter

. Step 2: Determiningg the relative significance by comparing the differences of each factor
affecting a parameter

In Tables 5.1-5.4, holding and superscripting indicate the rank of the factor as determined
by these two steps. For example, upon viewing the significant factors affecting the length of all
of the 0.25-inch castings (Table 5. la), there are two significant factors, orientation and mold
type. The holding of resin-bonded indicates that the mold type factor was most important (from
ANOVA) and resin-bonded sand is the factor level with the most contribution to the distortion of
the length parameter of all 0.25-inch castings. In this case only two factors were significant, thus
only holding was used to show the most significant factor and factor level (factor: mold lype,
level: resin bonded). The left wall flatness error of all of the 0.25-inch castings (Table 5.la) is
due to the gating, orientation, and mold-type. The rank is indicated by superscripts. The order of
factor significance, ranked from highest to lowest is sand type, gating, and orientation. From the
holding and superscripting, it is easily shown that mold type contributed the most to the error and
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Table 5.4 Significant Contributors to Distortion on all castings (U = 0.05)
a: Resin Bonded Sand Castings I

Characteristic
C: Lost Foam Low Expansion

Gating Orientation Thickness Characteristic Gating Orientation hicknes

Thickness . ALL 2 0.751 Thickness ALL 2 0.751

Height Top 1 ALL 3 ALL2 Height ALL

Length . ALL 2 0.751 Length ALL 2 ALL 1
Parallelism 0.75 Parallelism 0.5

Left CastingAngle ALL3 ALL2 0.5‘ LeRCastingAngle - 0.5
RightCastingAngle - 0.5 RightCastingAngle -

Lefi FlangeFlatness ALL 1 -ALL 2 LetlFlangeFlatness - Down -

RightFlangeFlatness - 0.5 RightFlangeFlatness ALL 2 ALL 3 0.251
Lefi WallFlatness - . LettWallFlatness .

RightWallFlatness - . RightWallFlatness - . 0.25

b: Lost Foam Silica Sand
Characteristic I Gating IOrientation I Thickness
Thickness Top 2 Down 3 0.751

Height . Down 2 0.751
Length Down
Parallelism Top 0.75
LeftCastingAngle - 0.75
RightCastingAngle - Down2 0.751
LeftFlangeFlatness - Side .

RightFlangeFlatnesslALL 2 ALL 3 I ALL 1
Letl WallFlatness I - I I ALL
RightWallFlatness ] - ALL I

Notes
Bolded Item indicates the “Most Significant” Factor
Superscript indicates importance rating (rank)
ML ind~ates that all of the factor levels affect the parameter equally
Dash (-) indicates that the factor had no significant contribution
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resin bonded sand is the level or type of mold that contributed the most to the error of all of the .

0.25 inch castings.

5.2.2 Analysis of Variation from Nominal

The nominal values are listed in Table 5.5. The analysis of variation from nominal
indicates how well the process hit the target for the parameters (length, heigh~ etc.). It shows the
deviation of the calculated values of the parameters from the targeted values. “Bullseye” plots
were used to display the results. The “Bullseye” is the visual representation of the actual values
for each characteristic parameter in reference to the nominal values. The average deviation for
each parameter of each molding process (mold type) is located on the “Bullseye” chart. Appendix
C contains the fill set of “Bullseye” plots. A sample is in Figure 5.5. Table 5.6 summarizes the
molding process parameter deviations from the actual design nominal values. The design
nominal values were those given during product design. Table 5.7 shows the deviation from the
calculated nominal values. These calculated nominal values are simply the average calculated
values of each parameter from the CMM point cloud data. These were the target values used for
the “Bulleyes”.

Table 5.5 Nominal Values (Design and Calculated)
Parameters unit DesignNominalValues CalculatedNominalV
Thickness inch 0.25 0.50 0.75 I 0.26 0.52
Hei~ht inch 8 8.70
Length inch 6 6.78
Parallelism inch o 0.10
Left CastingAngle degrees 8 10.00
Right CastingAngle degrees 8 10.00
Left FlangeFlatness inch o 0.01
Right FlangeFlatness inch o 0.05
Left WallFlatness inch o 0.02
Right WallFlatness inch o 0.03

Bullseye of Length error of 0.25 inch castings
(Nominal Value: 6 in.)

Average Difference

RBS = 1.768

1
LFLE = 0.4268

LFSS = .3523

13 5

1

9

+ RBS*

+ LFLE

+ LFss

+ Nominal

Figure 5.5 Bullseye Plot of Length of 0.25 inch castings

E@#
.

(*RIE%ResinBondedSand,LFSS:Lost FoamSilicaSand,LFLE LostFoamLow Expansion)
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aTable 5.6 Deviation from Design Nominal ,. “-------..
,.

Deviation from Design NO . ~ ~ .: :~..“:...

0.25 inch 0.5 inch - .5.. lch
Characteristic Most Least Most Least Most Least
Thickness MS* LFLE RBs LFSS RIM LFSS
Height RBs LFLE RIM LFSS RIM LFSS
Length RIM LFSS RIM LFSS RBs LFSS
Parallelism LFSS LFLE RBs LFSS LFLE LFSS
Left Casting Angle LFLE LFSS LFSS RIM LFSS RIM
Right Casting Angle LFSS RBs LFSS RIM RIM LFLE
Lefi Flange Flatness LFSS LFLE RIM LFLE RIM LFSS
Right Flange Flatness LFSS RIM LFLE RIM LFLE RBs
Left Wall Flatness RBs LFSS RJ3s LFLE RIM LFLE
Right Wall Flatness LFLE LFSS LFLE LFSS LFLE LFSS

OVERALL IRBS/LFSS ILFSS/LFLEl RJ3S I LFSS I RIM I LFSS 1

Table 5.7 Deviation from Calculated Nominal Value

Deviation from Calculated Nominal Value
0.25 inch 0.5 inch 0.75 inch

Characteristic Most Least Most Least Most Least
Thickness NM LFSS RBs LFLE RIM LFLE
Height MS LFLE RBs LFLE RJ3s LFLE
Length RIM LFSS R13s LFLE RIM LFLE
Parallelism R13s LFLE LFSS RBs LFSS LFLE
Left Casting Angle LFLE LFSS LFSS RBs LFSS RBs
Right Casting Angle R13s RBs LFSS RIM RBs LFLE
Left Flange Flatness LFLE LFSS LFLE RIM LFSS RBs
Right Flange Flatness R.Bs LFSS RBs LFLE LFLE LFSS
Lefi Wall Flatness RBs LFLE RBs LFSS RBS LFSS
Right Wall Flatness RBs LFLE LFSS LFLE LFLE RBs

Overall I RJ3s I LFSS I RBS I LFLE I RIM I LFLE

*RBS: Resin Bonded Sand, LFSS: Lost Foam Silica Sand, LFLE: Lost Foam Low

6.0 CONCLUSIONS

The purpose of this work was to
industry. The primary objective was to

Expansio

use statistical analysis as a viable tool in the foundry
determine the effect of gating, orientatio~ molding
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process, and thickness on casting distortion. The use of the analysis methodologies in this work
has proven that statistical analysis may be used with confidence in the foundry based on the data
collected from the coordinate measuring machine (CMM).

The statistical analysis confirmed that the type of gating systems, orientatio~ molding

process, and casting thickness indeed influence the dimensions of the casting. The factorial

analysis of variance determined the effect of each factor on each feature (length, height,

thickness, parallelism, casting angle, and flatness). The test of means was an effective method for

determiningg the factor level effects. It is noted that there may have been errors introduced to the

castings in association with process error, human error, batch error, multiple mold error, etc. Yeg

for this analysis, it was assumed that all of the parameter variations found were solely due to the

gating, orientatio~ thickness, and mold type.

For all of the castings, the thickness levels, orientation and gating significantly

contributed to the distortion of the features. For all of the resin-bonded castings, 3Aand Y2inch

thickness played a significant role in casting distortion. Gating and orientation also played crucial

roles in the distortion. Orientation down, % inch thickness, and top gating affected the lost foam

silica sand castings. The thickness level (%, %, % inch) most significantly affected the lost foam

low expansion castings compared with the orientation and gating.

Resin bonded sand, orientation dow and top-gating mostly affected all of the % inch
castings. The molding process (mold type) is the most significant factor tiecting the casting
distortion. The deviation from nominal analysis indicated that the lost foam silica sand method
had comparatively less deviation from the designed nominal values, while the lost foam low
expansion method varied the least from the calculated nominal values. Resin bonded sand
castings deviated the most from the designed and calculated nominal values. The most significant
contributor to the distortion of all of the castings was resin-bonded sand. Also, the ANOVA
analysis indicated that side gating did not significantly contribute to the distortion of the castings.

6.1 Future Work

There are many viable areas of research that may come out of this study. Some
suggestions are listed below.

1) This same study maybe performed on different ferrous metals such as cast iron and
steel.
2) The algorithms used to calculate the dimensional variations maybe coded into the
coordinate- measuring machine.
3) The understanding of point cloud data combined with neural networks maybe used
in a foundry setting to determine, classi@, alleviate, and remedy dimensional variation.
4) Control and measure errors associated with the each process, batches, etc., so that it is
possible to more accurately determine the effect of gating, orientation thickness, and
mold type on the parameter distortion.
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Table A. 1 Experimental Design of the Project
(Thickness)

—

—

Mold Type

Ml I M2 I M3

Thickness
Orientation Gating T1 . . T2 T3 T1 T2 T3 T1 T2 T3

G1 0,8 0.8 0.8 0.5 0,5 0.5 0.3 0,3 0.3 0.826 0,834 0.782 0.52 0,62 0.584 0,318 0.258 0.248 0,74 0,75 0.74 0.51 0,51 0.5 0.242 0.246 0.2428
01 G2 0.8 0.8 0.8 0.6 0.5 0.5 0.3 0.3 0.3 0.747 0.755 0.754 0.535 0.521 0.507 0.231 0.231 0234 0!75 0.74 0.74 0.5 0.49 0.51 0.239 0.239 0.2476

G3 - - - - - - - - - 0.77 0,75 0,75 0.508 0.515 0.509 0.246 0.24 0.251 0.74 0.74 0.74 0,51 0.51 0.5 0.241 0.239 0.2344
G1 0$8 0,9 0,8 0.5 0.5 0!5 0.3 0.3 0.3 0.755 0.756 0.749 0.512 0.503 0.515 0.239 0.239 0.243 0!75 0,76 0.74 0.5 0,5 0.6 0.239 0.235 0.2278

02 G2 0.8 0.8 0.8 0.5 0.5 0.5 0.3 0.3 0.30.7510.7530.7490.5070.510.5190.2270,2390.2320.73 0.73 0.74 0,6 0.5 0.5 0.2440.2460.2453

G3 - - - - - - - - - 0.7530.7480.750.5060.520.5190234 0,240.2440.74 0.730.74 0.5 0.5 0.510.2370.2420.2435

G1 0.8 0,8 0,8 0.5 0,5 0!5 0.3 0.3 0.30.7520.7510.7480.5030.510.5110.2370,2460.2290.74 0.740.74 0.5 0.490.510,2410.2420.2385

03 G2 0.8 0.8 0,8 0.5 0.5 0.6 0,3 0.3 0.3 0.780777 07’720.5470.640.5020.2550.3090.2820.74 0.740.74 0.5 0.5 0.5 0.4360.3820.4095

G3 - - - - - - - - - 0.75 0.75 0,76 0,51 0.51 0,5 - . - 0.74 0,740,74 0,49 0.49 0.5 0.2420.2460.2428

G1 = Top gating Ol=Down Tl= 3/4 inch thickness Ml=Resin Bonded Sand
G2 = Bottom gating 02=Up T2= 1/2 inch thickness M2=Lost Foam Low Expansion
G3 = Side gating 03=Side T3= 1/4 inch thickness M3=Lost Foam Silica Sand

Bold indicates average was calculated to replace missing data

- indicates a full set of missing data



Table A. 2 Experimental Design of the Project
(Height)

Mold Type

Ml I M2 I M3
r

Thickness
Orientation Gating T1 T2 ~ T3 T1 T2 T3 T1 T2 T3

G1 8,9 8,9 8.9 8,9 8,9 8.9 8.9 8.8 8,8 8.7 8.707 8,672 8.673 8.766 8.688 8.696 8.658 8.71 8.63 8.63 8.81 8.59 8.62 8.61 8.74!58.644 8.7979

01 G2 8.9 8,9 8.9 8,9 8,9 8.9 8.9 8.9 8,9 8.578 8.632 8.616 8.645 8.632 8.636 8,656 8,656 8.656 8.63 8.62 8.6 8.59 8.6 8.S9 8.651 8,686 8.6194

G3 - - - - - - - - - 8.634 8.631 8,622 8/538 8.635 8.625 8.62 8.652 8.712 8.62 8.64 8.63 8,61 8.61 8.6 8.678 8.699 8.6631

G1 8.9 8.9 8.9 8.9 8.8 8.9 8.9 8.9 8,9 8.623 8.621 8.608 8.586 8.596 8.653 8.698 8.677 8.672 8.61 8.63 8.61 8.61 8.61 8.61 8.742 8.721 8.6914

02 G2 8.9 8,9 8.9 8,9 8.9 8.9 8.9 8,9 8,9 8.611 8.613 8.59 8.639 8,625 8.637 8.669 8.667 8.668 8S9 8.61 8.6 8.61 8.6 8.61 8.671 8.601 8.6357

G3 - - - - - - - - - 8.6148.6318.6048.5968.6378.6078.6138.728.7048.61 8.61 8.6,8.61 8.61 8.598.6558.6218.6377

G1 8.9 8.9 8.9 8,9 8.8 8.9 8.9 8.9 8,98.6168,6148.6068.6188.7788.6178.5988.6388.6098.62 862 8.63 8.6 8.61 8.6 8.6968.6838.6884

03 G2 8.9 8.9 8.9 8,9 8,9 8.9.8.9’8.9 8.8 8.668.6448.6588.5838.6178.5768.618.6438.8418.63 8.63863 8.6 8.6 8.6 8.7958771 8.783

G3 - - - - - - - - - 8,6158,6148,6128.6418.6188.629 - - - 8.6f 8.62 8.61 8.6 8.61 8S9 8.7088.6518.7029

I
G1 = Top gating Ol=Down Tl= 3/4 inch thickness Ml=Resin B?mded Sand
G2 = Bottom gating 02=Up T2= 1/2 inch thickness M2=Lost Foam Low Expansion
G3 = Side gating 03=Side T3= 1/4 inch thickness M3=Lost Foam Silica Sand

Bold indicates average was calculated to replace missing data

- indicates a full set of missing data



Table A. 3 Experimental Design of the Project
(Length)

J,.

\$
I

i

Mold Type >
Ml I M2 M3

Thickness

Orientation Gating T1 T2 T3 T1 T2 T3 T1 T2 T3

G1 7.7447.7827.8157,8477,797,779787747,76 7.736.4786,4796.476.4966>4856.4946.4256.4216.4276.43 6.446.45 6.44 6.44 6.45 6.29 6.156.3924

01 G2 7.747.8217,73 7,787.8217.7887.7927,7477,7576,4556,4886.4826.486.4796.4996,4586,4586.41 6.44 6.446.44 6.4 6.44 6.446.4136.4365.803

G3 - - - - ‘- - - - - 6.4846.4896.4756.5186.4846.4736.4496.4596.4336.42 6.46 6.44 6.436.44 6.446.2796.4146.3795

G1 7.7597.7757.8377.7997.8347.827,7747,8217.7216.4826.4846.4616.4796.4726.4776.4526.4166.4336.4 6.44 6.41 6.446.44 6.446.4246.4426.4364

02 G2 7,7997.7477.7847.8087.8197.8237.7937,8077,7856.4646.4686.4826.4856.4756.4786.4426.4366.4386.42 6.436.44 6.436.43 6.446.3577.0286.6925

G3 - - - - - - - - - 6.4736.4626,4676.4886.4966.4896.4356.4346.4426.44~6.436.44 6.446.43 6.446.4326.4066.3577

G1 7,7617.7437.7717.7357,7947,7417,7477.7517.7’n6.4846,4626.466.4526.4496.4436.3966.3926.4176.44 6.446.45 6,456.45 6.446.4266.4356.3945

03 G2 7,781 7,748 7,787 7.796 7.809 7.82 7.767 7,782 7.7.576,464 6.463 6.467 6.47 6.472 6.464 6.419 6,419 6.418 6.45 6.45 “6.45 6.44 6.45 6.43 6.03 6.201 6.116

G3 - - - - - - ,- - - 6,466 6,465 6.47 6,478 6.497 6.462 - - - 6.43 6.45 6.43 6.44 6.45 6.43 6.408 6.443 6.4482

G1 = Top gating Ol=Down Tl= 3/4 inch thickness Ml=Resin Bonded Sand
G2 = Bottom gating 02=up T2= 1/2 inch thickness M2=Lost Foam Low Expansion
G3 = Side gating 03=Side T3= 1/4 inch thickness M3=Lost Foam Silica Sand

Bold indicates average was calculated to replace missing data

- indicates a full set of missing data



Table A. 4 Experimental Design of the Project
(Parallelism)

Mold Type

Ml I M2 I M3

Thickness I
T1 T3 I T1Orientation Gating T2 T2

%

0.0590.050.141

0.0270.0220.096

0.1840.0670.029

T3

=

0.0580.0770.052

0.0650.0440.09

0,06200080.204

TI T2 T3
0.03 0.03 0.04 0.06 0.04 0.04 0.1660.2040.1682
0.04 0.04 0.05 0.02 0.03 0.03 0.1890.1630.2816
0.04, 0.03 0,03 0.02 0.03 0.03 0.111 0.12 0.196
0.05 0.05 0.06 0.03 0.03 0.03 0.0290.0820.0958

G1 0.10310.089i0.0870.06210.114t0.10510.24i0,311i0.422i0.05910.092i0.148

01 G2 0.08810.07110.0650,09910.11610.07610.036!0,043!0.03810.05610.069i0.207

G3

%

. . .

0.0560.0670,058

0.0580.0650,09+F
---

0.070.1220.067

0.1260.110.121

G1
G2

%=

0.1410.0720.061

0.0190.0250.033

0.111 0.073 0.062
0.077 0.054 0.07
0.118 0.064 0.063FEE

0.0470,0640.03

0.0550.0390.091

0.040.0860.049

0,0360.0540.068

0.0380.0730.016

-..

02 0.06 0.050.07 0.040.03 0.050.9310.9520.9418

0.05 0.050.07 0.050.04 0s)40.1730.2060.1808

0,020.04 0.02 0.070.05 0.030,1420.1430.1531

0,03 0,030,03 0!03 0.05 0.030.2370.1760.206

0.050.04 0.05 004 0.05 0.060.0950s86 0.1252

G3 -1-1- !0.05610.04610,036-1-1- -1-1-

G1 0.04810.039i0.0340.054I0.072I0.0590.10510,089I0.0510.12310.09310.087

0.044t0,072[0,33610.12310.132i0.14103 G2
G3 . 1“-1- 10.07510.02510.06004510.107!0.042

G1 = Top gating Ol=Down Tl= 3/4 inch thickness Ml=Resin Bonded Sand
G2 = Bottom gating 02=UP T2= 1/2 inch thickness M2=Lost Foam Low Expansion
G3 = Side gat~g - 03=Sfie T3= 1/4 inch thickness M3=Lost Foam SiIica Sand I

Bold indicates average was calculated to replace missing data

- indicates a full set of missing data



Table A. 5 Experimental Design of the Project
(Left Casting Angle)

Mold Type

Ml I M2 I M3
r

Thickness
orientation Gating T1 T2 T3 T1 T2 T3 T1 T2 T3

G1 10.1 10.110.1310.1110.1110.1110.1110.1110.1210.1210.1210.1210.1210,1210.1210.1210.1310s4 10.1 10.1 10s 10.1 10.1 10s 10.1210s3 10.117

01 G2 10.110.0910.1 10.1 10.1 10.110s5 10.1210.1210.1110.1210.1110.1210.1210.1210.1210.1210.1210.1 10.1,1O.110.1 10.1‘1O.110.1210,1210.12

G3 - - - - - - - - - 10.1210.1210$1210.1210.1110.1210.1310.1210,1310.1 10.1 10.1 10.1 10.1 10.1 10.12 10.12 10,122

G1 10.1110.1110.1110.110.1110s1 10,1310.1210.1410s2 10.1110.1210.1210,1210.1210.1510.1210.1310.1 10.1 10.1 10.110,1 10.110.1410s2 10.122

02 G2 10!1110!1110.1110.1110s1 10.1110.1210,1210.1210.1210.1210.1210.1210.1210.1210.1210.1210.1210.1 10.1 10.1 10.1 10.1 10.110.1210.1210.116

G3 - - - - - - - - - 10.1110.1110.1110.1210.1210.1210.1210.1410.1310.1 10.1 10s 10.110.1 10.110s2 10.1210.122

G1 10.1310.1310.1310.1110.110.1310.1410.1110.1210.1110.1110.1110,1210.1110.1210.1310.1210.1210.1 10+1 10.1 10.1 10.1 10.110.1210.1210.12

03 G2 10.1 10.1110.1110.1110.1110.1110,1210.1110.110.1210.1210!1210.1210.1210.1210.1310.1410.1310.110.1 10.1 10.1 10.1 10.110.1210.12 10.1

G3 - - - - - - - - - 10.1210.1210.1210.1210.1210.12 - - - 10.1 10.1 10.1 10.110.1 10.110.1210,1210.118

G1 = Top gating Ol=Down Tl= 3/4 inch thickness Ml=Resin Bonded Sand
G2 = Bottom gating 02=up T2= 1/2 inchthickness M2=Lost Foam Low Expansion

G3 = Side ~atin~ 03=Side T3= 1/4inch thickness M3=Lost Foam SilicaSand

Bold indicates average was calculated to replace missing data

- indicates a full set of missjng data



Table A. 6 Experimental Design of the Project
(Right Casting Angle)

Mold Type

Ml I M2 I M3

Thickness
Orientation Gating T1 T2 T3 T1 T2 T3 T1 T2 T3

G1 10.1110.1110.110.1210.110.119.8289.87710.0210s1 10.1110J2 10.1210.1310.0710.110.O610.1610.1 10.110.1 10.110.1 10.110.2910.2610.275

01 G2 10.1210.1310.1210.1310.110.1310,1210.1210.1110.1110.1210.1110.1210.1210.1210.1110.1110.1 10.1”10.1 10.1 10!1 10.1 10.110.1910.2210.148

G3 - - - - - - - - - 10.1210.1210.1210.1210.1210.1210.1110.1110.1410.110.110.1 10,1 10.1 10.110.1610.1910.168

G1 10.1310.1310.1110.1110.0810.1110.0810.19.89910.1110.1110.1210,0710.1210.1410.1110.1710.1310.1 10.110.1 10s 10.1 10.110.1210.1710.205

02 G2 10s2 10.1110.1110,0810.1 10.110.0810.0710.1310.1310.1110,110.1110.1110.1210.1110.1110.1810.1 10.110.1 10.1 10.1 10.110.2210.2510.234

G3 - - - - - - - - - 10.1210,1410!1210.1210.1210.1210.1110.1310.1410s 10.1 10.1 10.110.1 10.110.2110.2510.188

G1 10.1410.1410.1510.1110.1410.110.0910.1110.1110.1210.1210.1110.1110.1510.1210.1310.1410.1710.110.110.1 10.1 10.1 10.110.1510.1710!151

03 G2 10.1210.1210.1310.1210.1110.110.1310.129.63610.1110.1210.1210.1510.1210.1110.0910.O810.1410.1 10.1 10.1 10.1 10.1 10.110.2510.22 10.2

G3 - - - - - - - - - 10.1110.1210.1210J1 10J1 10.11 - - - 10.1 10.1 10.1 10$1 10s 10.110.1810.2110J9
‘

G1 = Top gating Ol=Down Tl= 3/4 inch thickness Ml=Resin Bonded Sand
G2 = Bottom gating 02=up T2=1/2 inch thickness M2=Lost Foam Low Expansion

I G3 = Side gat~g - 03=S~e T3= 1/4 inch thickness M3=Lost Foam Silica Said

Bold indicates average was calculated to replace mkd.ng data

- indicates a full set of missing data



Table A. 7 Experimental Design of the Project
(Left Flange Flatness)

I I Mold Type J

I I Ml I M2 I M3
I

Thickness

10fientationlGating T1 T2 T3 I T’1 T2

+
0,01 0.036

0,0130.014

T3

g

0.0070.0050.008
10.0090.0090.025
0.0060,0180.018

~0.0050.0070.009

0,0120.010.007

0.0140,010.008

0.0040.0030.01

T1 T2
0.007 0.009 0.005 0.005
O.m om6 0.006 0.007
0,032 0.048 0.013 0.007
0.008 0.012 0.011 0.02
0.015 0.03 0,014 0.037

T3
0.006 0.0060.0070.014

0.0040.0120.0120.014

0!0120.0160.0240.013

0.011 0.020.0150.014

0.0130,0130.0180.015

I I G1 0.00710,006i0,0190.006I0,020,0160.003I0,0050.009t0,01210,006i0.013 0.011

EI 01 I G2 0.01I0.008I0.0030$009I 0.01 0.01910.006I0.010.004!0.03210.02210.014

I I G3 1-1- ,- 1- 10.00710.02810.0170.013I0,0110.005-1-

1 I G1

=FE
0.0080,0040,014

0.0030,0040.02

. . .

0.0340,0280.022

0.0080,0040,013

0.00610.0080.0060.02.~0.0060.01510.00610000910.0030.00610,0220.005

I 02 I G2
+

0.0160.004

--

0.005

+

0.0160.005

.- 333
0,0070,0090,0060.015

. 0.0190.0160.016

0,0120.0030.0110.01

0.0150.0090.0080.004
=

0,0070.005

0.0090.014

0,0040,011

0.0010.0041=
G3
G1

03 G2
G3

0.05I 0.01I 0.03I0.007I0.003I0.02610.01510.01710.03

0.008I0,017I 0.01I0.015[0.017i 0.01t0.011t0.012i0.009

+

0.0330.067

0.0050039

0.024

iiimi*

0.0250.015

0.0050.013 0.oo6-“0,0080.0080,0130!012 0.01 0.0150.0150!015

0.0140.011 0.01 0.0190.0280.0080.0080.0120.008-.. --- --- 10.014I0,01I0.0110.00610.00310.005I - I - I -

G1 = Top gating Ol=Down Tl= 3/4 inch thickness Ml=Resin Bonded Sand
G2 = Bottom gating 02=up T2=1/2 inch thickness M2=Lost Foam Low Expansion

I G3 = Side gat~g - 03=S[de T3= 1/4 inch thickness M3=Lost Foam Silica Sand I
Bold indicates average was calculated to replace missing data

- indicates a full set of missing data
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Table A. 9 Experimental Design of the Project
(Left Wail Flatness)

MoId Type

Ml I M2 I M3

Thickness
Orientation Gating TI T2 T3 T1 T2 T3 T1 T2 T3

G1 0.0450.0380,0210.0250.0430.0270.0360032 004 0.0140.0260.0160.0080,0110.0080.0070.0070.0050.025 0.02 0.0140.0170.0170.0170.010!01 0.01

01 G2 0.0150.020.0160.0380,040.0290.0460.0390.050.0180.0120.0070.010.0080.0140!0110.0180.0180.0150.0260.0210.1070.1960.0180.010.020.007

G3 - - - - - - - - - 0,0090.0190.0290,0110.0090.0110.0110.0130.008 0.018 0.017 0.017 0.015 0.018 0.016 0,01 0.01 0.006
G1 0,0370,0410.0370.0290.032 0,03 0.0290,0330.0290.0260.0150.0250.0130.0050.0130.007 0.01 0.008 0.014 0.016 0.017 0.016 0.014 0.022 0.01 0.O10.006

02 G2 0.0130.0280.033 0.04 0.04 0.0550.039 0.030.0380,0170.0170.0330.0170.006 0.01 0.0180.0050.023 0.017 0.022 0.019 0.018 0!011 0.022 0.01 0.01 0.011

G3 - - - - - -. - - - 0.0080,0110,0110.0110!0070.0080.0170.013 0.02 0.018 0.02 0.019 0.012 0.02 0.014 0.01 0.02 0.007

G1 0.0330.0140,019 0,02 0.0330.0130,0220.0260.0180.0090.0140,0130,0110.0130,0140.0120.0180.015 0.011 0.021 0.017 0.011 0.014 0$0210.01 0.01 0.008
03 G2 0,0210.0430,0720.0260.026 0,030.0320,0270.0410.0070.0090.0180,0090.0080.0140.005 0.01 0.01 0,023 0.023 0.023 0.01 0.016 0.01 0.02 0.01 0.013

G3 - - - - - - - - - 0.01 0.007 0.01 0,0080.0120.006 - - - 0.013 0.021 0,019 0.012 0.014 0.016 0,01 0,01 0.02

GI = Top gating Ol=Down Tl= 3/4 inch thickness Ml=Resin Bonded Sand
G2 = Bottom gating 02=Up T2= 1/2 inch thickness M2=Lost Foam Low Expansion

p
G3 = Side gating’ 03=Side T3= 1/4 inch thickness M3=Lost Foam Silica Sand

{
Bold indicates average was calculated to replace missing data

- indicates a full set of missing data

/.



Table A. 10 Experimental Design of the Project
(Right Wall Flatness)

—

Mold Type

Ml I M2 I M3

Thickness
Orientation Gating TI T2 T3 T1 T2 T3 T1 T2 T3

G1 0.0350.0310!090.0220.0390.0360,0310.0240.0240,0120.0050.1070.0570.0480.0250.0170.0240.0060.0180.0190.020.0230.0230.0230.023004 0.04

01 G2 0,010,0220.0140.0460s)470.0370,0370,0330.0-420.0320,040.1780,0250.0130.0930.0230.0410.050.0170.0210.02000160.0180.0120042 0.03 0.l

G3 - - - - - - - - - 0.0430.060.1190.1390.060.0090.0490.06 0.06 0.0210.0220.02 0.02 0.0170.1430.0250.030s33

G1 0.0270,0170.1120.0210.0380.0220,020.0250.020.0510.1110.0650,030s)450.0390.010.0110.0160,024 0.01 0.010.0170,0160.0130.0080.040.01

02 G2 0,01 0.013 0.02 0.046 0.032 0.036 0$0330.028 0.04 0,054 0.027 0.081 0,018 0.012 0.029 0.031 0.02 0.015 0.015 0.018 0.02 0.013 0!012 0.017 0.O1 0.01 0.01

G3 - - - - - - - - - 0.021 0.06 0.03 0.042 0.037 0.034 0.032 0.031 0.015 0.02 0.01 0.02 0.015 0.022 0.018 0.015 0.03 0.05

G1 0.044 0,064 0,029 0,018 0,018 0.012 0,026 0.023 0.02 0.1 0.07 0.03 0.055 0,046 0.018 0.018 0.038 0.043 0.018 0.015 0.02 0.016 0.016 00013 0.017 0.01 0+03

03 G2 0,024 0,029 0,054 0.028 0$0330.037 0,045 0.028 0.044 0,085 0.089 0.114 0.018 0.043 0.028 0.009 0.026 0.011 0.011 0.0110.010.0120.0190.0190.0520.020,04

G3 - - - - - - - - - 0043 0.0290.0380.0360.0130.013 - - - 0.0180,0110.010.0130.0160.0120.02004 0.05

G1 = Top gating Ol=Down Tl= 3/4 inch thickness Ml=Resin Bonded Sand
G2 = Bottom gating 02=up T2= 1/2 inch thickness M2=Lost Foam Low Expansion

I G3 = Side gating 03=Side T3= 1/4 inch thickness M3=Lost Foam Silica Sand I
Bold indicates average was calculated to replace missing data

- indicates a full set of missing data

I
I
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APPENDIX B

(ANOVA andNewman Keuls)
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Source
GOM
GO
GM
G
OM
o
M
Error

Total

Ss
0,0384
0,0045
0.0123
0.0019
0,022
0.0018
0,5826
0.0509

Table B.1 Factorial Analysis of Variance: Height (all 0.25 inch castings)

Numberof Factors= 3
Factor
G=GatingSystem
O=Orientation
M=Sand ~

DF
4
2
2
1
4
2
2
36

0,7144 53

MS
0,0096
0.0023
0.0061
0.0019
0.0055
0.0009
0.2913
0.0014

F
6.7949
1.5929
4.3312
1.3547
3.8869
0,6284

205.9536

Numberof Replicates= 3
Levels

2
3
3

P
0.0004
0.2173
0.0206
0,2521
0.01

0.5392
1.96E-20

F
0.01

3.8903067
5.2478981
5.2478981
7.3955562
3,8903067
5.2478981
5,2478981

significant?
TRUE
FALSE
FALSE
FALSE
FALSE
FALSE
TRUE

F
0.05

2,6335343
3.2594443
3,2594443
4.1131614
2.6335343
3,2594443
3.2594443

significant?
TRUE
FALSE
TRUE
FALSE
TRUE
FALSE
TRUE

.,

/.’ . .

I
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SOurce
GOM
GO
GM
G
OM
o
M
Error

Total

Table B.2 Factorial Analysis of Variance: Length (all 0.25 inch castings)

Numberof Factors= 3
Factor
G=Gating System
O=Orientation
M=Sand Type

Numberof Replicates= 3
Levels

2
3
3

Ss
0,1593
0.0788
0,0072

6,02E-05
.0,2237
0.1564”

22,7517
0,5388

23,9159

Dl?
4
2
2
1
4
2
2
36

MS
0.0398
0,0394
0.0036

6,02E-05
0,0559
0.0782
11.3758
0.015

1?
2.6608
2.6331
0,242
0.004
3.736
5,2235

760.1056

P
0.0482
0.0857
0.7863
0,9498
0,0121
0.0102

3,60E-30

F
0.01 significant?

3,8903067 FALSE
5.2478981 FALSE
5.2478981 FALSE
7.3955562 FALSE
3.8903067 FALSE
5,2478981 FALSE
5.2478981 TRUE

53

F
0.05

2.6335343
3.2594443
3.2594443
4.1131614
2.6335343
3.2594443
3.2594443

significant?
TRUE
FALSE
FALSE
FALSE
TRUE
TRUE
TRUE

/. . .



Source
GOM
GO
GM
G
OM
o
M
Error

/

Table B.3 Factorial Analysis of Variance: Parallelism (all 0.25 inch castings)
/

—

Ss
0.066
0.041
0,0823
0.0043
0.0155
0.0173
0.0432
0.2035

Numberof Factors= 3
Factor
G=GatingSystem
O=Orientation
M=Sand Type

DJ?
4
2
2
1
4
2
2
36

MS
0,0165
0,0205
0.0411
0.0043
0.0039
0,0086
0,0216
0,0057

F
2.9176
3,6258
7.2791
0.7561
0,6873
1,5261
3.8172

P
0,0345
0,0368
0.0022
0.3903
0.6055
0,2311
0,0314

Numberof Replicates= 3
Levels

2
3
3

F
0.01

3.8903067
5,2478981
5,2478981
7.3955562
3,8903067
5.2478981
5.2478981

significant?
FALSE
FALSE
TRUE
FALSE
FALSE
FALSE
FALSE

F
0.05 significant?

2.6335343 TRUE
3,2594443 TRUE
3.2594443 TRUE
4.1131614 FALSE
2.6335343 FALSE
3,2594443 FALSE
3.2594443 TRUE

Total 0.4729 53

I
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Source
GOM
GO
GM
G
OM
o
M
Error

Total

Table B.4 Factorial Analysis of Variance: Left Casting Angle (all 0.25 inch castings)

/. .,

.-J

Numberof Factors= 3
Factor
G=GatingSystem
O=Orientation
M=Sand Type

SS DF
0.0008 4
0.0004 2

4,42E-06 ‘ 2
0.0001 1
0,0002 4

8,16E-05 2
0.0004 2
0.0023 36

0.0043 53

MS
0.0002
0.0002

2,21E-06
0,0001

5,77E-05
4.08E-05
0.0002

6.32E-05

F
3.3044
3.0927
0.0349
1.6661
0.9133
0.645
3.2351

P
0,021
0,0576

0,9657

0.205
0.4667
0.5306

0.051

Numberof Replicates= 3
Levels

2
3
3

F
0.01 significant?

3,8903067 FALSE
5.2478981 FALSE
5,2478981 FALSE
7,3955562 FALSE
3.8903067 FALSE
5.2478981 FALSE
5,2478981 FALSE

—

F
(-).0s

2.6335343
3.2594443
3.2594443
4.1131614
2,6335343
3,2594443
3,2594443

significant?
TRUE
FALSE
FALSE
FALSE
FALSE
FALSE
FALSE

1

.



Table B.5 Factorial Analysis of Variance: Right Casting Angle (all 0.25 inch castings)

Source
GOM
GO
GM
G
OM
o
M
Error

Number ofFactors= 3
Factor
G=GatingSystem
O=Orientation
M=Sand ~

‘ Ss
0,1037
0,0175
0.0085
0.0034
0,0111
0,0026
0.2693
0.2271

DF
4
2
2
1
4
2
2
36

MS
0.0259
0,0088
0.0043
0,0034
0.0028
0.0013
0.1346
0.0063

F
4.1105
1.3902
0.6767
0,5468
0.4381
0.2029

21.3397

P
0.0076
0,2621
0.5146
0.4644
0.7802
0,8173

7,73E-07

Numberof Replicates= 3
Levels

2
3
3

F
0.01

3.8903067
5.2478981
5,2478981
7.3955562
3.8903067
5.2478981
5,2478981

significant?
TRUE
FALSE
FALSE
FALSE
FALSE
FALSE
TRUE

F
0.05

2.6335343
3.2594443
3,2594443
4,1131614
2.6335343
3,2594443
3.2594443

significant?
TRUE
FALSE
FALSE
FALSE
FALSE
FALSE
TRUE

Total 0.6433 53

.,
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Source
GOM
GO
GM
G
OM
o
M
Error

Total

Table B.6 Factorial Analysis of Variance: Left Flange Flatness (all 0.25 inch castings)

Ss
4.02E-05
7,03E-05
0,0001

1,07E-05
0,0003

6.88E-05
0,0002
0.0007

Numberof Factors= 3
Factor
G=GatingSystem
O=Orientation
M=Sand Type

DF
4
2
2
1
4
2
2
36

0.0015 53

MS
1.OIE-05
3,52E-05
5,87E-05
L07E-05
6,79E-05
3.44E-05
0,0001

1.84E-05

F
0,5479
1.9162
3.1998
0.5812
3.7023
1,8739

5.997

P
0.7017
0.1619
0.0526
0.4508
0,0127
0.1682

5.70E-03

Numberof Replicates= 3
Levels

2,
3
3

F
0.01

3.8903067
5.2478981
5,2478981
7.3955562
3.8903067
5.2478981
5.2478981

significant?
FALSE
FALSE
FALSE
FALSE
FALSE
FALSE
TRUE

F
0.05

2,6335343
3.2594443
3.2594443
4,1131614
2,6335343
3,2594443
3,2594443

significfmt?
FALSE
FALSE
FALSE
FALSE
TRUE
FALSE
TRUE

,.

/. .,
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Source
GOM
GO
GM
G
OM
o
M
Error

Table B.7 Factorial Analysis of Variance: Right Flange Flatness (all 0.25 inch castings)

Ss
0,0009
0,0003
0.0004

3,57E-06
0,0021
0,0053
0.0224
0.0485

Numberof Factors= 3
Factor
G=Gating System
O=Orientation
M=Sand Type

DF
4
2
2
1
4
2
2
36

Total 0,08 53

MS
0,0002
0.0002
0.0002

3,57E-06
0.0005
0.0026
0.0112
0.0013

F
0.1602
0.1218
0.1668
0.0027
0,3898
1,9584
8.297

P
0.9571
0.8857
0.847
0.9592
0,8145
0.1558
0.0011

—

Numberof Replicates= 3
Levels

2
3
3

F
0.01

3.8903067
5.2478981
5.2478981
7.3955562
3.8903067
5.2478981
5.2478981

significant?
FALSE
FALSE
FALSE
FALSE
FALSE
FALSE
TRUE

F
0.05

2.6335343
3.2594443
3,2594443
4.1131614
2.6335343
3.2594443
3,2594443

significant?
FALSE
FALSE
FALSE
FALSE
FALSE
FALSE
TRUE

I



Source
GOM
GO
GM
G
OM
o
M
Error

Table B.8 Factorial Analysis of Variance: Left Wall Flatness (all 0.25 inch castings)
/

Numberof Factors= 3
Factor
G=GatingSystem
O=Orientation
M=Sand Type

Ss v DF
0.0002 4

3.05E-05 2
1.00E-04 2
0.0003 1
0.0004 4

1.00E-04 2
0,006 2
0,0007 36

MS
5.66E-05
1.52E-05
6.3lE-05
0.0003

9.31E-05
6,86E-05

0.003
1.97E-05

F
2.8754
0.7742
3.207

13.0988
4.7295
3,4835

152.4224

P
0.0365
0.4686
0.0523
0.0009
0.0036
0,0414

2,68E-18

Numberof Replicates= 3
Levels

2
3
3

F
0.01

3,8903067
5.2478981
5.2478981
7.3955562
3.8903067
5,2478981
5,2478981

significant?
FALSE
FALSE
FALSE
TRUE
TRUE
FALSE
TRUE

F
0.05

2.6335343
3.2594443
3,2594443
4,1131614
2.6335343
3,2594443
3.2594443

significant?
TRUE
FALSE
FALSE
TRUE
TRUE
TRUE
TRUE

Totnl 0,0079 53
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Source
GOM
GO
GM
G
OM
o
M
Error

Table B.1OFactorial Analysis of Variance: Thickness
(all 0.50 inch castings)

Number of Factors= 3 Number of Replicates= 3
Factor Levels
G=Gating System 2
O=Orientation 3
M=Sand Type 3

SS DF
0.004549 4
0;004826 2
0.000316 2
9.86E-05 1
0.002707 4
0.002308 2
0.011789 2
0.018012 36

MS F P
0.001137 2.272828 0.080404
0,002413 4.823236 0,013935
0,000158 0,315865 0.731158
9,86E-05 0,196993 0,659816
0,000677 1,352614 0,269613
0.001154 2.306967 0.114102
0.005894 11.78093 1,16E-04

0,0005

F F
0.01 significant? 0.05 significant?

3.890307 FALSE 2.633534 FALSE
5,247898 FALSE 3.259444 TRUE
5,247898 FALSE 3.259444 FALSE
7,395556 FALSE 4,113161 FALSE
3,890307 FALSE 2.633534 FALSE
5.247898 FALSE 3.259444 FALSE
5,247898 TRUE 3.259444 TRUE

Total 0.044605 53
..
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Table B.11 Factorial Analysis of Variance: Length
(all0.50 inch castings)

!’,11

—

Number of Factors= 3 Number of Replicates= 3
Factor Levels
G=Gating System 2
O=Orientation 3
M=Sand Type 3

Source
GOM
GO
GM
G
OM
o
M
Error

Total

Ss
0.001405
0.002437
0,001364
1.54E-04
0.003963
0.002756
21.65944
0,008708

DF
4

‘2
2
1
4
2
2
36

21,68023 53

MS F P
0.000351 1,452201 0.237029
0.001219 5.037446 0.011778
0,000682 2.818697 0.072902
1.54E-04 0.637708 0.429779
0,000991 4.095271 0.007758
0,001378 5,695969 0.007092
10.82972 4.48E+04 0.00E+OO
0,000242

F
0.01 significant?

3.890307 FALSE
5.247898 FALSE
5,247898 FALSE
7s395556 FALSE
3.890307 TRUE
5,247898 TRUE
5.247898 TRUE

F
0.05 significant?

2.633534 FALSE
3.259444 TRUE
3.259444 FALSE
4.113161 FALSE
2.633534 TRUE
3,259444 TRUE
3,259444 TRUE

I



Source
GOM
GO
GM
G
OM
o
M
Error

Ss
0.00848
0.002165
0.006887
0.002061
0.005714
0.004513
0.757342
0.027842

Table B.12 Factorial Analysis of Variance: Height
(all 0.50 inch castings)

..

,.

.-J

Number of Factors= 3 Number of Replicates= 3
Factor Levels .—
G=Gating System 2
O=Orientation 3
M=Sand Type 3

DF
4
2
2
1
4
2
2
36

Total 0,815005 53

MS F P
0000212 2.741141 0,043429

0,001083 1.399913 0.259722
0,003443 4,45229 0.018716
0.002061 2.664954 0.111299
0.001429 1,847046 0,141197
0.002257 2.917886 0.066924
0,378671 489.6193 7.86E-27
0.000773

F
0.01 significant?

3.890307 FALSE
5.247898 FALSE
5,247898 FALSE
7,395556 FALSE
3,890307 FALSE
5,247898 FALSE
5,247898 TRUE

F
0.05 significant?

2.633534 TRUE
3.259444 FALSE
3.259444 TRUE
4.113161 FALSE
2.633534 FALSE
3.259444 FALSE
3,259444 TRUE

I

I



Table B.13 Factorial Analysis of Variance: Parallelism
(all 0.50 inch castings)

,T-

1

Source
GOM
GO
GM
G
OM
0
M
Error

Total

Ss
0.005459
0.000893
0,00413

0.000723
0.005496
0.000357
0.020773
0.021836

Number of Factors= 3 Number of Replicates= 3
Factor Levels
G=Gating System 2
O=Orientation 3
M=Sand Type 3

DF
4
2
2
1
4
2
2
36

MS “ F P
0,001365 2.250072 0.082858
0.000446 0.735792 0,486192
0,002065 3.404762 0,04423
0.000723 1.192335 0.282113
0.001374 2.265165 0.081222
0.000178 0,294183 0.746914
0.010386 17.12334 5,95E-06
0.000607

F
0.01 significant?

3,890307 FALSE
5.247898 FALSE
5.247898 FALSE
7.395556 FALSE
3.890307 FALSE
5,247898 FALSE
5,247898 TRUE

F
0.05 significant?

2.633534 FALSE
3.259444 FALSE
3,259444 TRUE
4,113161 FALSE
2.633534 FALSE
3,259444 FALSE
3,259444 TRUE

0.059668 53
..
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Table B.14 Factorial Analysis of Variance: Leff Casting Angle
(all 0.50 inch castings)

j
.1

Source
GOM
GO
GM
G
OM
o
M
Error

Total

Ss
1.71E-05
4.41 E-05
5.28E-05
3.51E-05
0.000171
4.49E-05
0.000855
0.000679

Number of Factors= 3 Number of Replicates= 3
Factor Levels
G=Gating System 2
O=Orientation 3
M=Sand Type 3

DF
4
2
2
1
4
2
2
36

0.001898 53

MS
4.28E-06
2,21 E-05
2.64E-05
3.51E-05
4,26E-05
2,24E-05
0.000427
1.89E-05

F P
0.226785 0.921616
1.170021 0,321883
1.400412 0,259602
1.863787 0,18066
2,261245 0.081644
1,190387 0.31579
22.67399 4.24E-07

F
0.01 significant?

3.890307 FALSE
5.247898 FALSE
5,247898 FALSE
7,395556 FALSE
3,890307 FALSE
5,247898 FALSE
5.247898 TRUE

F . .

0.05 significant? ~
2.633534 FALSE
3.259444 FALSE
3.259444 FALSE
4,113161 FALSE
2.633534 FALSE
3.259444 FALSE
3.259444 TRUE

,.
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Source
GOM
GO
GM
G
OM
o
M
Error

Total

Table B.16 Factorial Analysis of Variance: Leff Flange Flatness
(all0,50 inch castings)

Number of Factors= 3 Number of Replicates= 3
Factor Levels
G=Gating System 2
O=Orientation 3 —

M=Sand Type 3

SS DF
0.000811, 4
0.00055 2

0.000444 2
0.000261 ~ 1
0.001535 4
8.16E-05 2
0.000178 2
0.002472 36

0.006333 53

..

/. . .

F F
MS F P 0.01 significant? 0.05 significant?

0,000203 2,951794 0.033007 3.890307 FALSE 2.633534 TRUE
0,000275 4,003906 0.02691 5.247898 FALSE 3,259444 TRUE
0.000222 3,233633 0.051105 5.247898 FALSE 3.259444 FALSE
0.000261 3.799656 0.059087 7.395556 FALSE 4,113161 FALSE
0,000384 5,590194 0,00132 3,890307 TRUE 2.633534 TRUE
4,08E-05 0,594425 0,557206 5.247898 FALSE 3,259444 FALSE
8,92E-05 1.298523 0,285412 5,247898 FALSE 3.259444 FALSE
6.87E-05



Table B.17 Factorial Analysis of Variance: Right Flange Flatness
(all 0.50 inch castings)

Source
GOM
GO
GM
G
OM
o
M
Error

Total

Ss
0.003325
0.000703
0.003044
0.001391
0.00329

0,001173
0.007276
0.006917

Number of Factors= 3 Number of Replicates= 3
Factor Levels
G=Gating System 2
O=Orientation 3
M=Sand Type 3

DF
4
2
2
1
4
2
2
36

MS F P
0.000831 4.326239 0.005847
0.000351 1.828916 0,175196
0.001522 7.92174 0.001409
0.001391 7,238098 0.010753
0,000823 4.281142 0.006177
0.000586 3.05134 0.059686
0,003638 18.93426 2,41 E-06
0.000192

F
0.01 significant?

3,890307 TRUE
5.247898 FALSE
5.247898 TRUE
7.395556 FALSE
3.890307 TRUE
5,247898 FALSE
5.247898 TRUE

F
0.05 significant?

2.633534 TRUE
3.259444 FALSE
3,259444 TRUE
4.1.13161 TRUE
2.633534 TRUE
3.259444 FALSE
3,259444 TRUE

0.027118 53 ..
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Source
GOM
GO
GM
G
OM
o
M
Error

Total

Ss
0.000289
7.72E-05
0.00115
1.50E-06
0.000433
0.000832
0.003721
0.006282

Table B.19 Factorial Analysis of Variance: Right Wall Flatness
(all 0.50 inch castings)

—

Number of Factors= 3 Number of Replicates= 3
Factor Levels
G=Gating System 2
O=Orientation 3
M=Sand Type 3

DF
4
2
2
1
4
2
2
36

0.012785 53

MS F P
7.22E-05 0.413651 0,797633
3,86E-05 0.221073 0.802738
0,000575 3.294279 0,048548
1.50E-06 0.008585 0.926693
0.000108 0.619668 0.651384
0.000416 2.383907 0.106594
0,00186 10.65994 0.000231

0,000175

F
0.01 significant?

3.890307 FALSE
5.247898 FALSE
5,247898 FALSE
7.395556 FALSE
3.890307 FALSE
5,247898 FALSE
5.247898 TRUE

F
0.05 significant?

2.633534 FALSE
3.259444 FALSE
3.259444 TRUE
4.113161 FALSE
2.633534 FALSE
3.259444 FALSE
3.259444 TRUE



Table B.20 Factorial Analysis of Variance: Thickness
(all 0.75 inch castings)

Source
GOM
GO
GM
G
OM
o
M
Error

Total

Ss
0.007475
0.001472
0.000731
0.000189
0.003356
0.001438
0,05225

0.009023

..

,. ,,

Number of Factors= 3 Number of Replicates= 3
Fa{tor Levels
G=Gating System 2
O=Orientation 3
M=Sand Type 3 —

DF
4
2
2
1
4
2
2
36

0.075934 53

MS F P
0.001869 7.455976 0.000175
0.000736 2.936559 0.065858
0,000366 1.458692 0.245957
0.000189 0.754812 0.390712
0.000839 3.346999 0.019842
0,000719 2,868847 0.069812
0,026125 104.2333 1.06E-15
0,000251

F
0.01 significant?

3.890307 TRUE
5.247898 FALSE
5,247898 FALSE
7,395556 FALSE
3.890307 FALSE
5,247898 FALSE
5.247898 TRUE

F
0.05 significant?

2.633534 TRUE
3.259444 FALSE
3.259444 FALSE
4.113161 FALSE
2.633534 TRUE
3,259444 FALSE
3.259444 TRUE



i

Source
GOM
GO
GM
G

~ OM
o
M
Error

Total

Ss
0.000718
0.00028

0.000262
1.95E-05
0.002552
0.000107
20.90547
0,016432

Table B.21 Factorial Analysis of Variance: Length
(all 0.75 Inch castings)

Number of Factors= 3 Number of Replicates= 3
Factor Levels
G=Gatlng System 2
O=Orientation 3
M=Sand Type 3

DF
4
2
2
1
4
2
2
36

20,92584 53

MS F P
0,00018 0.393437 0.811956
0.00014 0.30688 0.737644

0,000131 0,287217 0.752052
1.95E-05 0.042681 0.837492
0.000638 1,397732 0.254364
5.33E-05 0.116804 0.890095
10.45273 2.29E+04 O
0.000456

F
0.01 significant?

3.890307 FALSE
5,247898 FALSE
5.247898 FALSE
7,395556 FALSE
3.890307 FALSE
5.247898 FALSE
5.247898 TRUE

F
0.05 significant? . .

2.633534 FALSE
3.259444 FALSE
3,259444 FALSE
4.113161 FALSE
2,633534 FALSE
3.259444 FALSE
3.259444 TRUE

/,

—



1
J

Source
GOM
GO
GM
G
OM
o
M
Error

Total

Ss
0.011518
0.002317
0.002286
0,000149
0.002985
0.005185
0.859507
0,006137

Table B.22 Factorial Analysis of Variance: Height
(all 0.75 inch castings)

Number of Factors= 3 Number of Replicates= 3
Factor Levels
G=Gating System 2
O=Orientation 3
M=Sand Type 3

DF
4
2
2
1
4
2
2
36

0.890084 53

MS F P
0.00288 16,89049 7.00E-08

0,001159 6,796832 0.003132
0.001143 6.704251 0,00335
0,000149 0.87269 0.356436
0.000746 4.377251 0.005495
0,002592 15.20546 1.63E-05
0.429753 2.52E+03 O
0,00017

F
0.04 significant?

3,890307 TRUE
5,247898 TRUE
5,247898 TRUE
7,395556 FALSE
3.890307 TRUE
5.247898 TRUE
5,247898 TRUE

F
0.05 significant?

2.633534 TRUE
3,259444 TRUE
3.259444 TRUE
4.113161 FALSE
2,633534 TRUE
3.259444 TRUE
3.259444 TRUE



Table B.23 Factorial Analysis of Variance: Parallelism
(all 0.75 inch castings)

t

Source
GOM
GO
GM
G
OM
o
M
Error

Total

Ss
0,005731
0.003531
0.004004
0,00674

0.006379
0.004495
0.062341
0.159044

Number of Factors= 3 Number of Replicates= 3 1. .,

FacJor Levels
G=Gating System 2
O=Orientation 3
M=Sand Type 3

DF
4
2
2
1
4
2
2
36

0.252266 53

MS
0,001433
0,001766
0,002002
0,00674

0,001595
0,002247
0,03117

0.004418

F P
0.32429 0.859821
0.399631 0,673506
0.453211 0.63916
1,525725 0.224756
0,360973 0.834696
0,50871 0.605529
7.0555 0.002598

F
O.o’1 significant?

3.890307 FALSE
5,247898 FALSE
5,247898 FALSE
7.395556 FALSE
3.890307 FALSE
5.247898 FALSE
5,247898 TRUE

–F
0.05 significant?

2.633534 FALSE
3,259444 FALSE
3.259444 FALSE
4.113161 FALSE
2.633534 FALSE
3,259444 FALSE
3.259444 TRUE



Source
GOM
GO
GM
G
OM
o
M
Error

Total

Table B.24 Factorial Analysis of Variance: Left Casting Angle
(all 0,75 inch castings)

Number of Factors= 3 Number of Replicates= 3
Factor Levels
G=Gating System 2
O=Orientation 3 ..

,
M=Sand Type 3

/. “ . .

F F
Ss --D# MS F P 0.01 significant? 0.05 significant?

0.000323 4 8.08E-05 3.652916 0.013461 3.890307 FALSE 2.633534 TRUE
2.90E-05 2 1.45E-05 0.655622 0.525206 5,247898 FALSE 3,259444 FALSE
0.000369 2 0,000185 8.345051 0,001053 5,247898 TRUE 3,259444 TRUE
0.000144 1 0.000144 6.502253 0.015175 7,395556 FALSE 4713161 TRUE
0.000558 4 0.00014 6.308002 0.000593 3.890307 TRUE 2,633534 TRUE
0.00013 2 6,51 E-05 2.942932 0,065498 5,247898 FALSE 3,259444 FALSE

0.000331 2 0.000166 7.492649 0.001903 5,247898 TRUE 3,259444 TRUE
0.000796 36 2,21 E-05

0.002681 53



Table B.25 Factorial Analysis of Variance: Right Casting Angle
(all 0.75 inch castings)

.

Source
GOM
GO
GM
G
OM
o
M
Error

Total

Number of Factors= 3 Number of Replicates= 3
Factor Levels
G=Gating System 2
O=Orientation 3
M=Sand Type 3

Ss
0.000839
0.000426
0,00016

0.000117
0.000633
0,000613
0.000977
0.001809

DF MS F
4 0.00021 4.175475
2 0.000213 4,235734
2 8.OIE-05 1.594003
1 0.000117 2,328554
4 0.000158 3.149391
2 0.000306 6,094134
2 0,000489 9.723177

36 5.03E-05

0.005574 53

F F
P 0.01 significant? 0.05 significant?

0.00703 3.890307 TRUE 2.633534 TRUE
0,022283 5.247898 FALSE 3.259444 TRUE
0.2’17114 5.247898 FALSE 3.259444 FALSE
0,135758 7,395556 FALSE 4.113161 FALSE
0,025566 3.890307 FALSE 2,633534 TRUE
0,005254 5,247898 TRUE 3.259444 TRUE

0.00042 5.247898 TRUE 3.259444 TRUE



Table B.26 Factorial Analysis of Variance: Left Flange Flatness
(all 0.75 inch castings)

Source
GOM
GO
GM
G
OM
o
M
Error

Total

Number of Factors= 3 Number of Replicates= 3
Factor Levels
G=Gating System 2
O=Orientation 3
M=Sand Type 3

Ss
0.000224
0.000423
0.000402
1.43E-06
0.000742 “
2,50E-05
2.50E-05
0.001021

DF
4
2
2
1
4
2
2
36

MS F
5.61E-05 1.978235
0.000211 7.455045
0,000201 7.088215
1.43E-06 0.050435
0,000186 6.541942
‘1.25E-05 0,439946
1,25E-05 0.440723
2.84E-05

F F
P 0.01 significant? 0.05 significant?

0.118715 3.890307 FALSE 2.633534 FALSE
0,001954 5.247898 TRUE 3.259444 TRUE
0.002538 5.247898 TRUE 3.259444 TRUE
0.823577 7.395556 FALSE 4.113161 FALSE
0,00046 3.890307 TRUE 2.633534 TRUE

0,647487 5,247898 FALSE 3.259444 FALSE
0.646997 5,247898 FALSE 3.259444 FALSE

0,002864 53



Source
GOM
GO
GM
G
OM
o
M
Error

Ss
0.103194
0.040046
0.057977
0.032852
0,056323
0,06’t28

0.115735
0.306183

Table B.27 Factorial Analysis of Variance: Right Flange Flatness
(all 0.75 inch castings)

..

Nu~ber of Factors = 3 Number of Replicates= 3
Factor Levels
G=Gating System 2
O=Orientation 3
M=Sand Type 3 .—

DF
4
2
2
1
4
2
2
36

Total 0.773589 53

MS F P
0.025799 3.03331 0,029699
0.020023 2.354238 0.109425
0.028988 3.408348 0.044097
0,032852 3.862613 0.057125
0,014081 1,655556 0.181718
0,03064 3.602579 0.03748
0,057868 6.803896 0.003116
0.008505

F
0.01 significant?

3.890307 FALSE
5,247898 FALSE
5,247898 FALSE
7.395556 FALSE
3.890307 FALSE
5.247898 FALSE
5.247898 TRUE

F
0.05 significant?

2.633534 TRUE
3.259444 FALSE
3.259444 TRUE
4.113161 FALSE
2.633534 FALSE
3.259444 TRUE
3,259444 TRUE

,)

,



Table B.28 Factorial Analysis of Variance: Leff Wall Flatness
(all 0.75 inch castings)

.4
,;

.

/

.,.

,.

!!
.:...

1

Source
GOM
GO
GM
G
OM
o
M
Error

Total

Ss
0.000862
0.000746
0.000126
2.13E-06
0,000418
9,82E-05
0,001968
0.002727

Number of Factors= 3
Fadtor
G=Gating System
O=Orientation
M=Sand Type

DF
4
2
2
1
4
2
2
36

0.006948 53

MS F
0,000216 2.845882
0.000373 4.927512
6,31 E-05 0.832483
2.13E-06 0.028164
0,000105 1.380432
4.91E-05 0.648011
0.000984 12.98991
7.57E-05

..

Number of Replicates= 3
Levels

2
3
3

—

F
P 0.01 significant?

0.037881 3.890307 FALSE
0.012838 5.247898 FALSE
0.443168 5,247898 FALSE
0.867663 7,395556 FALSE
0.260113 3.890307 FALSE
0.529078 5.247898 FALSE
5.66E-05 5.247898 TRUE

F
0.05 significant?

2.633534 TRUE
3,259444 TRUE
3.259444 FALSE
4.113161 FALSE
2,633534 FALSE
3.259444 FALSE
3,259444 TRUE



Table B.29 Factorial Analysis of Variance: Right Wall Flatness
(all 0.75 inch castings)

. ‘
,.

Source
GOM
GO
GM
G
OM
o
M
Error

Total

Number of Factors= 3 Number of Replicates= 3
Factor Levels
G=Gating System 2
O=Orientation 3

M=Sand Type 3

Ss
0,002587
0,001544
0,004642
0,000209
0,001018
0.000567
0.025794
0.035505

DF
4
2
2
1
4
2

‘2
36

0.071866 53

MS F P
0,000647 0.655664 0,626738
0.000772 0.782955 0,46468
0,002321 2,353463 0,1095
0.000209 0,211477 0,648378
0,000255 0.25812 0.902777
0.000284 0.287588 0,751777
0.012897 13.07711 5,38E-05
0.000986

F
0.01 significant?

3,890307 FALSE
5,247898 FALSE
5,247898 FALSE
7.395556 FALSE
3,890307 FALSE
5,247898 FALSE
5.247898 TRUE

F
0.05 significant?

2,633534 FALSE
3.259444 FALSE
3,259444 FALSE
4,113161 FALSE
2.633534 FALSE
3.259444 FALSE
3.259444 TRUE

/. ,,

—



Source
GOT
GO
GT
G
OT
o
T
Error

Total

Table B.30 Factorial Analysis of Variance: Thickness of Resin Bonded Castings
(all)

Ss

0,0027
0.0006
0.0001
0,0004
0.0015
0,0037
2.4372
0,0113

2.4575

Number of Factors Number of Replicates
Factor Levels
G=Gating 2
O=Orientation 3
T=Thickness 3

DF MS F
4 0,0007 2,1275
2 0.0003 0,9464
2 5.86E-05 0.1868
1 0.0004 ‘1,3099
4 0.0004 1,181
2 0,0018 5.8593
2 1.2186 3885.551
36 0.0003

53

P
0.0974
0,3976
0.8304

0.26
0.3356
0.0063

0

F F
0.01 significant? 0.05 significant?

3,890307 FALSE 2.633534 FALSE
5,247898 FALSE 3.259444 FALSE
5,247898 FALSE 3.259444 FALSE .
7,395556 FALSE 4.113161 FALSE
3,890307 FALSE 2,633534 FALSE
5.247898 TRUE 3.259444 TRUE
5,247898 TRUE 3.259444 TRUE
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Source
GOT
GO
GT
G
OT
o
T
Error

Total

Table B.32 Factorial Analysis of Variance: Length of Resin Bonded Castings
(all)

Number of Factors Number of Replicates
Factor Levels
G=Gating 2
O=Orientation 3
T=Thickness 3

Ss
0.0005
0.0002
0.0006
0.0004
0.0011
0,0044
0.0263
0.0046

0.0381

DF
4
2
2
1
4
2
2
36

53

MS
0.0001
0,0001
0.0003
0.0004
0.0003
0,0022
0,0131
0.0001

F F
F P 0.01 significant? 0.05 significant?

0.9149 0,4658 3.890307 FALSE 2.633534 FALSE
0.9595 0.3927 5.247898 FALSE 3,259444 FALSE
2.3997 0,1051 5.247898 FALSE 3.259444 FALSE
3.1504 0.0844 7,395556 FALSE 4.113161 FALSE
2.1631 0,093 3.890307 FALSE 2.633534 FALSE
17.0789 6.08E-06 5.247898 TRUE 3,259X44 TRUE

102.6046 1,35E-I 5 5.247898 TRUE 3.259444 TRUE

.



Table B.33 Factorial Analysis of Variance: Parallelismof Resin Bonded Castings
(all)

Number of Factors
Factor
G=Gating
O=Orientation
T=Thickness

Source SS DF MS
GOT 0.0549 4 0.0137
GO 0.0445 2 0.0223
GT 0.0532 2 0.0266
G 0.013 1 0,013
OT 0.0054 4 0.0013
0 0.0141 2 0.0071
T 0.0599 2 0,03
Error 0.1723 36 0.0048

Total 0.4174 53

F
2.8689
4.6524
5,557

2.7127
0.2797
1,4735
6.2606

Number of Replicates
Levels

2
3
3

P
0.0368
0.016
0.0079
0.1083
0.8892
0.2426
0.0046

F F
0.01 significant? 0.05 significant?

3.890307 FALSE 2.633534 TRUE
5.247898 FALSE 3.259444 TRUE
5.247898 TRUE 3.259444 TRUE
7.395556 FALSE 4.113161 FALSE
3.890307 FALSE 2.633534 FALSE
5.247898 FALSE 3.259444 FALSE
5.247898 TRUE 3.259444 TRUE



Source
GOT
GO
GT
G
OT
o
T
Error

Total

Table B.34 Factorial Analysis of Variance: Left Casting Angle of Resin Bonded Castings
(all)

Ss
0.0006
0,0005
0.0002
0.0004
0.0005
0,0005
0,0014
0.0025

0,0066

Number of Factors
Factor
G=Gating
O=Orientation
T=Thickness

DF MS
4 0.0002
2 0.0002
2 8.36E-05
1 0,0004
4 0,0001
2 0,0002
2 0.0007
36 6.81E-05

53

F
2.2933
3,4268
1,2268
6.4986
1.9545
3.5362
10.5837

Number of Replicates
Levels

2
3
3

P
0.0783
0,0434
0.3052
0.0152
0,1225
0,0396
0.0002

F F
0.01 significant? 0.05 significant?

3,890307 FALSE 2.633534 FALSE
5.247898 FALSE 3.259444 TRUE
5.247898 FALSE 3,259444 FALSE
7,395556 FALSE 4,113161 TRUE
3,890307 FALSE 2.633534 FALSE
5.247898 FALSE 3.259444 TRUE
5,247898 TRUE 3.259444 TRUE

. .



Table B.35 Factorial Analysis of Variance: Right Casting Angle of Resin Bonded Castings
(all)

Source
GOT
GO
GT
G
OT
o
T
Error

Ss
0.0534
0.0403
0,0069
0,0023
0.0076
0.0017
0,0783
0,2116

..

/. . .
Number of Factors Number of Replicates
Factor Levels
G=Gating 2
O=Orientation 3
T=Thickness 3

DF
4
2
2
1
4
2
2
36

MS
0.0134
0.0201
0.0034
0.0023
0.0019
0.0008
0.0391
0.0059

F
2.272
3.4242
0,5868
0.3966
0,3252
0.1427
6.658

P
0,0805
0,0435
0,5614
0,5328
0,8592
0,8675
0,0035

F F
0.01 significant? 0.05 significant?

3.890307 FALSE 2,633534 FALSE
5,247898 FALSE 3,259444 TRUE
5.247898 FALSE 3.259444 FALSE
7.395556 FALSE 4.113161 FALSE
3.890307 FALSE 2.633534 FALSE
5,247898 FALSE 3,259444 FALSE
5.247898 TRUE 3,259444 TRUE

Total 0.4021 53
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Table B.36 Factorial Analysis of Variance: Left Flange Flatness of Resin Bonded Castings
(all)

Source
GOT
GO
GT
G
OT
o
T
Error

Total

Ss

0.0005
0.0011
0.0002
0.0008
0,0003
0,001

0,0002
0.0021

0,0062

Number of Factors Number of Replicates
Factor Levels
G=Gating 2
O~O~entation 3
T=Thickness 3

DF MS
4 0,0001
2 0,0006
2 8,03E-05
1 000008
4 7.81E-05
2 0,0005
2 8,39E-05
36 5.92E-05

53

F
2,1872
9.5365
1.3571
12.898
1,3205
8.7834
1.4172

P
0,09

0,0005
0.2703
0,001
0,281

0.0008
0,2556

F
0.01 significant?

3.890307 FALSE
5,247898 TRUE
5.247898 FALSE
7.395556 TRUE
3,890307 FALSE
5,247898 TRUE
5,247898 FALSE

..

/,

F_
0.05

2.633534
3.259444
3.259444
4.113161
2.633534
3,259444
3.259444

significant?
FALSE
TRUE
FALSE
TRUE
FALSE
TRUE
FALSE

I



Source
GOT
GO
GT
G
OT
o
T
Error

Total

Table B.37 Factorial Analysis of Variance: Right Flange Flatness of Resin Bonded Castings
(all)

Number of Factors Number of Replicates
Factor Levels
G=Gating 2
O=Orientation 3
T=Thickness 3

SS DF MS
3,79E-05
0.0005

6,26E-06
0.0001

3,03E-05
0.0003
0.0002
0,0028

4
2
2
1
4
2
2
36

0.0039 53

9,46E-06
0,0002

3.13E-06
0,0001

7,57E-06
0.0001

9,87E-05
7.69E-05

F
0.123

3,0883
0.0407
1.6584
0.0985
1.8519
1.2829

P
0.9733
0.0578
0.9602
0,206

0,9823
0,1716
0,2896

F F
0.01 significant? 0.05 significant?

3.890307 FALSE 2.633534 FALSE
5,247898 FALSE 3.259444 FALSE
5,247898 FALSE 3.259444 FALSE
7,395556 FALSE 4.113161 FALSE
3.890307 FALSE 2.633534 FALSE
5.247898 FALSE 3.259444 FALSE
5,247898 FALSE 3.259444 FALSE

(
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Source
GOT
GO
GT
G
OT
o
T
Error

Total

Table B.38 Factorial Analysis of Variance: Left Wall Flatness of Resin Bonded Castings
(all)

Number of Factors Number of Replicates
Factor Levels
G=Gating 2
O=Orientation 3
T=Thickness 3

Ss

0,0011
0.0005
0,0004
0.0003
0,0009
0.0003
0,0001
0.003

0.0066

DF MS
4 0,0003
2 0.0003
2 0,0002
1 0.0003
4 0,0002
2 0,0002
2 5,17E-05

36 8.25E-05

53

F
3.3953
3.2831
2,1825
3.5081
2.7857
1,8673
0.6266

P
0,0187
0.049

0.1275
0.0692
0.041
0.1692
0,5401

F F
0.01 significant? 0.05 significant?

3.890307 FALSE 2.633534 TRUE
5.247898 FALSE 3.259444 TRUE
5.247898 FALSE 3.259444 FALSE
7.395556 FALSE 4.113161 FALSE
3.890307 FALSE 2,633534 TRUE
5.247898 FALSE 3.259444 FALSE
5.247898 FALSE 3.259444 FALSE

/. ‘.
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Source
GOT
GO
GT
G
OT
o

T
Error

Total

Table B.39 Factorial Analysis of Variance: Right Wall Flatness of Resin Bonded Castings
(all) ,.

—

Number of Factors Number of Replicates
Factor Levels
G=Gatlng 2
O=Orientation 3
T=Thickness 3

Ss

0,0003
0.0005
0,0051

7.41E-06
0.0007
0,0001
0.0003
0,0098

0.0168

DF MS
4 8.18E-05
2 0,0002
2 0,0025
1 7.41E-06
4 0,0002
2 5,36E-05
2 0,0002
36 0,0003

53

F
0,2999
0.8513
9,2658
0.0271
0,6568
0.1965
0.5754

P
0.8761
0.4353
0,0006
0.8701
0,626
0,8224
0.5676

F F
0,01 significant? 0.05 significant?

3.890307 FALSE 2,633534 FALSE
5,247898 FALSE 3,259444 FALSE
5.247898 TRUE 3.259444 TRUE
7.395556 FALSE 4,113161 FALSE
3,890307 FALSE 2.633534 FALSE
5.247898 FALSE 3.259444 FALSE
5.247898 FALSE 3.259444 FALSE



Source
Go
G
o

Error

Total

Source
Go
G
o
Error

Total

Table B.40 Factorial Analysis of Variance
Resin Bonded Castings

(o.25,inch)

Number of Factors= 2 Number of Replicates= 3
. Factor Levels

G=GatingSystem 2
O=orientation 3

L& Fiange Flatness
.“ F

SS DF MS F P 0.01
4;31E-05 2 2.16E-05 0.728 0.503 6.926598
4.67E-05 1 4.67E-051 1.5779 0.233 9.330279
0.0002 2. 9.96E-05 3.3621 0.0693 6.926598
0.0004 12 2.96E-05

0.0006 17

Right Flange Flatness
F

SS DF MS F P 0.01
2.00E-04 2 1.00E-04 1.8406 0.2008 6.926598
2.OIE-05 1 2.OIE-05 0.3406 0.5703 9.330279
0.0001 2 6.95E-05 1.1802 0.3405 6.926598
0.0007 12 5.89E-05

0.0011 17

si@lcarlt?
FALSE
FALSE
FALSE

signMcant?
FALSE
FALSE
FALSE

F
0.05

3.88529
4.747221
3.88529

F
0.05

3.88529
4.747221
3.88529

significant?
FALSE
FALSE
FALSE

signitlcant?
FALSE
FALSE
FALSE

Left Wall Flatness

F F
Source SS DF MS F P 0.01 si~lcant? 0.05 significant?
Go 0.0001 2 5.07E-05 0.958 0.4112 6.926598 FALSE 3.88529 FALSE
G 0.0003 1 0.0003 5.4454 0.0378 9.330279 FALSE 4.747221 TRUE
o 0.0005 < 0.0003 5.0294 0.0259 6.926598 FALSE 3.88529 TRUE
Error , O.? 12, 5.29E-05

Total 0.0016 17

Right Wall Flatness

F F
Source SS DF MS F P 0.01 signitlcant? 0.05 significant?
Go 2.1OE-O5 2 1.05E-05 0.3474 0.7134 6.926598 FALSE 3.88529 FALSE
G 8.00E-04 1 8.00E-04 25.1636 0.0003 9.330279 TRUE 4.747221 TRUE
o 5.83E-05 2 2.92E-05 0.9651 0.4087 6.926598 FALSE 3.88529 FALSE
Error 0.0004 12 3.02E-05

Total 0.0012 17

.7 -
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Source
Go
G
o
Error

Total

Source
Go
G
o
Error

Total

Source
Go
G
o
Error

Total

Source
Go
G
o
Error

Table B.41 Fa~orial Analysis of Variance
Resin Bonded Castings

. (0.25 inch)

Number of Factors= 2 Numberof Replicates= 3
Factor Levels
G=Gating System 2
C&orientation 3 .-

Height “ ..

F F I

SS DF MS F P 0.01 signitlcant? 0.05 sign~lcant?
Q.0033 2 1.70E-03 3.1661 0.0787 6.926598 FALSE 3.88529 FALSE
0.0038 1 0.0038 7.1934 0.02 9.330279 FALSE 4.747221 TRUE
0.0035 2 0.0018 3.3673 0.0691 6.926598 FALSE 3.88529 FALSE
0.0063 12 0.0005

().0169 17

Length
F F

SS DF MS F P 0.01 significant? 0.05 si@lcant?
0.0002 2 7.98E-05 0.3691 0.6989 6.926598 FALSE 3.88529 FALSE
0.0008 1 0.0008 3.7416 0.077 9.330279 FALSE 4.747221 FALSE
0.0024 2 0.0012 5.493 0.0202 6.926598 FALSE 3.88529 TRUE
0.0026 12 0.0002

0.0059 17

Left Casting Angle
F F

SS DF MS F P 0.01 significant? 0.05 signiilcant?
0.0008 2 4.00E-04 .3.7114 0.0556 6.926598 FALSE 3.88529 FALSE

2.f?4E~5 1 2.84E-05 . 0.2789 0.6071 9.330279 FALSE 4.74722~ FALSE
0:0002 2 0.0001 1.1281 0.3557 6.926598 FALSE 3.88529 “ FALSE
0.0012 12 0.0001

0.0022 17

Right Casting Angie
F F

SS DF MS F P 0.01 signitlcant? 0.05 signtilcant?
0.0922 2 4.61E-02 2.6597 0.1106 6.926598 FALSE 3.88529 FALSE

9.IOE-03 1 9.1OE-O3 0.5254 0.4824 9.330279 FALSE 4.747221 FALSE
0.007 2 0.0035 0.2007 0.8208 6.926598 FALSE 3.88529 FALSE
0.208 12 0.0173

Total 0.3163 17



Source
Go
G
o
Error

Total

Source
GO
G
o
Error

Table B.42 Factorial Analysis of Variance
Resin Bonded Castings

(0.25 id-l)

Numberof Factors= 2 Numberof Replicates= 3
Factor Levels
G=Gati.ngSystem 2
O=orientation 3

Parallelism
F F

SS DF MS F P 0.01 significant? 0.05 significant?
0.0957 2 0.0478 3.4831 0.0642 6.926598 FALSE 3.88529 FALSE
0.0646 1 0.0646 4.7028 0.0509 9.330279 FALSE 4.747221 FALSE
0.0129 2 0.0065 0.4714 0.6352 6.926598 FALSE 3.88529 FALSE
0.1648 12 0.0137

0.3379 17

Thickness
F F

SS DF MS F P 0.01 significant? 0.05 significant?
1.18E-05 2 5.89E-06 0.0341 0.9666 6.926598 FALSE 3.88529 FALSE
1.80E-05 1 L80E-05 0.1044 0.7522 9.330279 FALSE 4.747221 FALSE
0.0025 2 0.0013 7.3535 0.0082 6.926598 TRUE 3.88529 TRUE
0.0021 12 0.0002

Total 0.0046 17



Source
GO’
G

o
Error

Total

Source
Go
G
o
Error

Total

Source
Go
G
o
Error

Total

Source
Go
G
o
Error

Total

Table B.43 Factorial Analysis of Variance:
Resin Bonded Castings

(0.50 ipch) ,

Numberof Factors= 2 ‘ Numberof Replicates= 3
Factor , Levels
G=GatingSystem 2
O=orientation 3

Left Flange Flatness
.’ F F

SS DF MS F “P 0.01 significant? 0.05 significant?
0.0013 ““2 0.0006 5.8537 0.0168 6.926598 FALSE 3.88529 TRUE
0.0006 1 0.0006 5.6597 0.0348 9.330279 FALSE 4.747221 TRUE
0.0008 2 0.0004 3.7161 0.0555 6.926598 FALSE 3.88529 FALSE
o.oo13 12 0.0001

@oo4 17

Right Flange Flatness
F F

SS DF MS F P 0.01 signitlcant? 0.05 sigMcant?
O.0001 2 7.41E-05 0.8617 0.447 6.926598 FALSE 3.88529 FALSE

5.69E-05 1 5.69E-05 0.6619 0.4317 9.330279 FALSE 4.747221 FALSE
8.81E-05 2 4.41E-05 0.5126 0.6115 6.926598 FALSE 3.88529 FALSE

0.001 12 8.59E-05

0.0013 17

Left Wall FJatness

F F
SS DF MS F P 0.01 Sigdkant? 0.05 significant?

O.0001 2 5.07E-05 0.958 0.4112 6.926598 FALSE 3.88529 FALSE
0.0003 1 0.0003 5.4454 0.0378 9.330279 FALSE 4-747221 TRUE
0.0005 2 o.od3 5.0294 0.0259 6.926598 FALSE 3.88529 TRUE

- ‘ 0.0006 12 5.29E-d5

0.0016 17

Right Wall Flatness

F F
SS DF MS F P 0.01 Significant? 0.05 significant?

3.21E-05 2 1.61E-05 0.3345 0.7222 6.926598 FALSE 3.88529 FALSE
0.0007 1 0.0007 15.5741 0.0019 9.330279 TRUE 4.747221 TRUE
0.0006 2 0.0003 5.7789 0.0175 6.926598 FALSE 3.88529 TRUE
0.0006 12 4.80E-05

0.0019 17

. r.. . ,,, . . .,. . . . . . . . . . . .. -”- . . . . . ,.=. : .- —,.,. .—. ,. .



Table B.44 Factorial h.alysis of Vaxiance:
Resin Bonded Castings

(0.50 inch)

Number of Factors= 2 Numberof Replicates= 3
Factor Levels
G=Gating System 2
O=orientation 3

< Height
F F

Source SS DF MS; F
‘1

0.01 sign~lcant? 0.05 significant?
Go Q.0009 2 5.00E-04 3.6468 0.0579 6.926598 FALSE 3.88529 FALSE
G 0.0006 1 0.0006 4.4439 0.0567 9.330279 FALSE 4.747221 FALSE
o 0.0013 2 0.0006 5.1016 0.0249 6.926598 FALSE 3.88529 TRUE
Error 0.0015 12 0.0001

Total 0.0043 17

Length
F F

Source SS DF MS F P 0.01 significant? 0.05 significant?
Go 0.0005 2 0.0003 6.627 0.0115 6.926598 FALSE 3.88529 TRUE
G Q.0002 1 0.0002 4.0794 0.0663 9.330279 FALSE 4.747221 FALSE
o 0.0029 2 0.0014 35.2632 9.45E-06 6.926598 TRUE 3.88529 TRUE
Error 0.0005 12 4.08E-05

Total 0.0041 17

Left Casting Angie
F F

Source SS DF MS F P 0.01 significant? 0.05 sign~lcant?
Go 3.60E-05 2 1.80E-05 0.3681 0.6996 6.926598 FALSE 3.88529 FALSE
G 7,36E-05 1 7.36E-05 1.5065 0.2432 9.330279 FALSE 4.747221 FALSE
o o@OOl 2 6.75E-05 1.382+ 0.2882 6.926598 FALSE 3.88529 FALSE
Error 0.0006 12 4.89E-05

Total 0.0008 17

Right Casting Angle
F F

Source SS ‘ DF MS F “P 0.01 si~lcant? 0.05 significant?
Go 0.0002 2 0.0001 0.5 0.6186 6.926598 FALSE 3.88529 FALSE
G 6.81E-07 1 6.81E-07 0.0028 0.9583 9.330279 FALSE 4.747221 FALSE
o 0.0012 2 0.0006 2.5105 0.1228 6.926598 FALSE 3.88529 FALSE
Error 0.0029 12 0.0002

Total 0.0043 17

———. —.. ____ -.. . .—



Source
Go
G
o
Emor

Total

Source
GO
G
o
Error

Total

F

Table B.45 Factorial Analysis of Variance:
Resin Bonded Castings

(0.50 inch) .

Number of Factors= 2 Numberof Replicates= 3
Factor Levels
G=Gating System 2
O=orientation

SS DF MS
0.0008 2 0.0004
0.0009 1 0.0009
0.0049 2 0.0025
0.0061 12 0.0005

0.0128 17

SS DF MS
0.0005 2 0.0003
0.0004 1 0.0004
0.0007 2 0.0004
0.002 12 0.0002

0.0036 17

. .

3

Parallelism .

F F
F P 0.01 signitlcant? 0.05 si@iilcant?

0.7761 0.482 6.926598 FALSE 3.88529 FALSE
1.7801 0.2069 9.330279 FALSE 4.747221 FALSE
4.8467 0.0286 6.926598 FALSE 3.88529 TRUE

Thickness
F F

F P 0.01 signii3cant? 0.05 significant?
1.5315 0.2556 6.926598 FALSE 3.88529 FALSE
2.3155 0.154 9.330279 FALSE 4.747221 FALSE
2.1977 0.1537 6.926598 FALSE 3.88529 FALSE

>.-——- ..=. . . . .. ,, -—.---, . . ., .. ——.=.



Table B.46 Factorial Analysis of Variance:
Resin Bonded Castings -

(0.75 inch) .

Numlxr of Factors = 2 Numberof Replicates= 3
Factor Levels
G=GatingSystem 2
O=orientation 3

Left Flange Flatness
F“

Source SS DF MS F P 0.01 significant?
Go 0.0003 2 0.0002 4.2353 0.0406 6.926598 FALSE
G ().0003 1 0.0003 6.6681 0.024 9.330279 FALSE
o ().0003 2 0.0002 4.3922 0.037 6.926598 FALSE
Error 0.0005 12 3.97E-05

Total ().0014 17

F
0.05 significant?

3.88529 TRUE ..

4.747221 TRUE

3.88529 TRUE

Right Flange Flatness
F F

Source SS DF MS F P 0.01 significant? 0.05 signiilcant?
Go O.000-1 2 7.41E-05 0.8617 0.447 6.926598 FALSE 3.88529 FALSE
G 5.69E-05 1 5.69E-05 0.6619 0.4317 9.330279 FALSE 4.747221 FALSE
o 8.81E-05 2 4.41E-05 0.5126 0.6115 6.926598 FALSE 3.88529 FALSE
Error O.oo1 12 8.59E-05

Total 0.0013 17

Left Wall Flatness

F F
Source SS DF MS F P 0.01 signMcant? 0.05 significant?
Go owls 2 0.0008 4.4897 0.035 6.926598 FALSE 3.88529 TRUE
G 3.20E-05 1 ~3.20E-05 0.1874 0.6727 9.330279 FALSE 4.747221 FALSE
o 0.0002 2 9.82E415 0.575 0.5775 “ 6.926598 FALSE 3.88529 FALSE \

Error ‘ 0.002 X2 0.0002

Total 0.0038 17

Right Wall Flatness

F F
Source SS DF MS F P 0.01 signitlcant? 0.05 significant?
Go 0.0007 2 0.0004 0.4989 0.6192 6.926598 FALSE 3.88529 FALSE
G 0.0036 1 0.0036 4.803 0.0489 9.330279 FALSE 4.747221 TRUE
o 0.0002 2 0.0001 0.1425 0.8686 6.926598 FALSE 3.88529 FALSE
Error 0.0089 12 0.0007

Total 0.0134 17

. ....... . ,- ~—. ...



Source
Go
G
o
Error

Total

Source
Go
G
o
Error

Total

Source
Go
G
o
Error

Total

Source
Go
G
o
Error

Total

Table B.47 Factorial Analysis of Variance:
Resin Bonded Castings

(0.75 inch)

.Numlxx of Factors= 2 Number of Replicates= 3
. Factor Levels
G=Gating System 2
O=orientation 3

( Height
F F

‘SS DF MS F P 0.01 signitlcant? 0.05 significant?
0.0015 2 0.0007 I 5.019 0.0261 6.926598 FALSE 3.88529 TRUE
0.0008 1 0.0008 5.3251 0.0396 9.330279 FALSE 4.747221 TRUE
0.0022 2 0.0011 7.3818 0.0081 6.926598 TRUE 3.88529 TRUE
0.0018 12 0.0001

0.0063 17

Length
F F

SS DF MS F P 0.01 significant? 0.05 significant?
1.42E-05 2 7.12E-06 0.056 0.9458 6.926598 FALSE 3.88529 FALSE
4.29E-05 1 4.29E-05 0.337 0.5723 9.330279 FALSE 4.747221 FALSE
okm02 2 0.0001 0.908 0.4293 6.926598 FALSE 3.88529 FALSE
0.0015 12 0.0001

0.0018 17

Left Casting Angie
F F

SS DF MS F P 0.01 signMcant? 0.05 significant?
0.0003 2 0.0002 2.7953 0.1008 6.926598 FALSE 3.88529 FALSE
0.0005 1 0.0005 9.4517 0.0096 9.330279 TRUE 4.747221 TRUE
0.0006 2

)
0.0003 6.0455 0.0153 6.926598 FALSE 3.88529 TRUE

0.0006 12 5.37E-05

0.0021 17

Right Casting Angle
P F

SS DF MS F P 0.01 si~ticant? 0.05 significant?
o.oo12 2 0.0006 10.0607 0.0027 6.926598 TRUE 3.88529 TRUE
O.0001 1 0.0001 1.98 0.1848 9.330279 FALSE 4.747221 FALSE
0.0012 2 0.0006 9.5522 0.0033 6.926598 TRUE 3.88529 TRUE
0.0007 12 6.09E-05

0.0032 17

——.— ,.. . ...C -.. -——



Source
Go
G
o
Error

Total

Source
GO
G
o
Error

Total

Table B.48 Factorial Analysis of Variance:
Resin Bonded Castings

(o.75irlch)

Numby ofFactors = 2 Number of Replicates= 3
Factor Levels
G=Gating System 2
O=orientation 3

< ParalIeIism
F F

Ss ‘DF MS F P 0.01 significant? 0.05 significant?
0.003 2 0.0015 12.64b9 0.0011 6.926598 TRUE 3.88529 TRUE
0.0007 1 0.0007 5.896 0.0318 9.330279 FALSE 4.747221 TRUE

0.0016 2 0.0008 6.5426 0.012 6.926598 FALSE 3.88529 TRUE
0.0014 12 0.0001

Q.0067 17

Thickness
F F

SS DF MS F P 0.01 significant? 0.05 significant?
0.0027 2 0.0014 2.275 0.1453 6.926598 FALSE 3.88529 FALSE

O.0001 1 0.0001 0.2125 0.653 9.330279 FALSE 4.747221 FALSE

o.oo19 2 0.0009 1.5697 0.248 6.926598 FALSE 3.88529 FALSE

0.0072 12 0.0006

0.o12 17

.!-.. ,, ..,_ .
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Table B.49 Factorial Analysis of Variance: Thickness of Lost Foam Low Expansion Castings
(all)

Number of Factors Number of Replicates
Factor Levels
G=Gatlng 2
O=Orientation 3
T=Thickness 3

Source
GOT
GO
GT
G
OT
o
T
Error

Total

Ss “
0.0005
0,0203
0,0005
0.0003
0,0014
0,0075
2.4048
0,0218

2,457

DF
4
2
2
1
4
2
2
36

53

MS
0,0001
0.0101
0,0002
0,0003
0,0003
0,0037
1,2024
0,0006

F
0,2179
16,6954
0,3939
0,4514
0.5604
6.1471
1982.49

F F
P 0.01 significant? 0.05 significant?

0,9267 3.890307 FALSE 2.633534 ~FALSE
7.41 E-06 5,247898 TRUE 3.259444 TRUE
0.6773 5.247898 FALSE 3.259444 FALSE
0,506 7.395556 FALSE 4.113161 FALSE

0.6928 3,890307 FALSE 2,633534 FALSE
0,0051 5,247898 TRUE 3.259444 TRUE

o 5.247898 TRUE 3.259444 TRUE

..
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Source
GOT
GO
GT
G
OT
o
T
Error

Total

Table B.50 Factorial Analysis of Variance: Height of Lost Foam Low Expansion Castings
(all)

Number of Factors Number of Replicates
Factor Levels
G=Gating 2
O=Orientation 3
T=Thickness 3

Ss
0,0179
0.0149
0.0069
0,0036
0.0058
0.0089
0.0125
0,0627

0.1332

I

DF
4

,2
2.
1
4
2
2
36

53

MS
0,0045
0,0075
0:0034
0,0036
0.0014
0,0045
0,0063
0,0017

F
2.5664
4.2839
1,9726
2,0684
0.827

2.5538
3.5968

P
0,0546
0.0214
0.1539
0,159

0.5168
0.0918
0,0377

F F
0.01 significant? 0.05 significant?

3,890307 FALSE 2.633534 FALSE
5.247898 FALSE 3.259444 TRUE
5,247898 FALSE 3.259444 FALSE
7.395556 FALSE 4.113161 FALSE
3.890307 FALSE 2.633534 FALSE
5,247898 FALSE 3,259444 FALSE
5.247898 FALSE 3.259444 TRUE



j.

Table B.51 Factorial Analysis of Variance: Length of Lost Foam Low Expansion Castings
(all)

/. . .
Number of Factors Number of Replicates
Fac~gr Levels
G=Gating 2
O=Orientation 3
T=Thickness 3

Source
GOT
GO
GT
G
OT
o
T
Error

Ss
0.0005
0,0002
0,0006
0.0004
0.0011
0,0044
0.0263
0,0046

Total 0.0381

DF
4
2
2
1
4
2
2

36

53

MS
0,0001
0.0001
0,0003
0.0004
0.0003
0.0022
0.0131
0.0001

F
0,9149
0.9595
2.3997
3.1504
2.1631
17,0789

102,6046

—

F F
P 0.01 significant? 0.05

0,4658 3,890307 FALSE 2.633534
0.3927 5.247898 FALSE 3,259444
0,1051 5,247898 FALSE 3.259444
0,0844 7.395556 FALSE 4.113161
0.093 3.890307 FALSE 2.633534

6,08E-06 5,247898 TRUE 3,259444
1.35E-15 5,247898 TRUE 3.259444

significant?
FALSE
FALSE
FALSE
FALSE
FALSE
TRUE
TRUE

.



Source
GOT
GO
GT
G
OT
o
T
Error

Table B.52 Factorial Analysis of Variance: Parallelism of Lost Foam Low Expansion Castings
(all)

Number of Factors Number of Replicates
Factor Levels
G=Gating 2
O=Orientation 3
T=Thickness 3

Total

Ss
0.0061
0.0049
0.0025
0,0013
0.0037
0,003
0,0189
0,042

0,0825

DF MS
4>0.0015
2 0,0024
2 0.0012
1 0.0013
4 0.0009
2 0,0015
2 0.0094

36 0.0012

53

F
1.3167
2.0834
1.0706
1,0948
0.8013
1,2954
8,0851

P
0.2823
0.1393
0,3535
0.3024
0.5324
0.2862
0.0013

F F
0.01 significant? 0.05 significant?’ ‘

3.890307 FALSE 2.633534 FALSE
5.247898 FALSE 3.259444 FALSE
5,247898 FALSE 3.259444 FALSE
7.395556 FALSE 4.113161 FALSE
3.890307 FALSE 2.633J534 FALSE
5.247898 FALSE 3.259444 FALSE
5,247898 TRUE 3.259444 TRUE

1
,,.
1



Table B.53 Factorial Analysis of Variance: Left Casting Angle of Lost Foam Low Expansion Castings
(all)

Source
GOT
GO
GT
G
OT
o
T
Error

Total

Ss
0.0002
0.0002

3.IOE-05
2,67E-07
6,42E-05
1.90E-07
0,0013
0,0008

Number of Factors
Factor
G=Gating
O=Orientation
T=Thickness

DF
4
2
2
1
4
2
2

36

0,0025 53

MS
4.53E-05
8.91E-05
1.55E-05
2,67E-07
1,61E-05
9.50E-08
0,0006

2.14E-05

F
2.1153
4.159
0.7226
0.0125
0.7491
0.0044
30,238

Number of Replicates
Levels

2
3
3

F F
P 0.01 significant? 0.05 significant?

0,099 3.890307 FALSE 2.633534 FALSE
0.0237 5,247898 FALSE 3.259444 TRUE
0,4924 5,247898 FALSE 3,259444 FALSE
0,9117 7.395556 FALSE 4,113161 FALSE

, 0.5651 3,890307 FALSE 2.633534 FALSE
0,9956 5,247898 FALSE 3.259444 FALSE

1.97E-08 5,247898 TRUE 3,259444 TRUE
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Table B.55 Factorial Analysis of Variance: Left Flange Flatness of Lost Foam Low Expansion Castings
(all)

..

., .,

>

Number of Factors Number of Replicates
Factor Levels
G=Gating 2 —

O=Orientation 3
T=Thickness 3

Source
GOT
GO
GT
G
OT
o
T
Error

Total

SS DF MS
0,0001 4 2.71 E-05

7.81E-05 2 3.91 E-05
0,0002 2 9.09E-05

4,27E-05 1 4.27E-05
9,23E-05 4 2.31E-05
0.0006 2 0,0003

6.86E-05 2 3,43E-05
0,0012 36 3.44E-05

0,0024 53

F
0.7888
1.1363
2,6444
1.2414
0,6713
9,2365
0.9978

P
0,5401
0,3322
0,0848
0,2726
0.6162
0,0006
0,3786

F F
0.01 significant? 0.05 significant?

3,890307 FALSE 2,633534 FALSE
5.247898 FALSE 3.259444 FALSE
5,247898 FALSE 3.259444 FALSE
7.395556 FALSE 4.113161 FALSE
3.890307 FALSE 2.633534 FALSE
5.247898 TRUE 3.259444 TRUE
5,247898 FALSE 3,259444 FALSE

. .



Table B.56 Factorial Analysis of Variance: Right Flange Flatness of Lost Foam Low Expansion Castings
(all)

Source
GOT
GO
GT
G
OT
o
T
Error

Total

Ss
0,0805
0.063

0.0483
0.0455
0.0516
0.0653
0.1307
0,2645

0.7495

Number of Factors
Factor
G=Gating
O=Orientation
T=Thickness

.._J
DF MS
4 0.0201
2 0.0315
2 0,0241
1 0.0455
4 0,0129
2 0,0327
2 0.0654
36 0,0073

53

F
2.74

4.2875
3.2857
6.1969
1,7574
4.4467
8,8957

Number of Replicates
Levels

2 ..
3
3 /, ,.

P
0.0435
0.0214
0.0489
0.0176
0,1589
0,0188
0.0007

F F
0.01 significant? 0.05 significant?

3.890307 FALSE 2.633534 TRUE
5,247898 FALSE 3.259444 TRUE
5.247898 FALSE 3.259744 TRUE
7.395556 FALSE 4.113161 TRUE
3.890307 FALSE 2.633534 FALSE
5.247898 FALSE 3.259444 TRUE
5,247898 TRUE 3.259444 TRUE



Table B.57 Factorial Analysis of Variance: Left Wall Flatness of Lost Foam Low Expansion Castings
(all)

Number of Factors Number of Replicates
Factor Levels
G=Gating 2
O=Orientation 3
T=Thickness 3

Source
GOT
GO
GT
G
OT
o
T
Error

SS DF MS
0.0002

8.81 E-05
6.74E-05
1.50E-06

0,0002
0.0001
0.0004
0,0009

4
2
2
1
4
2
2

36

4.69E-05
4.41E-05
3.37E-05
1.50E-06
5.93E-05
5,61E-05
0.0002

2.42E-05

F
1.9366
1.8174
1,3911
0.0619
2,4461
2.3155
7,2429

P
0.1254
0.177

0,2618
0,805
0,064

0.1132
0,0023

F F
0.01 significant? 0.05 significant?

3.890307 FALSE 2.633534 FALSE
5.247898 FALSE 3,259444 FALSE
5,247898 FALSE 3.259444 FALSE
7,395556 FALSE 4.113161 FALSE
3.890307 FALSE 2.633534 FALSE “ “
5,247898 FALSE 3.259444 FALSE
5.247898 TRUE 3.259444 TRUE

Total 0,0019 53

II
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Table B.58 Factorial Analysis of Variance: Right Wall Flatness of Lost Foam Low Expansion Castings
(all)

Source
GOT
GO
GT
G
OT
o
T
Error

Total

Ss
0.0026
0.0021
0.0017
0.0005
0.0039
0.0016
0,0133
0.0451

0.0708

Number of Factors Number of Replicates
Factor Levels
G=Gating 2
O=Orientation 3

“T=Thickness 3

DF
4
2
2
1
4
2
2
36

53

MS
0,0006
0.001

0,0008
0.0005
0.001
0,0008
0,0067
0,0013

F
0.516
0,8295
0.6774
0.4222
0,772

0.6393
5.308

P
0,7244
0.4444
0.5143

0.52
0.5506
0.5336
0,0095

F F
0,01 significant? 0.05 significant?

3.890307 FALSE 2,633534 FALSE
5,247898 FALSE 3.259444 FALSE
5.247898 FALSE 3,259444 FALSE
7.395556 FALSE 4.113161 FALSE
3,890307 FALSE 2.633534 FALSE
5,247898 FALSE 3,259444 FALSE
5.247898 TRUE 3.259444 TRUE

.. .
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Table B.59 Factorial halysis of Variance:

Source
GO
G
o

Total

Source
GO
G
o
Error

Total

Source
GO
G
o
Error

Total

Source
GO
G
o
Error

Total

Lost Foam Low Expansion Castings

, (0.25 inch)

Numberof Factors Number ofReplicates
Factor Levels
G=Gating 2
O=Orientation 3

Left Flange Flatness
.’ F

SS DF MS F P 0.01
4.21E415 2 2.llE-05 1.1147 0.3597 6.926598
5.69E-05 1 5.69E-05 3!0118 0.1082 9.3302788
6.54E-05 2 3.27E-05 1.7324 0.2183 6.926598
0.0002 12 1.i39E-05

0.0004 17

Right Flange Flatness
F

SS DF MS F P 0.01
0.0001 2 6.04E-05 0.3291 0.7259 6.926598

2.22E-05 1 2.22E-05 0.1211 0.7339 9.3302788

0.0031 2 0.0016 8.4508 0.0051 6.926598

0.0022 12 0.0002

0.0054 17

Left Wall Flatness
F

SS DF MS F P 0.01
0.0002 2 0.0001 5.4367 0.0209 6.926598

4.67E-Q5 1 4.67E-05 2.2668 0.158 9.3302788
2.33E-06 2 1.17E-06 0.0566 0.9452 6.926598
0.0002 12 2.06E-05

0.0005 “17 1

Right Wall Flatness
F

SS DF MS F P 0.01
0.001 2 0.0005 0.4538 0.6457 6.926598

0.0006 1 0.0006 0.5482 0.4733 9.3302788
0,0035 2 0.0018 1.6136 0.2395 6.926598
o.o13~ 12 0.0011

0.0183 17

F
signitlcant? 0.05 sigmMcant?

FALSE 3.8852903 FALSE
FALSE 4.7472213 FALSE
FALSE 3.8852903 FALSE

significant?
FALSE
FALSE
TRUE

sig,uitlcant?
FALSE
FALSE
FALSE

F
0.05

3.8852903
4.7472213
3.8852903

F
0.05

3.8852903
4.7472213
3.8852903

significant?
FALSE
FALSE
TRUE

signitlcant?
TRUE

FALSE
FALSE

F
sign~lcant? 0.05 significant?

FALSE 3.8852903 FALSE
FALSE 4.7472213 FALSE
FALSE 3.8852903 FALSE
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Source
GO
G
o
Error

Total

Source
GO
G
o
Error

Total

Source
GO
G
o
Error

Total

Go
G
o
Error

Table B.60 Factorial Analysis of Variance:
Lost Foam Low Expansion Castings

(0.25 inch)

SS DF MS F
0.0096 2 0.0048 2.2083
0.0083 1 0.0083 3.809
0.0088 2 0.0044 2.0252
0.026 12 0.0022 ~

0.0526 17 ..

SS DF MS F
0.0002 2 7.98E-05 0.3691
0.000p 1 0.0008 3.7416
0.0024 2 0.0012 5.493
0.0026 12 0.0002

0.0059 17

SS DF MS
0.0003 2 0.0002

2.33E+5 1 2.33E-05
4.19E-05 2 2.09E-05

0.0007 12 6.22E-05

0.001} 17

SS DF MS
0.0018 ‘ 2 0.0009
0.0012 1 0.0012
0.0026 2 0.0013

,o.o12q 12 0.001

0.0179 17

Height
F F

P 0.01 signitlcant? 0.05 significant?
0.1525 6.926598 FALSE 3.8852903 FALSE
0.0747 9.3302788 FALSE 4.7472213 FALSE
0.1747 6.926598 FALSE 3.8852903 FALSE

I
Length

F F
P 0.01 significant? 0.05 significant?

0.6989 6.926598 FALSE 3.8852903 FALSE
0.077 9.3302788 FALSE 4.7472213 FALSE
0.0202 6.926598 FALSE 3.8852903 TRUE

Left Casting Angle
F F

F P 0.01 significant? 0.05 significant?
2.5673 0.118 6.926598 FALSE 3.8852903 FALSE
0.3754 0.5515 9.3302788 FALSE 4.7472213 FALSE
0.3365 0.7208 6.926598 FALSE 3.8852903 FALSE

Right Casting Angle
F F

F
)

P 0.01 signMcant? 0.05 signMcant?
0.8531 0.4504 6.926598 FALSE 3.8852903 FALSE
1.169 0.3009 9.3302788 FALSE 4.7472213 FALSE
1.2592 0.3188 6.926598 FALSE 3.8852903 FALSE

.,._... . .. .,,. -.. ..> ,,, ,, .. ... . ...,..,., ........ . .. . . . .,-,<.+- . .. ... . ,..., ,.,< —.. .



Source
GO
G
o
Error

Total

Source
GO
G
o
Error

Total

Table B.61 Factorial Analysis of Variance:
Lost Foam Low Expansion Castings “

(0.25 inch) .

Numberof Factors
Factor
G=Gating
O=Orientation

SS DF MS F
0.0056 2 0.0028 1.5301

5.20E-05 1 5.20E-05 0.0284
0.0052 2 0.0026 1.4118
0.022 12 0.0018

0.0328 17

SS DF MS F
o.oo5@ 2 0.0029 7.6652

1.99E-05 1 1.99E-05 0.0523
0.0017 2 0.0009 2.2622
0.0046 12 0.0004

0.0121 17

Numlxx of Replicates
Levels

2
3

Parallelism

F F ..
P 0.01 significant? 0.05 significant?

0.2559 6.926598 FALSE 3.8852903 FALSE
0.8691 9.3302788 FALSE 4.7472213 FALSE
0.2814 6.926598 FALSE 3.8852903 FALSE

Thickness
F F

P 0.01 significant? 0.05 significant?
0.0072 6.926598 TRUE 3.8852903 TRUE
0.8229 9.3302788 FALSE 4.7472213 FALSE
0.1467 6.926598 FALSE 3.8852903 FALSE

.
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Source
GO
Gi

o
Error

Total

Source
GO
G
o
Error

Total

Source
GO
G
o
Error

Total

Source
GO
G
o
Error

Table B.62 Factorial AnaIysis of Variance:
Lost Foam Low Expansion Castings

(0.50 inch)

Numkr of Factors Number of Replicates
Factor Levels
G=Gating 2
O=Orientation 3

Left Flange Flatness
F F

SS DF MS F P 0.01 signitlcant? 0.05 sig@cant?
8.33E-~6 2 4.17E-06 0.0707 0.9321 6.926598 FALSE 3.8852903 FALSE
5.00E-05 1 5.00E-05 0.8483 0.3752 9.3302788 FALSE 4.7472213 FALSE
0.0004 2 0.0002 3.0094 0.0872 6.926598 FALSE 3.8852903 FALSE
0.0007 12 5.89E-05

0.0011 17

Right FIange Flatness
F F

SS DF MS F P 0.01 significant? 0.05 significant?
0.0035 2 0.0017 4.9576 0.027 6.926598 FALSE 3.8852903 TRUE
0.0043 1 0.0043 12.3498 0.0043 9.3302788 TRUE 4.7472213 TRUE
0.004 2 0.002 5.6589 0.0186 6.926598 FALSE 3.8852903 TRUE

o.oo4i 12 0.0004

0.016 17

SS DF MS
1.30E45 2 6.50E-06

o 1 0
8,33E-f16 2 4.17E-06
O.000~ 12 1.29E-05

0.0002 17

SS DF MS
0.0003 2 0.0001
0.0004 1 0.0004
0.0007 2 0.0003
0.0056 12 0.0005

Total 0.006$ 17

Left Wall Flatness
F

F P 0.01
0.5043 0.6162 6.926598

8. IIE-28 1 9.3302788
0.3233 0.7299 6.926598

Right Wall Flatness
F

F P 0.01
0.2815 0.7595 6.926598
0.8413 0.3771 9.3302788
0.7022 0.5148 6.926598

F
signiilcant? 0.05 signitlcant?

FALSE 3.8852903 FALSE
FALSE 4.7472213 FALSE
FALSE 3.8852903 FALSE

F
significant? 0.05 significant?

FALSE 3.8852903 FALSE
FALSE 4.7472213 FALSE
FALSE 3.8852903 FALSE

-.=-~ ---.=. .,?----- ,,.-,. . . .. .. _._. . ._ —.-—. .



Source
GO
G
o
Error

Total

Source
GO
G
o
Error

Total

Source
GO
G
o
Error

Total

Source
GO
G
o
Error

Table B.63 Factorial Analysis of Variance:
Lost Foam Low Expansion Castings

(0.50 inch)

Numberof Factors Number of Replicates
Factor
G=Gating
O=Orientation

SS DF MS
0.0096 2 ‘ 0.0048
0.0083 1 0.0083
0.008$ 2 0.0044
0.026 12 0.0022

0.0526 17

SS DF MS
0.0005 2 0.0003
0.0002 1 0.0002
0.0029 2 0.0014
0.0005 12 4.08E-05

o.oo4f 17

SS DF MS
2.70E437 2 1.35E-07
2.88E-06 1 2.88E-06
5.50EJJ6 2 2.75E-06
1.01E-05 12 8.41E-07

1.87E-05 17

SS DF MS
0.0002 2 8.52E-05
0.0002 1 0.0002
0.000B 2 0.0004
0.0066 12 0.0005

Total 0.0077 17

. Levels
2

3

Height
< F F

F P 0.01 sigtilcant? 0.05 si~lcant?
2.2083 0.1525 6.926598 FALSE 3.8852903 FALSE
3.809 0.0747 9.3302788 FALSE 4.7472213 FALSE
2.0252 0.1747 6.926598 FALSE 3.8852903 FALSE

Length
F F

F P 0.01 significant? 0.05 significant?
6.627 0.0115 6.926598 FALSE 3.8852903 TRUE

4.0794 0.0663 9.3302788 FALSE 4.7472213 FALSE
35.2632 9.45E-06 6.926598 TRUE 3.8852903 TRUE

Left Casting hgle
F F

F P 0.01 signitlcant? 0.05 significant?
0.1606 0.8534 6.926598 FALSE 3.8852903 FALSE
3.4263 0.0889 9.3302788 FALSE 4.7472213 FALSE
3.2736 0.0734 6.926598 FALSE 3.8852903 FALSE

Right Casting Angle
F F

F P 0.01 significant? 0.05 significant?
0.1578 0.8558 6.926598 FALSE 3.8852903 FALSE
0.3881 0.545 9.3302788 FALSE 4.7472213 FALSE
0.7449 0.4955 6.926598 FALSE 3.8852903 FALSE

<.. 7-,-. . . .. . ........ ... ,,,.., .,- .,--x- . . . . . . . . . . —,—. . ..4. —.—



Source
GO
G
o
Error

Total

Source
GO
G
o
Error

Total

Ss
0.0049
0.0037
0.0007
0.014$

0.0239

Ss
0.0088

7.36 E-f16
0.0042
0.0156

Table B.64 Factorial Analysis of Variance:
Lost Foam Low Expansion Castings

(0.50 inch)

Number of Factors
Factor
G=Gating
O=Orientation

DF MS
2 0.0025
1 0.0037
2 0.0004
12 0.0012

17

DF MS
2 0.0044
1 7.36E-06
2 0.0021
12 0.0013

0.0287 17

F
2.0413
3.0491
0.3074

F
3.3953
0.0057
1.613

Number of Replicates
Levels

2
3

Parallelism <

.-F F
P 0.01 significant? ; 0.05

0.1726 6.926598 FALSE 3.8852903
0.1063 9.3302788 FALSE . 4.7472213
0.741 6.926598 FALSE 3.8852903

Thickness
F F

P 0.01 significant? 0.05
0.0678 6.926598 FALSE 3.8852903
0.9413 9.3302788 FALSE 4.7472213
0.2396 6.926598 FALSE 3.8852903

significant?
FALSE
FALSE
FALSE

significant?
FALSE
FALSE
FALSE

.. — ..— .— . .—..- .. ....+



Table B.65 Factorial &MIysis of Variance

Source
GO
G
o
Error

Total

Source
GO
G
o
Error

Total

Source
GO
G
o
Error

Total

Source
GO
G
o
Error

Lost Foam Low Expansion Castings
(0.75 inch)

Numb& of Factors Number of Replicates
Factor Levels
G=Gating 2
O=Orientation 3

Left Flange Flatness
F

SS DF MS F P 0.01
0.0001 2 6.81E-05 2.6923 0.1082 6.926598
0.0001 1 0.0001 4.6505 0.052 9.3302788
0.0003 2 0.0002 6.0725 0.0151 6.926598
0.0003 12 2.53E-05

0.0009 17

Right Flange Flatness
F

SS DE MS F P 0.01
0.1399 2 0.07 3.2531 0.0743 6.926598
0.0895 1 0.0895 4.1596 0.064 9.3302788
0.1099 2 0.055 2.5554 0.119 6.926598
0.2581 12 0.0215

0.5974 17

Left Wall Flatness
F

SS DF MS F P 0.01.
3.88E-05 2 1.94E-05 0.4943 0.6219 6.926598
2.22E-05 1 2.22E-05 0.5666 0.4661 9.3302788

0.0003 2 0.0002 4.3187 0.0387 6.926598
0.0005 12 3.92E-05

0.0009 17

Right Wail Flatness
F

SS DF MS F P 0.01
0.0034 2 0.0017 0.7757 0.4822 6.926598
0.0012 1 0.0012 0.5616 0.4681 9.3302788
0.0013 2 0.0006 0.2912 0.7525 6.926598
0.0264 12 0.0022

F
sign~lcant? 0.05 significant?

FALSE 3.8852903 FALSE
FALSE 4.7472213 FALSE
FALSE 3.8852903 TRUE

F
siguitlcant? 0.05 signiilcant?

FALSE 3.8852903 FALSE
FALSE 4.7472213 FALSE
FALSE 3.8852903 FALSE

F
si@tlcant? 0.05 ‘sigrMcant?

FALSE 3.8852903 FALSE
FALSE 4.7472213 FALSE
FALSE 3.8852903 TRUE

F
signitlcant? 0.05 Sitilcant?

FALSE 3.8852903 FALSE
FALSE 4.7472213 FALSE
FALSE 3.8852903 FALSE

Total 0.0323 17



Table B.66 Factorial Analysis of Variance:
Lost Foam Low Expansion Castings

(0.75 inch)

Source SS DF MS
GO 0.0119 2 0.006
G 0.0015 1 0.0015
0 0.0047 2 0.0023
Error

Total

Source

1.0029 12 0.0002

0.021 17

SS DF MS
GO 1.42E-05 2 7.12E-06
G 4.29E-05 1 4.29E-05
o 0.0002 2 0.0001
Error 0.0015 12 0.0001

Total 0.0018 17

Source SS DF MS
GO 4.00E-05 2 2.00E-05
G 5.01E-06 1 5.01 E-06
o 1.71E-05 2 8.53E-06
Error 1.52E-05 12 1.26E-06

Total 7.73E-05 17

) Source SS DF MS
GO 1.52E-05 2 7.59E-06
G 1.66E-05 1 1.66E-05
o 6.45E-~5 2 3.22E-05
Error 0.000$3 12 7.43E-05

Total 0.001 17

Height
F

F P 0.01
24.5254 5.77E-05 .6.926598
6.3565 0.0268 9.3302788
9.6696 0.0032 6.926598

Length
F

F P 0.01
0.056 0.9458 6.926598
0.337 0.5723 9.3302788
0.908 0.4293 6.926598

Left Casting Angle
F

F P 0.01
15.8325 0.0004 6.926598
3.967 0.0697 9.3302788

6.7468 0.0109 6.926598

Right Casting Angle
F

F P 0.01
0.1021 0.9037 6.926598
0.2237 0.6447 9.3302788
0.4337 0.6579 6.926598

F
signiticaut? 0.05

TRUE 3.8852903

FALSE 4.7472213
TRUE 3.8852903

F
si~lcant? 0.05

FALSE 3.8852903
FALSE 4.7472213
FALSE 3.8852903

F
significant? 0.05

TRUE 3.8852903
FALSE 4.7472213
FALSE 3.8852903

F
significant? 0.05

FALSE 3.8852903
FALSE 4.7472213
FALSE 3.8852903

si~ificant?
TRUE
TRUE
TRUE

signitlcant?
FALSE
FALSE
FALSE

significant?
TRUE

FALSE
TRUE

si@lcant?
FALSE
FALSE
FALSE

-r!!-- $., , . . . . ,. -e. .. . . . . . . . . . . . . . . ,.,. ~,.:. . .
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Source
Go
G
o
Error

Total

Source
GO
G
o
Error

Total

Table B.67 Factorial Analysis of Variance:
Lost Foam Low Expansion Castings

(0.75 inch)

Numl.xxof Factors Number ofReplicates
Factor Levels ‘
G=Gating 2
O=Orientation 3

Parallelism .“

F
SS DF MS F’ P ““ 0.01 significant

0.0005 2 0.0002 0.5048 0.6159 6.926598 FALSE 1

3.64E-05 1 3.64E-05 0.0792 0.7832 9.3302788 FALSE
0.0008 2 0.0004 0.9219 0.4242 6.926598 FALSE
0.0055 12 0.0005

0.0069 17
Thickness

F
SS DF MS F P 0.01 significant?

0.0061 2 0.0031 22.3388 0.0072 6.926598 TRUE
0.0007 1 0.0007 5.2988 0.8229 9.3302788 FALSE
0.0029 2 0.0014 10.5852 0.1467 6.926598 TRUE
0.0016 12 0.0001

F
0.05

3.8852903
4.7472213
3.8852903

F
0.05

3.8852903
4.7472213

3.8852903

significant?
FALSE
FALSE
FALSE

significant?
TRUE
TRUE
TRUE

.-a
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Source
GOT
GO
GT
G
OT
o
T
Error

Total

Table B.69 Factorial Analysis of Variance: Height of Lost Foam Silica Sand Castings
(all)

Number of Factors Number of Replicates
Factor Levels
G=Gating 2
O=Orientation 3
T=Thickness 3

Ss
0,0177
0.013
0,0008
0.0015
0.0068
0.0061
0.1018
0,0204

0,1332

DF MS
4 0,0044
2 0.0065
2 0.0004
1 0.0015
4>0,0017

2 0.003
2 0.0509
36 0.0006

53

F
7.7947
11,4652
0.7462
2,7087
3.0185
5,3521
89.8565

P
0.0001
0.0001
0.4813
0.1085
0,0303
0,0092

loOIE-14

F F
0.01 significant? 0.05 significant?

3.890307 TRUE 2.633534 TRUE
5.247898 TRUE 3.259444 TRUE
5.247898 FALSE 3.259444 ‘ FALSE ‘ P
7.395556 FALSE 4.113161 FALSE
3,890307 FALSE 2.633534 TRUE
5,247898 TRUE 3.259444 TRUE
5.247898 TRUE 3.259444 TRUE

—
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Source
GOT
GO
GT
G
OT
o
T
Error

Table B.71 Factorial Analysis of Variance: Parallelism of Lost Foam Silica Sand Castings
(all)

Number of Factors Number of Replicates
Factor Levels
G=Gating 2
O=Orientation 3
T=Thickness 3

Ss
0.0029
0.0034
0.0151
0.0074
0,0149
0,0022
0.1887
0.0187

DF
4
2
2
1
4
2
2
36

Total 0,2534 53

MS
0.0007
0,0017
0,0075
0.0074
0.0037
0,0011
0,0944
0,0005

F
1.4093
3.2427
14.4775
14.2065
7.1702
2.1543

181,2317

F F
P 0.01 significant? 0.05 significant?

0.2506 3.890307 FALSE 2.633534 FALSE
0.0507 5.247898 FALSE 3.259444 FALSE

2.43E-05 5,247898 TRUE 3.259444 TRUE
0.0006 7.395556 TRUE 4.113161 TRUE
0.0002 3.890307 TRUE 2.633534 TRUE
0.1307 5.247898 FALSE 3.259444 FALSE

1,61E-19 5.247898 TRUE 3.259444 TRUE

.



Table B.72 Factorial Analysis of Variance: Left Casting Angle of Lost Foam Silica Sand Castings
(all),.,

;:,
1

Source
GOT
GO
GT
G
OT
o
T
Error

Total

Number of Factors Number of Replicates
Factor Levels
G=Gating 2
O=Oflentation 3
T=Thickness 3

SS DF
0.0001 4

5,32E-05 2
2.58E-05 2
4,39E-05 1
5.51E-05 4
8.25E-05 2
0,0001 2
0,0005 36

0.0011 53

MS
3.39E-05
2.66E-05
1.29E-05
4.39E-05
1.38E-05
4,12E-05
7,13E-05
1.47E-05

F
2.3151
1.8161
0,8798
2.9985
0.941

2,8148
4.8647

P
0.076

0.1772
0,4236
0.0919
0.4515
0,0731
0.0135

F F
0.01 significant? 0.05 significant?

3.890307 FALSE 2.633534 FALSE
5.247898 FALSE 3.259444 FALSE
5.247898 FALSE 3,259444 FALSE
7.395556 FALSE 4.113161 FALSE
3.890307 FALSE 2.633534 FALSE
5.247898 FALSE 3,259444 FALSE
5.247898 FALSE 3.259444 TRUE

.
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Table B.73 Factorial Analysis of Variance: Right Casting Angle of Lost Foam Silica Sand Castings
(all)

Source
GOT
GO
GT
G
OT
o
T
Error

Ss
0,0184
0.009

0.0014
0.0004
0.0026
0.0016
0.1021
0.0074

Number of Factors Number of Replicates
Factor Levels
G=Gating 2
O=Orientation 3
T=Thickness 3

DF MS
4 0.0046
2 0,0045
2 0.0007
1 0.0004
4 0,0006
2 0,0008
2 0,051

36 , 0,0002

F
22,3856
21.7871
3,5252
1,9512
3.1607
3.7821

248.5019

F F“
P 0.01 significant? 0.05 significant?

2.38E-09 3.890307 TRUE 2.633534 TRUE
6.30E-07 5.247898 TRUE 3.259444 TRUE

0.04 5.247898 FALSE 3,259444 TRUE
0.171 7.395556 FALSE 4.113161 FALSE

0,0252 3.890307 FALSE 2.633534 TRUE
0,0323 5,247898 FALSE 3.259444 TRUE

8,56E-22 5,247898 TRUE 3.259444 ‘“TRUE ‘ ‘

Total 0,1428 53

—
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Table B.74 Factorial Analysis of Variance: Left Flange Flatness of Lost Foam Silica Sand Castings
(all)

Source
GOT
GO
GT
G
OT
o
T
Error

Number of Factors Number of Replicates
Factor Levels
G=Gating 2
O=Orientation 3
T=Thickness 3

SS DF MS
0,0001 4 2,71 E-05

7.81 E-05 2 3.91E-05
0.0002 2 9.09E-05

4,27E-05 1 4.27E-05
9.23E-05 4 2.31 E-05
0.0006 2 0.0003

6.86E-05 2 3,43E-05
0,0012 36 3.44E-05

Total ‘ 0.0024 53

F
0,7888
1.1363
2.6444
1.2414
0,6713
9.2365
0,9978

P
0.5401
0,3322
0.0848
0,2726
0,6162
0,0006
0,3786

F F
0.01 significant? 0.05 significant?

3.890307 FALSE 2.633534 FALSE
5.247898 FALSE 3.259444 FALSE
5.247898 FALSE 3.259444 FALSE
7.395556 FALSE 4.113161 FALSE
3.890307 FALSE 2.633534 FALSE
5.247898 TRUE 3.259444 TRUE
5.247898 FALSE 3.259444 FALSE

I

I
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Table B.75 Factorial Analysis of Variance: Right Flange Flatness of Lost Foam Silica Sand Castings
(all)

●

.,

Source
GOT
GO
GT
G
OT
o
T
Error

Total

“ Ss
0.0805
0,063
0.0483
0.0455
0.0516
0,0653
0.1307
0.2645

Number of Factors
_ Factor

G=Gating
O=Orientation
T=Thickness

0.7495

DF
4
2
2
1
4
2
2
36

53

MS
0.0201
0.0315
0,0241
0.0455
0,0129
0.0327
0,0654
0,0073

F
2.74

4,2875
3.2857
6.1969
1.7574
4,4467
8,8957

Number of Replicates
Levels

2
3
3

f---

P
0,0435
0.0214
0,0489
0.0176
0,1589
0.0188
0,0007

F F
0.01 significant? 0.05

3.890307 FALSE 2.633534
5,247898 FALSE 3,259444
5.247898 FALSE 3.259444
7.395556 FALSE 4.113161
3,890307 FALSE 2.633534
5,247898 FALSE 3.259444
5,247898 TRUE 3.259444

significant?
TRUE
TRUE
TRUE
TRUE
FALSE
TRUE
TRUE



Source
GOT
GO
GT
G
OT
o
T
Error

Table B.76 Factorial Analysis of Variance: Left Wall Flatness of Lost Foam Silica Sand Castings
(all)—

Total

.. Number of Factors Number of Replicates
Factor Levels
G=Gating 2
O=Orientation 3
T=Thickness 3

SS DF
0.0002 4

8.81E-05 2
6.74E-05 2
1.50E-06 1
0.0002 4
0,0001 2
0.0004 2
0,0009 36

0.0019 53

MS
4.69E-05
4.41 E-05
3.37E-05
1.50E-06
5,93E-05
5.61E-05
0.0002

2.42E-05

F
1.9366
1.8174
1.3911
0.0619
2.4461
2.3155
7.2429

P
0.1254
0.177

0.2618
0.805
0,064

0.1132
0.0023

F F
0.01 significant? 0.05 significant?

3,890307 FALSE 2.633534 “ FALSE
5.247898 FALSE 3,259444 FALSE
5.247898 FALSE 3.259444 FALSE
7.395556 FALSE 4.113161 FALSE
3.890307 FALSE 2.633534 FALSE
5,247898 FALSE 3.259444 FALSE
5.247898 TRUE 3,259444 TRUE



.,: Table B.77 Factorial Analysis of Variance: Right Wall Flatness of Lost Foam Silica Sand Castings
(all)

Source
GOT
GO
GT
G
OT
o
T
Error

Total

Number of Factors
Factor

G=Gating
O= Orientation
T=Thickness

SS DF
0.0026 4
0.0021 2
0.0017 2
0.0005 1
0.0039 4
0.0016 2
0.0133 2
0,0451 36

0,0708 53

MS
0.0006
0.001

0,0008
0.0005
0.001

0.0008
0.0067
0,0013

F
0.516

0.8295
0.6774
0.4222
0.772
0.6393
5,308

Number of Replicates
Levels

2
3
3

P
0.7244
0.4444
0.5143
0.52

0,5506
0.5336
0,0095

F F
0.01 significant? 0.05 significant?

3.890307 FALSE 2.633534, FALSE
5.247898 FALSE 3.259444 FALSE
5,247898 FALSE 3.259444 FALSE
7.395556 FALSE 4.113161 FALSE
3.890307 FALSE 2.633534 FALSE
5.247898 FALSE 3.259444 FALSE
5,247898 TRUE 3.259444 TRUE



Source
Go
G
o
Error

Total

Source
Go
G
o
Error

Total

Source
Go
G
o
Error

Total

Source
Go
G
o
Error

Total

Table B.78 Factorial Analysis of Variance:
Lost Foam Silica Sand Castings

(0.25 inch)

Nu.nker of Factors Number of Replicates
Factor Levels
G=Gating 2
O=Orientation 3

Left Flange Flatness
F

SS DF MS F P 0.01 signitlcant?
0.0001 4 3.64E-05 2.2837 0.1002 4.579022 FALSE
6.90E-05 2 3.45E-05 2.1651 0.1437 6.012897 FALSE
0.0002 2 8.14E45 5.1093 0.0175 6.012897 FALSE
0.0003 18 1.59E-05

0.0007 26

Right Flange Flatness
F

SS DF MS F P 0.01 significant?
0,0053 4 0.0013 0.5215 0.7211 4.579022 FALSE
0.0035 2 0.0018 0.6934 0.5128 6.012897 FALSE
0.0034 2 0.0017 0.6727 0.5227 6.012897 FALSE
0.046 18 0.0026

0.0583 26

Left Wall Fiatness
F

SS DF MS F P 0.01 signiilcant?
2.77E-05 4 6.93E-06 0.3929 0.811 4.579022 FALSE
9.19E-06 2 4.59E-06 0.2605 0.7735 6.012897 FALSE
2.96E-05 2 1.48E-05 0.8403 0.4478 6.012897 FALSE

0.0003 18 1.76E-05

0.0004 26
I

Right Wa.UFlatness
F

SS DF MS F P 0.01 signifkant?
0.0019 4 0.0005 1.5623 0.2271 4.579022 FALSE
0.0007 2 0.0003 1.0697 0.364 6.012897 FALSE
0.0015 2 0.0007 2.3988 0.1192 6.012897 FALSE
0.0056 18 0.0003

0.0097 26

F
0.05 significant?

2.927749 FALSE
3.554561 FALSE
3.554561 TRUE

L

F
0.05 siguitlcant?

2.927749 FALSE
3.554561 FALSE
3.554561 FALSE

F
0.05 significant?

2.927749 FALSE
3.554561 FALSE
3.554561 FALSE

F
0.05 >significant?

2.927749 FALSE
3.554561 FALSE
3.554561 FALSE



Table B.79 Factorial &mlysis of Variance:

Lost Foam Silica Sand Castings
(0.25 inch)

NumberofFactors Number of Replicates
Factor Levels
G=Gating 2
O=orientation 3

Height
F F

0.01 siguiiicant? 0.05 significant?
4.579022 TRUE 2.927749 TRUE
6.012897 FALSE 3.554561 FALSE
6.012897 FALSE 3.554561 TRUE

SS DF MS
o.03i6 4 0.0079
0.0086 2 0.0043
0.0141 2 0.0071
0.0218 18 0.0012

F
6.5195
3.5415
5.8292

P
0.002
0.0505
0.0112

Source
Go
G
o
Error

Total 0.0762 26

Length
F F

0.01 Signif--cant? 0.05 signiilcant?
4.579022 FALSE 2.927749 TRUE
6.012897 FALSE 3.554561 FALSE
6.012897 FALSE 3.554561 TRUE

Source
Go
G
o
Error

Total

SS DF MS
0.3633 4 0.0908

0.0137 2 0.0068

0,2588 2 0.1294

0.5417 18 0.0301

F
3.0186

0.2272

4.3

P
0.0455
0.799
0.0298

1.1775 26

Left Casting Angle
F

F P 0.01
2.2304 0.1063 4.579022

1.6569 0.2185 6.012897

1.3169 0.2926 6.012897

F
siguii?cant?

FALSE
FALSE
FALSE

0.05 signflcant?
2.927749 FALSE
3.554561 FALSE
3.554561 FALSE

Source
Go
G
o
Erro~

Total

Ss
0,0002

6.20E-05
4.93E-05

0.0003

DF
4
2
2
18

MS
4.17E-05

3.1OE-O5

2.46E-05

1.87E-05
..

0.0006 26
.’

Right Casting Angle
F

F P 0.01
15.0229 1.46E-05 4.579022

2.8134 0.0865 6.012897

0.8909 0.4276 6.012897

F ,’

0.05 signitlcant?
2.927749 TRUE

3.554561 FALSE
3.554561 FALSE

Source
Go
G
o
Error

Total

Ss
0.0331
0.0031
0.001

0.0099

DF
.4

2
2
18

Ms
0.0083

0.0016

0.0005

0.0006

signiilca.nt?
TRUE

FALSE
FALSE

0.0471 26

--r-, -- ,.. . .,, ,.-. -., ..,vm.— . . . . . . . . . . . . . .,,
——— . . . ..-



Source
Go
G
o
Error

Total

Source
Go
G
o
Error

Total

Table B.80 Factoti Analysfi of V*ce:
Lost Foam Silica Sand CaS@Y

(0.2s inch)

Number of Factors NumberofReplimtes

Factor Levels

G=Gating 2
O=Orien@tion 3

Parallelism
F

F P 0.01ss DF Ms sign-tilcmt?

0,020s 4 0.0052 3.6063 0.0251 4.579022 FALSE

0.0227 2 0.0114 7.S834 0.0035 6.012897 ~m

0.0042 2 0.0021 1.4484 0.2611 6.012897 FALSE

0.0259 18 0.0014 .

0.0736 26

ThiclMms
F

F P 0.01ss DF ~ sifllc

97.5895 6.03E-12 4.579022
~~

0.0355 4 0.0089
0.0208 2 0.0104 114.1509 5.95E-11 6.012897 ~;

0.0197 2 0.0099 108.2233 9.2=-11 6.012897
0.0016 18 9.1OE45 I

0.0777 26
I



Table B.81 Factorial Analysis of Variance:

Source
Go
G
o
Error

Total

Source
GO
G
o
Error

Total

Source
GO
G
o
Error

Total

Source
GO
G
o
Error

Total

Lost Foam Silica Sand Castings
(0.50 inch)

Number of Factors

Factor
G=Gating

O=Orientation

ss DF MS F
0.0002 2 7.65E-05 2.8389
0.0001 1 0.0001 4.916
0.0002 2 7.99E-05 2.9682
0.0003 12 2.69E-05

0.0008 17

ss DF MS F
6.15E-05 2 3.07E-05 0.2451

0.QO05 1 0.0005 3.6286
0.0002 2 0.0001 0.919
0.0015 12 1.00E-04 ‘

0.0023 17

ss DF MS F
0.0006 2 0.0003 3.123
0.0003 1 0.0003 2.5752
0.0002 2 8.03E-05 0.8097
0.0012 12 9.92E-05

0.0022 17

ss DF MS F
2.37E-05 2 1.18E-05 0.3544
2.56E-05 1 2.56E-05 0.7657
8.82E-05 2 4.41 E-05 1.3207
0.0004 12 3.34E-05

0.0005 17

Number of Replicates
Levels

2
3

Height “
F

P 0.01
0.0978 6.926598
0.0467 9.330279
0.0897 6.926598

Length
F

P 0.01
0.7865 6.926598
0.081 9.330279

4.25E-01 6.926598

Parallelism
F

P 0.01
0.0809 6.926598
0.1345 9.330279
0.4679 6.926598

Thickness
F

P 0.011
0.7087 6.926598
0.3987 9.330279
0.3031 6.926598

I

significant?
‘FALSE I
FALSE
FALSE

(. I

I

significant
FALSE I

FALSE
FALSE ,

I

significz
FALS ‘
FALS
FALS I

signif
FAI ‘
FA
F} ‘



Table B.82 Factorial Analysis of Variance:

Source
GO
G
o
Error

Total

Source
GO
G
o
Error

Total

Source
GO
G
o
Error

Total

Source
GO
G
o
Error

Total

Lost Foam Silica Sand Castings
(0.50 inch)

Number of Factors Number of Replicates
Factor

G=Gating

O=Orientation

SS DF MS
8.33E-06 2 4.17E-06
5.00E-05 1 5.00E-05

0.0004 2 0.0002
0.0007 12 5.89E-05

0.0011 17

SS DF MS
0.C)035 2 0.0017
0.0043 1 0.0043
0.004 2 0.002

0.0f)42 12 0.0004

0.016 17

SS DF MS
1.30E-05 2 6.50E-06

010
8.33E-06 2 4.17E-06

0.0002 12 1.29E-05

0.0002 17

SS DF MS
0.0003 2 0.0001
0.0004 1 0.0004
0.0007 2 0.0003
0.0056 12 0.0005

0.0069 17

Levels
2
3

Left Flange Flatness ~
F

F P 0.01
0.0707 0.9321 6.926598
0.8483 0.3752 9.330279
3.0094 0.0872 6.926598

Right Flange Flatness
F

F P 0.01
4.9576 0.027 6.926598
12.3498 0.0043 9.330279
5.6589 0.0186 6.926598

Left Wall Flatness
F

F P 0.01
0.5043 0.6162 6.926598

8.1IE-28 1 9.330279
0.3233 0.7299 6.926598

Right Wall Flatness
F

F P ,0.01
0.2815 0.7595 6.926598
0.8413 0.3771 9.330279
0.7022 0.5148 6.926598

F
significant? ()@

FALSE 3.885
FALSE 4.747;
FALSE 3.885

[

FI
significant? 0.0.

FALSE 3.88:
TRUE 4.747
FALSE 3.88!

F
significant? 0.(

FALSE 3.88
FALSE 4.74;
FALSE 3.88

[

significant? 0.
FALSE ,.3.8[
FALSE 4.74 ‘

FALSE 3.8:

.,-T --- .,, ,,, ,,, x -,>,. >..,, z =-XI.V
—



source
GO
G
o
Error

To~{

source
GO
G
o
ErK)r

Total

I

–’””’~...

Table B.83 Factorial Analysis of Variance:
Lost Foam Silica Sand Ca#ings

(0.50 inch)

Number of FactO~ Number of Replicates

Factor
Levels

.
G=Gdit’Ig L

O=Orientation 3

Left Casting Angle
F.

F P 0.01 significant?
ss DF MS

2.50E-05 2 1.25E-05 1.8202
0.204 6.926598 FALSE

1.15E-05 1 1.15E-05 ~.6696
0.2206 9.330279 FALSE

7.48E-05 2 3.74E-05 5.4527
0.0207 6.926598 FALSE

8.23E-05 12 6.86E-06
“

2.()()E-()4 17

Right Casting Angle
F

F P 0.01 significar
ss DF Ms

7.52E-06 2 3.76E-06 0.1056
0.9006 6.926598 FALSE

3.07E-05 1 3.07E-05 0.8606
0.3718 9.330279 FALSE ,

6.58E-05 2 3.29E-05 0.9236
0.4236 6.926598 FALSE

0.0004 12 3.56E-05

1

0.QO05 17

.-

————’———————_— 1

——



Source
GO
G
o
Error

Total

Source
GO
G
o
Error

Source
GO
G
o
Error

Total

Source
.. GO

G
. 0

Error

Table B.84 Factorial Analysis of Variant=
Lost Foam Silica Sand Ca<lngs

(0.75 inch) 1

Number of Factom Number of Replicates ‘1
Factor

G=Gating

O=Orientation

ss DF Ms
0.0004 2 0.0002
0.0001 1 0.0001
0.0013 2 0.0006
0.0014 12 0.000fi

0.0033 17

ss DF MS
9.42E-05 2 4.71E-05
6.78E-05 1 6.78E-05
5.26E-06 2 2.63E-06

0.0001 12 1.’l7E-O5

0.0003 17

ss DF Ms
5.60E-06 2 2.80E-06
3.00E-04 1 3&~;;4

0.0023 2
0.0008 12 7.04E-05

0.0035 17

ss DF Ms
0.0002 2 7.55E-05
0.0001 1 0.0001
0.0014 2 0.0007
0.0013 12 0.0001

Levels
2
3

Height -
F

F P 0.01 significant?
1.8332 2.02E-01 6.926598 FALSE
0.8333 0.3793 9.330279 FALSE
5.3338 0.022 6.926598 FALSE I

1
Thickness

F 1

F P 0.01 significar
4.0103 4.64E-02 6.926598 FALSE ‘
5.7757 0.0333 9.330279 FALSE
0.2241 0.8025 6.926598 FALSI ‘

1

Parallelism
F

1

F P 0.01 signifi , ,
0.0398 0.9611 6.926598 FAl
4.0336 0.0677 9-330279 FA’ ,
16.6647 0.0003 6.926598 TF

Length 1
F

F P 0.01 sig ,
0.6796 0.5253 6.926598
0.9669 0.3449 9.330279 ,
6.4315 0.0126 6.926598

Total 0.003 17



Source
GO
G
o
EffOr

Total

source
GO
G
o
Eflor

Told

Table B.85 Factorial Analysis of Variance:
LoS Foam Silim Sand Ca~ings~0.75 inch)

Number of Facto@
Number of Replicates

Levels

Factor
G.Ga~ng
~=onentation

z
3

Lefi Flange FlaWessF
0.0+

significant?

F
P

6.g26598
FALSE 3

NIS 0.t082 FALSE 4“
Ss DF

z 6.81E-05 2.6923 0.052
g.3302?9

4.6505 6.g26598
FALSE f

().000~ ().000~ ().o15~
0.0001 ‘ ().0002

6.0725 \
C).00Q3
().0003

;2 2.53E-05

Source
GO
G
o
Error

Total

Ss ~:
0.1399
0.0895 1
(3.1099 2
o.258~ 12

Source
GO
G
o
EfiOr

NE
0.07

0.0895
0.055
0.0215

@
s ~F

3.88E-05
z 1.94E-05

2.z?EFo5
, z.22E-05

0.0002
().0003
0.0005

:2 3.92E-05

Right Flange FlaWessF
().01

S@iCi@?

F
P

6.g26598
FALSE

3.25?J~
13.0743

g.330279
FALSE

4.1596
0.064 6.g26598

FALSE

2.5554
0.119

Ss ~’
0.0034
0.0012 ‘
0.0013 2
0.0264 12

Total
0.0323 17

MS
0.0017
(3.0012
0.0006
0.0022

~eti~all Fla~ess
F

0.01
SignifiCaI

F
P FALSE

0.6Z19
6.g26598

(3.4943 g.330279
FALSf

0.5666
0.466~ FALS

0.0387
6.g26598

4.3187

Right Wall Fla~essIF
0.01

signif

F
O;822 6.926598 FA().7757 0;4681

g.330279 ‘p

().5616
0.7525

6.g26598 ‘~

0.2912

——— .



Source
GO
G
o
Error

Total

Source
GO
G
o
Error

Total

Table B.86 Factorial Analysis of Variance:
Lost Foam Silica Sand Castings

(0.75 inch)

Left Casting Angle
F F

SS DF MS F P 0.01 significant? 0.05
1.19E-05 2 5.93E-06 0.521 0.6067 6.926598 FALSE 3.88%
2.28E-07 1 2.28E-07 0.0201 0.8896 9.330279 FALSE 4.7472
2.17E-05 2 1.09E-05 0.9543 0.4125 6.926598. FALSE 3.885:
1.00E-04 12 1.14E-05

2,00E-04 17

Right Casting Angle
F F

SS DF MS F P 0.01 significant? 0.0{

2.38E-05 2 1.19E-05 0.7692
(

0.4849 6.926598 FALSE 3.885
1.00E-04 1 1.00E-04 9.031 0.011 9.330279 FALSE 4.74X
1.70E-05 2 8.52E-06 0.55 0.5909 6.926598 FALSE 3.885
0.0002 12 1.55E-05

0.0004 17

..

.-

. .

.. ——.. — ..... -.



Newman Keuls Test of Means on Mold Type of Thickness Data (all 0.50 inch)

ColName Count Mean Std.Dev. Std.Err.
● F+. . . . . . . . . . . . . . . . . . . . . . . . . . . . ..+ . . . . . . . . . ..+---------

Ml 18 10.1106 0.0111 0.0026
M2 18 10.1151 0.0021 0.0005
M3 18 10.1163 0.0032 0.0007

—---------+----+-–-—+-— -—+

Newman-Keuls’Test
SignificanceLevel:0.05

Variables I MeanDiff ~ CriticalVaIue[Significant
Ml Vs. h42 0.0046 0.0058 NO
Ml Vs. M3 “ 0.0057 0.0074 No
M2 vs. M3 0.0012 0.0058 NO

Newman KeuIs Test of Means on Mold Type of Height Data (all 0.50 inch)

ColName Count Mean Std.Dev. Std.Err.

+ +——---------- ---- + +-— --—

Ml 18 8.8712 0.0159 0.0037
M2 18 8.6424 0.0556 0.0131
M3 18 8.6024 0.0067 0.0016

Newman-Keuk’Test
SignificanceLevel:0.05

Variables I Mean Diff I Critical Value I Significant
Ml Vs. M2 0.2288 0.0288 YES
Ml Vs. M3 0.2688 0.0365 YES
M2 vs. M3 0.0400 0.0288 YES

Newman Keuls Test of Means on Orientation of Length Data (all 0.50 inch)

ColName Count Mean Std.Dev. Std.Err.
+ +---–—–+—.-—..—..— ——- +---—

01 18 6.9081 0.6502 0.1532
02 18 6.9111 0.6594 0.1554
03 18 6.8947 0.6462 0.1523

--------------+--–-i-----–-–-+—— --—i-

Newman-Keuls’Test
SignificanceLevel:0.05

Variables I Mean Diff [ Critical Value I Significant
01 vs. 02 0.0030 0.5594 NO
01 vs. 03 0.0134 0.5594 NO
02 vs. 03 0.0164 0.7069 NO



Newman Keuls Test of Means on Mold Type of Length Data (0.50 inch)

ColName Count Mean Std.Dev. Std.Err.
—---–-----+----+---—+--— ---—+

Ml 18 7.8000 0.0292 0.0069
M2 18 6.4748 0.0155 0.0036
M3 18 6.4390 0.0115 0.0027

-k +-——.-—--—--—-.— + +-.— --—

Newman-Keuls’Test
SignificanceLevek 0.05

Variables I MeanDiff I CriticalValue ISignificant
Ml Vs. M2 1.3252 0.0173 YEs
Ml Vs. M3 1.3611 0.0219 YES
M2 vs. M3 0.0358 0.0173 YEs

Newman Keuls Test of Means on Mold Type of Parallelism Data (0.50 inch)
ColName Count Mean Std.Dev. Std.Err

i- +–——-------—- -—-- + +-— -——

Ml 18 0.0874 0.0274 0.0065
M2 18 0.0663 0.0375 0.0088
M3 18 0.0394 0.0114 0.0027

+ +-——+----------- —--- +--—

Newman-Keuls’Test
SignificanceLevek 0.05

Variables I MeanDiff I CriticalValue ISignificant
Ml Vs. M2 0.0211 0.0237 NO
Ml Vs. M3 0.0479 0.0299 YES
M2 Vs. M3 0.0268 0.0237 YES

Newman Keuls Test of Means on Mold Type of Left Casting Angle Data (0.50 inch)

ColName Count Mean Std.Dev. Std.Err.
—–--–--–--+–---+–-–—-f-——— -—+

Ml 18 10.1086 0.0070 0.0016
M2 18 10.1165 0.0010 0.0002
M3 18 10.1175 0.0034 0.0008

--------------+----l----—-+—— ‘-~--—-

Newman-KeuIs’Test
SignificanceLevel:0.05

Variables I MeanDiff I CriticalValue ISignificant
Ml Vs. M2 0.0079 0.0039 YEs
Ml Vs. M3 0.0089 0.0049 YEs
h42 Vs. M3 0.0010 0.0039 NO

—— .- ——.



NewmanKeuls Test of Means on Gating of Right Flange Flatness Data (0.50 inch)

ColName Count Mean Std.Dev. Std.Err.
--------------+-—-+-------+——- ---—+

GI 27 0.0221 0.0113 0.0022
G2 27 0.0323 0.0294 0.0056

+ +---–—+-— ---———---——-- —--- +

Newman-Keuls’Test
SignificanceLevel: 0.05

Variables I MeanDiff I CriticalValueISignificant
G1 Vs. G2 0.0101 0.0156 NO

Newman Keuls Test of Means on Mold Type of Right~F1angeFlatness Data(O.50 inch)

ColName Count Mean Std.Dev. Std.Err. \
---------------+-----+---------+-----------+----------

Ml 18 0.0124 0.0088 0.0021
M2 18 0.0407 0.0307 0.0072
M3 18 0.0284 0.0121 0.0029

+ +–———--—--—------- + +--— -—

Newman-Keuls’Test
SignificanceLevel: 0.05

Variables I MeamDiff I CriticalVaIue\Si@ficant
Ml Vs. M2 0.0283 0.0214 YES
Ml Vs. M3 0.0161 0.0169 NO
h42 Vs. M3 0.0123 0.0169 NO

Newman Keuls Test of Means on Gating of Left Wall Flatness Data(O.50 inch)

ColName Count Mean Std.Dev. Std.Err.
------------+–---+----—+ +---—

G1 27 0.0185 0.0089 0.0017
G2 27 0.0306 0.0391 0.0075

------------+–---+--–-—+–——---+————

Newman-KeuIs’Test
SignificanceLevel: 0.05

Variables I MeanDiff I Critical’ValueISignificant ,
G1 Vs. G2 0.0121 0.0199 NO

,’



Newman Keuls Test of Means on Orientation of Left Wall Flatness Data(O.50 inch)

ColName Count Mean Std.Dev. Std.Err.
------------+–---+---–-–--!-——— --——+

01 18 0.0352 0.0464 0.0109
02 18 0.0219 0.0134 0.0031
03 18 0.0166 0.0076 0.0018

——-–-----+----+-----—+----— -—+

Newman-Keuls’Test
SignificanceLevel: 0.05

Variables I MeanDiff I CriticalValue ISignificant
01 vs. 02 0.0133 0.0242 NO
01 vs. 03 0.0186 0.0306 NO ~
02 vs. 03 0.0053

(
0.0242 NO

Newman Keuls Test of Means on Mold Type of Left Wall Flatness Data(O.50 inch)

ColName Count Mean Std.Dev. Std.Err
+ +—–—-—--——-—- + +-—

Ml 18 0.0319 0.0095 0.0022
M2 18 0.0106 0.0032 0.0008
M3 18 0.0311 0.0466 0.0110

Newman-Keuls’Test
SignificanceLevel: 0.05

Variables I MeanDiff I CriticalValue ISignificant
Ml Vs. W 0.0213 0.0299 NO
Ml Vs. M3 0.0009 0.0236 NO
M2 vs. M3 0.0204 0.0236 NO

Newman Keuls Test of Means on Mold Type of Right Wall Flatness Data(O.50 inch)

ColName Count Mean Std.Dev. Std.Err.
-––--–------+----+---–-—i-——— -—-i-

MI 18 0.0316 0.0106 0.0025
M2 18 0.0357 0.0202 0.0048
M3 18 0.01$4 0.0038 0.0009

—–------–--+–---+-––—+---——+-–— .-

Newman-KeuIs’Test
SignificanceLevel: 0.05

Variables ] MeanDiff I CriticalValue ISignificant
Ml Vs. M2 0.0041 0.0114 NO
Ml vs. M3 0.0152 0.0114 YEs
M2 Vs. M3 0.0193 0.0145 YES



Newman Keuls Test of Means on Mold Type of Thickness Data(O.75 inch)

ColName Count Mean Std.Dev. Std.Err
-------------i------+--–----+---- +----——

Ml 18 0.8153 0.0266 0.0063
M2 18 0.7661 0.0259 0.0061
M3 18 0.7403 0.0043 0.0010

--------------+–---i----—–-+—— ---—+

Newman-Keuls’Test
SignificanceLevek 0.05

Variables I MeanDiff I CriticalValue ISignificant
Ml Vs. hf2 0.0492 0.0185 YES
Ml Vs. M3 0.0750 0.0234 YES
W Vs. M3 0.0257 0.0185 YES

Newman Keuls Test of Means on Orientation of Height Data(O.75 inch)

ColName Count Mean Std.Dev. Std.Err.
——.-—-— +----+-––—+-— -—+

01 188.725998980.135683140.03198082
02 188.702015220.136572360.03219041
03 188.713212810.122437750.02885886

-––--------+--–+--——+--— -–—+

Newman-Keuls’Test
SignificanceLevek 0.05

Variables I MeanDiff [ CriticalValue[Significant
01 vs. 02 0.02398376 0.14281819 NO
01 vs. 03 0.01278617 0.11301266 NO
02 vs. 03 0.01119759 0.11301266 NO

Newman Keuls Test of Means on Mold Type of Height Data(O.75 inch)

ColName Count Mean Std.Dev. Std.Err.
-----------+–---+---–—+--— ---—-1-

MI 188.891977780.019201260.00452578
M2 188.631645340.035187750.00829383
M3 188.617603900.013849230.00326430

+ +---–—+--— ---——------.-—------ +

Newman-Keuls’Test
SignificanceLevel:0.05

Variables
Ml Vs. M2
Ml Vs. M3
M2 Vs. M3

MeanDiff I CriticalValue I Significant
0.26033244 0.02100777 YES
0.27437388 0.02654828 YES
0.01404144 0.02100777 NO



Newman Keuls Test of Means on Mold Type of Length Data(O.75 inch)

ColName Count Mean Std.Dev. Std.Err.
-l-+ -1- -i--------------- ----- -..--.— --— ---—

Ml 187.773648890.030227630.00712472
M2 186.471750560.010335370.00243607
M3 186.436465330.013330970.00314214

--------------+–---+---–-—+--—- ---—+

Newman-Keuls’Test
SignificanceLevel:0.05

Variables I MeanDiff I CriticalValue] Significant
Ml Vs. Ivf2 1.30189833 0.01714657 YES
Ml Vs. M3 1.33718356 0.02166874 YES
M2 Vs. M3 0.03528522 0.01714657 YES

Newman Keuls Test of Means on MoId Type of Parallelism Data(O.75 inch)

ColName Count Mean Std.Dev. Std.Err.
+ +-———--—--—----- + +--—

Ml 180.070705220.019923910.00469611
M2 180.124363830.102812430.02423312
M3 180.042437890.014306790.00337214

+ +— -— -———.-—.—- -— + +

Newman-KeuIs’Test
SignificanceLevel: 0.05

Variables I MeanDiff I CriticalValue ISignificant
Ml Vs. M2 0.05365861 0.05235652 YES
Ml Vs. M3 0.02826733 0.05235652 NO
W Vs. M3 0.08192594 0.06616483 YES

Newman Keuls Test of Means on Gating of Left Casting Angle Data(O.75 inch)

ColName Count Mean Std.Dev. Std.Err.
+ +--–—+--— -–——.—..—----- —.- +

GI 25 1.012E+OOI0.007861650.00157233
G2 25 1.O1lE+OO10.006493400.00129868

+-.........----+ -.-.. +---——+.— ---—

Newman-Keuls’Test
SignificanceLevek 0.05

Variables I MeanDiff I CriticalValue ISignificant
G1 Vs. G2 0.00369429 0.00412415 NO



Newman Keuls Test of Means on Mold Type of Left Casting Angle Data(O.75inch)

ColName Count Mean Std.Dev. Std.Err.
---------------!-----i--—--—+————---—+

Ml 181.01lE+OOI0.011120250.00262107
M2 18 1.012E+O010.002131780.00050246
M3 181.012E+O010.003164700.00074593

Newman-Keuls’Test
SignificanceLevel:0.05

Variables I MeanDiff21Critical Value ]Significant
Ml Vs. I@ 0.00456111 0.00582358 NO
Ml Vs. M3 0.00574732 0.00735946 NO
M2 vs. M3 0.00118621 0.00582358 NO

Newman Keuls Test of Means on Orientation of Right Casting Angle Data(O.75 inch)

ColName Count Mean Std.Dev. Std.Err.
—-----------+–-–+---—+-— --—+

01 18 1.OIIE+OO10.007777040.00183307
02 18 1.012E+O010.009222930.00217387
03 18 1.012E+O010.012096420.00285115

Newman-Keuls’Test
SignificanceLevel:0.05

Variables I MeanDiff I CriticalValue ISignificant
01 vs. 02 ~ 0.00125561 0.00846248 NO
01 vs. 03 0.00768896 0.01069435 NO
02 vs. 03 0.00643335 0.00846248 NO

Newman Keuls Test of Means on Mold Type of Right Casting Angle Data(O.75 inch)

ColName Count Mean Std.Dev. Std.Err.
-F +---–—+--— ---—--—.-—------—-.. +

Ml 18 1.0}2E+O010.013809460.00325492
M2 181.01IE+OOI0.007624510.00179711
M3 18 I.O1lE+OO10.004645240.00109489

Newman-Keuk’Test
SignificanceLevel:0.05

Variables I MeanDiff I CriticalValue ISignificant
Ml Vs. M2 0.00922778 .0.01029377 NO
Ml Vs. M3 0.00880602 0.00814550 YES
h42 Vs. M3 0.00042175 0.00814550 NO



Newman Keuls Test of Means on Orientation of Right Flange Flatness Data(O.75 inch)

ColName Count Mean Std.Dev. Std.Err.
.-.---. ---—.—-1-------l-—--———l————————---—-1-

01 180.060094270.051371710.01210843
02 180.117660730.196800230.04638626
03 180.037679070.023046660.00543215

+ +---—————-— ---—----— ----- ----- + -i-

Newman-Keuls’Test”
SignificanceLevel:0.05

Variables I MeanDiff lCriticalValueISignificant
01 vs. 02 0.05756646 0.10139447 NO
01 vs. 03 , 0.02241520 0.10139447 NO
02 vs. 03

(
0.07998166 0.12813587 NO

Newman Keuls Test of Means on Mold Type of Right Flange Flatness Data(O.75 inch)

Comme Count Mean Std.Dev. Std.Err.
+ -i——— —— -——-----.—- --- + +

Ml 180.031075500.027684840.00652538
M2 180.136567490.187484110.04419043
M3 180.047791090.052731010.01242882

+ +--— --— -—----------- —--- + +

Newman-Keuls’Test
SignificanceLevel:0.05

Variables I MeanDiff / CriticalValue ISi@ificant
Ml Vs. M2 0.10549199 0.12314061 NO
Ml Vs. M3 0.01671560 0.09744170 NO
M2 VS. M3 0.08877639 0.09744170 NO

Newman Keuls Test of Means on Mold Type of Left Wall Flatness Data(O.75 inch)

ColName Count Mean Std.Dev. Std.Err.
—--------–--–-l--——+--——i————-–—+

Ml 180.030369070.014973230.00352923
M21 180.016434610.007178420.00169197
M3 180.019116880.004150480.00097828

------—----+----+--————————— --—i- -!-
.’

Newman-Keuls’Test
SignificanceLevek 0.05

Variables I Mean Diff. [ CriticalValue ISiqificmt
Ml Vs. M2 0.01393446 0.01071422 YES
Ml Vs. M3 0.01125219 0.00847821 YES
M2 Vs. M3 0.00268227 0.00847821 NO .

I

I

I

I---



Newman Keuls Test of Means on Mold Type of Right Wall Flatness Data (0.75 inch)

C~lName count Mean Std.Dev. Std.En.
i- +--—————-------------- ---- -1- +--.— ----——

Ml 180.035758410.028147530.00663444
M2 180.069483640.043578280.01027150
M3 180,016614180.004332210.00102111

i- i-+ i--—— --— --—~----------- ---

Newman-Keuls’Test
SignificanceLevek 0.05

Variables \ MeanDiff ] CriticalValue ISignificant
Ml Vs. M2 0.03372522 0.02578687 YES
Ml Vs. M3 0.01914424 0.02578687 NO
M2 vs. M3 0.05286946 0.03258780 YES

Newman Keuls Test of Means on Gating for Lost Foam Silica Sand Height Dda(O.50 inch)

Comme Count Mean Std.Dev. Std.1%.
—-—---+--+-—— ++— -—

G1 9 8.6051 0.0059 0.0020
G2 9 8.5997 0.0067 0.0022

+ +-———————-..—-—----— +— -—+

Newman-Keuls’Test
SignificanceLevel: 0.05

Variables I MeanDiff I CriticalValue ISignificant
G1 Vs. G2 0.0054 0.0076 NO

Newman Keuls Test of Rleans on Orientation for Lost Foam Silica Sar
Left Casting Angle Data (0.50 inch)

ColName Count Mean Std.Dev. Std.Err.
-1- ++ -F———————-— ---——----------- —-

01 6 10.1178 0.0037 0.0015
02 6 10.1198 0.0028 0.0011
03 6 10.1148 0.0014 0.0006

+ -1-+ +-——————-— --——-----.—--- —---

Newman-Keuls’Test
Si~ificance Levek 0.05

Variables \ MeanDiff I CriticalValue\ Significant
01 vs. 02 0.0020 0.0000 YEs
01 vs. 03 0.0030 0.0000 YES
02 vs. 03 0.0050 0.0000 YEs

.
---- --------



Newman Keuls Test of Means on Gating for Lost Foam Silica Sand Thickness Data (0.75 inch)

ColName Count Mean Std.Dev. Std.Err.
--------------+----+----—+--–——-!--——---

G1 9 0.7423 0.0037 0.0012
G2 9 0.7384 0.0040 0.0013

------------+–---+—–—+--— -—+

Newman-Keuk’Test
SignificanceLevel:0.05

Variables I MeanDiff I CriticalValue ISignificant
G1 Vs. G2 0.0039 0.0000 YEs

Newman Keuls Test of Means on Orientation for Lost Foam Silica Sand
Height Data (0.75 inch)

ColName Count Mean Std.Dev. Std.Err.
+——--—.—--—+—-.-+—-.—+——-—

01 6 8.6205 0.0125 0.0051
02 6 8.6061 0.0143 0.0058
03 6 8.6261 0.0060 0.0025

—------—-+–---+--——————-1- +-.—

Newman-Keuls’Test
SignificanceLevek 0.05

Variables I MeanDiff I CriticalValue ISignificant
01 vs. 02 0.0144 0.0000 YEs
01 vs. 03 0.0056 0.0000 YEs
02 vs. 03 0.0200 0.0000 YEs

Newman Keuls Test of Means on Orientation for Lost Foam Silica Sand
Length Data (0.75 inch)

ColName Count Mean Std.Dev. Std.Err.
---------—-+-----+---–-—+-— -—

01 6 6.4402 0.0067 ;.0027
02 6 6.4242 0.0162 0.0066
03 6 6.4450 0.0032 0.0013

Newman-Keuls’Test
SignificanceLevel:0.05

Variables I MeanDiff I CriticalValue ISi~ificant
01 vs. 02 0.0160 0.0000 YEs
01 vs. 03 0.0049 0.0000 YEs
02 vs. 03 0.0209 0.0000 YES



Newman Keuls Test of Means on Orientation for Lost Foam Silica Sand
Parallelism Data (0.75 inch)

CoIName Count Mean Std.Dev. Std.Err.

01 6 0.0380 0.0090 0.0037
02 6 0.0581 0.0102 0.0042
03 6 0.0312 0.0064 0.0026

i- +-----—+--— ---—-.---— ----- -... +

Newman-Keuls’Test
SignificanceLeveI:0.05

Variables I MeanDiff I CriticalValue ISignificant
01 vs. 02 0.0201 0.0000 YEs
01 vs. 03 0.0068 0.0000 YEs
02 vs. 03 0.k269 0.0000 YEs

Newman Keuls Test of Means on Gating for Lost Foam Silica Sand
Right Casting Angle Data (0.75 inch)

ColName Count Mean Std.Dev. Std.Err.

GI 9 10.1170 0.0034 0.0011
G2 9 10.1115 0.0041 0.0014

Newman-Keuk’Test :.
SignificanceLevel:0.05

Variables I MeanDiff I CriticalValue ISignificant
G1 Vs. G2 0.0056 0.0000 YEs

Newman Keuls Test of Means on Gating for Lost Foam Silica Sand
Thickness Data (all)

ColName Count Mean Std.Dev. Std.Err.
-–----–--–---l-–-–-l—---—+——— --—+

G1 27 0.4949 0.2094 0.0403
G2 27 I 0.5127 0.1889 0.0364

+ +----—+–—.- —-..--—--- —--- -i-----

Newman-Keuls’Test .

SignificanceLevel:0.05

Variables I MeanDiff I CriticalValue ISi@ificant
G1 Vs. G2 0.0178 . 0.0000 YEs

.,-,- ,.., -,,-7-.*’7AT.. ,J k .........-.-x7zz7- --,zam ... -.. .,... .-, .. ...-W ......... . ,,, ,... ., ---- . . .7 ..-. —..—— .



NewmanKeuls Test of Means on Orientation for Lost Foam Silica Sand
Thickness Data (all)

ColName Count Mean Std.Dev. Std.Err. .
—----------+----+--—-–-+--— ---—+

01 18 0.4953 0.2094 0.0494
02 18 0.4946 0.2103 0.0496
03 18 0.5214 0.1825 0.0430

—------–--+-—+-----—+--— ---—-1- .’

Newman-Keuls’Test
SignificanceLevel:0.05

..
I

Variables I MeanDiff I CriticalValue ISignificant
01 vs. 02 0.0007 0.0000 YEs
01 vs. 03 0.0261 0.0000 YEs
02 vs. 03 0.0268 0.0000 YEs

Newman Keuk Test of Means on Thickness for Lost Foam SiJica Sand
Thickness Data (all)

ColName Count Mean Std.Dev. Std.Err.
—–-----–--+----+----—---+——— -—+

T1 18 0.7403 0.0043 0.0010
T2 18 0.5020 0.0056 0.0013
T3 18 0.2691 0.0654 0.0154

i- +——————---—---— --- + -!---— -— . .. . . . .

Newman-Keuls’Test
SignificanceLevek 0.05

Variables I MeanDiff I CriticalValueISignificant
T1 Vs. ‘f2 0.2384 0.0000 YEs
T1 Vs. T3 0.4712 0.0000 YEs
T2 Vs. T3 0.2329 0.0000 YEs

Newman Keuls Test of Means on Orienti>ion for Lost Foam Silica Sand
Height Data (all)

ColName Count Mean Std.Dev. Std.Err.
—--—–----!-----f————————i- +--—

01 18 8.6366 0.0554 0.0131
02 18 8.6297 0.0455 0.0107
03 18 8.6548 0.0663 0.0156

-–----------+-----+---–-—+--— ---—+

Newman-Keuls’ Test
Significance Level: 0.05

Variables I MeanDiff I CriticalValueISignificant
0[ vs. 02 0.0069 0.0000 YES
01 vs. 03 0.0183 0.0000 YES



Newman Keuls Test of Means on Thickness for Lost Foam Silica Sand
Height Data (all)

ColName Count Mean Std.Dev. Std.Err.
-–----------+----+---–-—+--—---- i- . --—-

T1 18 8.6176 0.0138 0.0033
T2 18 8.6024 0.0067 0.0016
T3 18 8.7012 0.0606 0.0143

—-—--–--+---+---–—+--—— -—+

Newman-Keuls’Test
SignificanceLevel:0.05

Variables I Mean Diff I CriticalValueISignificant
T1 Vs. T2 0.0152 0.0000 YEs
T1 Vs. T3 0.0836 0.0000 YEs
T2 Vs. T3 0.0988 0.0000 YEs

Newman Keuls Test of Means on Orientation for Lost Foam Silica Sand
Length Data (all)

ColName Count Mean Std.Dev. Std.Err.
—---—-–--+––--+--—— + -t--— ---—

01 18 6.3741 0.1607 0.0379
02 18 6.4754 0.1528 0.0360
03 18 63853 0.1281 0.0302

+ +——--—--—. —- + i---— -— . - .. .. . .. . . -.

Newman-Keuls’Test
SignificanceLevel:0.05

Vzuiables I Mean Diff I CriticalValueISignificant
01 vs. 02 0.1013 0.0000 YE’S
01 vs. 03 0.0111 0.0000 YEs
02 vs. 03 0.0901 0.0000 YEs

Newman Keuls Test of Means on Thickness for Lost Foam Silica Sand
Parallelism Data (all)

ColName Count Mean Std.Dev. Std.Err.
—--— -+-–-+–--—+–— -—+

TI 18 0.0424 0.0143 0.0034
T2 18 0.0394 0.0114 0.0027
T3 18 0.2922 0.3042 0.0717

-—--–--–--i–-----l--—--—+————————-—+

Newman-Keuls’Test
SignificanceLevel:0.05

Variables I Mean Diff I CriticalValueISignificant
TI Vs. ‘l_2 0.0030 0.0000 YES
T1 Vs. T3 0.2498 0.0000 YES
T2 Vs. T3 0.2528 0.0000 YES



Newman Keuls Test of Means on Gating for Lost Foam Silica Sand
Parallelism Data (all)

ColName Count Mean Std.Dev. Std.Err.
---------------+-----+----------+----------+----------

TI 18 10.1163 0.0032 0.0007
T2 18 10.1175 0.0034 0.0008
T3 18 10.1192 0.0075 0.0018

—-------–--+–---+---–—i- +-——
Newman-Keuls’Test
SignificanceLevel:0.05 :

Variables I MeanDiff ] CriticalValue ISignificant
T1 Vs. T2 0.0012 0.0000 I YEs
T1 Vs. T3 0.0028 0.0000 YEs
T2 Vs. T3 0.0017 ~ 0.0000 YEs

Newman KeuIs Test of Means on Thickness for Lost Foam SiIica Sand
Left Casting Angle Data (all)

ColName Count Mean Std.Dev. Std.Err.
--------------i-------i---—--–—+———-—+

TI 18 10.1163 0.0032 0.0007
I-2 18 10.1175 0.0034 0.0008
T3 18 10.1192 0.0075 0.0018

—–--–-—-+–—+—–—+ +--— . . .-
Newman-Keuls’Test
SignificanceLevel:0.05 . .

Variables I Mean Diff I Critical Value ISignificant
TI Vs. T2 0.0012 0.0000 YES
TI Vs. T3 0.0028 0.0000 YEs
‘f2 VS. T3 0.0017 0.0000 YEs

. .

,.~ ,-T77r- - ,.7Y,. 4..: -5zPT-l 7?...! ., —-, .
<.. , ,. .+. - ,: .,.- ,~.- -E7%z77W: .-=’.,, ...!..... , . — ... ..

Newman Keuls Test of Means on Orientation for Lost Foam Silica Sand
Right Casting Angle Data (all)

ColName Count Mean Std.~lv. Std.Err.
+ +-——--—— —. + +-—

01 18 10.1548 0.0623’ 0.0147
02 18 10.1428 0.0484 0.0114
03 18 10.1421 0.0421 0.0099

---––----+-----+–-–—+-— -–—+

Newman-Keuls’ Test
Significance Level: 0.05

Variables I Mean Diff I Critical Value I Significant
01 vs. 02 0.0120 0.0000 YES
o I vs. 03 0.0127 0.0000 YES
02 vs. 03 0.0007 0.0000 YES



Newman KeuIs Test of Means on Thickness for Lost Foam Silica Sand
Right Casting Angle Data (all)

ColName Count Mean Std.Dev. Std.Err.
----.----------+----+----------+-----------+---------

T1 18 10.1143 0.0046 0.0011
T2 18 10,1188 0.0056 0.0013
T3 18 10.2066 0.0479 0.0113

—------–--+----+---—--—+—— -—-1-

Newman-Keuls’Test
SignificanceLevel:0.05

Variables I MeanDiff I CriticalValue ISignificant
T1 Vs. ‘f2 0.0045 0.0000 YEs
TI Vs. T3 0.0924 0.0000 YEs
T2 vs. T3 0.0879 0.0000 Y-ES

Newman KeuIs Test of Means on Orientation for Lost Foam Silica Sand
Left Flange Flatness Data (all)

ColName Count Mean Std.Dev. Std.Err.
i- +-———.---———-- + +--—

01 19 0.0078 0.0033 0.0007
02 19 0.0151 0.0077 0.0018
03 19 0.0115 0.0036 0.0008 )

+—+—-—+-—.-——-. —- + -—. . . . . . ----

Newman-Keuls’Test
.-

SignificanceLevel:0.05

Variables [ MeanDiff I CriticalValue ISignificant
01 vs. 02 0.0073 0.0055 YEs
01 vs. 03 0.0038 0.0044 No
02 vs. 03 0.0036 0.0044 NO

Newman Keuls Test of Means on Orientation for Lost Foam Silica Sand
Right Flange Flatness Data (all)

ColName Count Mean Std.Dev. Std.Err.
----—-+—-+— -1- +.—

01 18 0.0446 0.0316 0.0074
02 18 0.0621 0.0638 0.0150
03 18 0.0402 0.0290 0.0068

i-+—.-—.-— -— —+-— -—+

Newman-Keuls’Test
SignificanceLevel:0.05

Variables I Mean Diff I CriticalValueJSignificant
01 vs. 02 0.0174 0.0381 NO
o I vs. 03 0.0044 0.0381 NO
02 Jrs. OS 0.0218 0.0481 NO



Newman Keuls Test of Means on Orientation for Lost Foam Silica Sand
Left Flange Flatness Data (0.75 inch)

ColName Count Mean Std.Dev. Std.Err.
---------------+-----+----------+----------+----------
01 6 0.0071 0.0022 0.0009
02 6 0.0139 0.0085 0.0035
03 6 0.0100 0.0037 0.0015

—---------+---+--——+--—– ---—+

Newman-Keuls’Test
SignificanceLevek0.05

“ Variables I Mean iff I CriticalValue ISignificant
01 vs. 02 P 0.0068 0.0103 No
01 vs. 03 0.0029 0.0081 NO
02 vs. 03 0.0039 0.0081 NO

Newman Keuls Test of Means on Orientation for Lost Foam Silica Sand
Left Wall Flatness Data (0.75 inch)

ColName Count Mean Std.Dev. Std.Err.
—---------+–---+-----—+--— -–—+

01 6 0.0200 0.0048 0.0020
02 6 0.0177 0.0027 0.0011
03 6 0.0197 0.0049 0.0020

—-------- +—+---— -— -—-i- -i- . .

Newman-Keuls’Test ..-, , .:
SignificanceLevel:0.05

. . .

Variables I MeanDiff I CriticalValue ISignificant
01 vs. 02 0.0023 0.0080 NO
01 vs. 03 0.0003 0.0064 NO
02 vs. 03 0.0020 0.0064 NO

Newman Keuls Test of Means on Orientation for Lost Foam SiIica Sand
Right Flange Flatness Data (0.50 inch)

‘FolName Count Mean Std.Dev. Std.Err.
+ +–———----—-- ---- + +-.— -—

01 6 0.0243 0.0046 0.0019
02 6 0.0263 0.0127 0.0052
03 6 0.0347 0.0157 0.0064

-—-—-----+–---+---—+--— ---—+

Newman-Keuls’Test
SignificanceLevel:0.05

Variables I Mean Diff I CriticalValue ISignificant
o I vs. 02 0.0020 0.0178 NO
01 vs. 03 0.0104 0.0z24 NO
02 vs. 03 0.0084 0.0178 NO



Newman Keuls Test of Means on Thickness for Lost Foam Silica Sand
Right FIange Flatness Data (all)

CoIName Count Mean Std.Dev. Std
. ..............-/-....-+. .....-...+.-...-.----+-- --------
T1 18 0.0477 0.0528 0
T2 18 0.0296 0.0114 0.0027
T3 18 0.0707 0.0481 0.0113
----–--–--–+----+-–-—---+ -1----—

Newman-Keuls’Test
SignificanceLevel:0.05

Variables I MeanDiff I CriticalValue ISignificant
T1 Vs. T2 0.0182 0.0358 NO ..
T1 Vs. T3 0.0229 0.0358 NO I
T2 Vs. T3 0.0411 0.0452 NO

Newman Keuls Test of Means on Thickness for Lost Foam Silica Sand
Left Wall Flatness Data (M)

ColName Count Mean Std.Dev. Std.Err.
---–--–------+----+---—+--— --—–+

T1 18 0.0191 0.0042 0.0010
T2 18 0.0311 0.0466 0.0110
T3 18 0.0111 0.0034 0.0008
--—-——--+–---+–-–—+-———————-–—i- . . . . . .

Newman-KeuIs’Test
SignificanceLevel:0.05

Variables I Mean Diff I Critical Value ISignificant
T1 Vs. T2 0.0119 0.0232 NO
T1 Vs. T3 0.0080 0.0232 NO
T2 v.% T3 0.0200 0.0294 NO

Newman Keuls Test of Means on Thickness for Lost Foam Silica Sand
Right Wall Flatness Data (all)

ColName Count Mean Std.Dev. Std.Err.
-–--—----–+--–-+--–—+ +---—

TI 18 0.0166 0.0043 0.0010
T2 18 0.0164 0.0038 0.0009
T3 18 0.0293 0.0218 0.0051

-- -—. . .- ---

Newman-Keuls’Test
SignificanceLevel:0.05

Variables I MeanDiff I CriticalValue ISignificant
T1 Vs. T2 0.0002 0.0112 NO
T] Vs. T3 0.0127 0.0112 YES
T~ Vs. T3 0.0129 0.0141 NO



Newman Keuls Test of Means on Gating for Lost Foam Silica Sand
Right Flange Flatness Data (all)

ColName Count Mean Std.Dev. Std.Err.
++. . . . . . . . . . . . . . . . . . . . ---------- + +. . .. .. .. . . . . . . . . . . . . .

GI 27 0.0452 0.0474 0.0091
G2 27 0.0527 0.0421 0.0081

+ +-—---—-.---—- ---- -1- i-.-— ---—

Newman-Keuls’Test
SignificanceLevel:0.05

Variables I Mean Diff I CriticalValue ISignificant
G1 Vs. G2 0.0075 0.0314 NO

Newman Keuls Test of Means on Gating for Lost Foam Silica Sand
Right Flange Flatness Data (0.50inch)

ColName Count Mean Std.Dev. Std.Err.
-–---------+----+---–—+--——+---—

G] 9 0.0270 0.0096 0.0032
G2 9 0.0299 0.0147 0.0049

++—-----—--— -— -—+-–— ---—+

Newman-Keuls’Test
SignificanceLevek.OJW: Y

-....-z—.- ----- . . . . . -. ,. . . . . . . . . .. .. . . ‘.:~.-,
.— . .‘,..- .. ., J



APPENDIX C.

@ullseye Plots)

.’

I

,,,
., :,.. .

i
. ... . . . . .>.

I

----- ,, ../,. ,– -~v,. . . . ,. . ,rm-.,%.,,, > . . -, . . >,..;.;,.. - . . . .,
. . . . . . . . . - -. ., ,..



t+

m

. .. .. . ..- —.. —._

.-

a)

I



Io’
t)

q

t++’+

.-

,:’,--—-. ..... - -7--. > .,. >. . ., S—F---v- ,,- .,. +,.,.. ?,... . . . . ...>.. .= .—
. . . .

.’

a)

U3
Nm

0

0*-

I



t — I

.

.

.,— ——
II-I

—

-v . . . . ,,, .?,. -,.. ,., . . . .-— . . . . . . . . . . . . . . .,, !+.7... - - .,. .



. .. . .. . .. <

..
I
I

In

o

. , -,--—r--?---- :Z-. . . . . . .. . .. . . . .. . .—. .

ii



..
., 1

14

13

12

9

4

-5

6

Average
Difference
RBS = 0;1201
LFLE = 0.1255
LFSS = 0.1193

-R- Nominal

FigureC.5BullseyeofLeftCastingAngleerrorof0.25inchcastings
(CalculatedNominal:10degrees) ‘



.— —.. ..-—

1

1

1.

Average Difference
RBS = 0.0545
LFLE = 0.1228 ,
LFSS = 0.209T

—

,,

-o- RBS

+ LFLE

+ LFSS

-u- Nominal

9

Figure C. 6 Bullseye of Right Casting Angle error of
0.25 inch castings

(Calculated Nominal: 10 degrees)
. .... .—— . - ---

I



... ..._ ------

F

1

1

9

Average Difference
RBS = -0.00224
LFLE = -0.0049
LFSS = 0.00076

Bullseye of Left Flange Flatness
of 0.25 inch castings ‘

+ RBS

+ LFLE

+ LFSS

+ Nominal

gure C.7

(Calculated Nominal: 0.01 in.) ‘

error

.,



.--— .. . . ..

Average Difference
RBS = 0.0297

1 LFLE = -0.021

9
.

Figure C.8 Bullseye of Right Flange
0.25 inch castings

0.0202
—

Flatness

(Calculated Nominal: 0.05 in.)

.— ........—

-o- RBS

-m- LFLE

+ LFSS

+ Nominal

error of

i

I



a)
o I

.’

.,

m

m/ \

.. ... . —.—. ——.—.-..

—, YI

.-

L

a) ‘6

I

.—— —— —.. .—. - -——. . -—-..-——— -..--.—--—--——.————-—-

Q)

m
0

0

— z50
-p

a

c)
p
5

L



I

61

..

-/”+

\/”

.- ——

a)

am

0
‘5

0
mm

<y =L7r—-m ,.. . m,-7!-%m. \ . . ...... .... .... ..... . .
—._—- .



.-. ---- ..-—

Average

RBS =
LFLE =
LFSS =

Difference

0.0165
0.0078
-0.0164

Figure

-- .—-—. .- ...

9
C:ll Bullseye

inch
of Thicfawss
castings

(Calculated Nominal: 0.52

..

—

--o- RBS

-m- LFLE

+ LFSS

+ ~ominal

error of 0.50

m
m-)■



x--

u)

+++!

m

,--- .TT -, . . .
—..

L

..

s
■-
CQ
k
C6

mm



w
ii’
-1

u)
(/)

Li_!4

d-

C’9

\ ‘&515p

0

‘5

, 7- -- ,.r. . . . ,., .,---- . . . . . . . . . . ..— —

0



,,

... . . .. . ..—

./

Average Difference

RBS =
LFLE =
LFSS =

1

9

-0.0103
-0.0331
-0.059

..

-o- RBS

+ LFLE

+ LFSS

-E- Nominal

Figure C.14 Bullseye of Parallelism error of ’O.50
inch castings

-.



i

!

#

I

I
I

I

I
1

I
~

[
I

,

I

. . . . .. .

1 —

Average Difference

9

4

-5

6

RBS = 0.1081
LFLE = 0.1164
LFSS = 0.1173

,.

‘+ RFJS

-m- LFLE

+ LFSS

-E Nominal

Table C.15 Bullseye of Left Casting Angle-error of
0.50 inch castings

(Calculated Nominal: ’10 degrees) ,.........—-— ——-.——-—-..-—....—.———



..... . . -—---t.-,-.. -—-. . . . _—... ——.~.———... . .

> )

(0
m
Cli

co
co
L!-
-1

w

id
-!

1

.“
.-

..
I

..

a

-

-5
i



I

,——.—

H II

w
-!

.!

m
sco

u)
L
-!

—.———.

L

L

co

s
1-

0
U3
0

I



I

1

L_

.“

I

m

t++!

m

N

V\ \\/

m

L

a)
%
u)

‘5

mm

z

,

i



a)

m

Al’

cd\ ‘Y’/ l\’i

a)

,’

.Ta=-r ,, ~=,.,., ..-.....-.7.*,.,...?7WW a . . ..; . . . . . . -, . . . .. . .- ->... ,.-, > . . . .. . . . .?— . .
.—— -

‘5

s“
B-

0
c)
h
@2

a)
a



.. .- ..__ ..

Average
RBS =
LFLE =
LFSS =

1 5

----

Figure C.20 Bu Iseye of Right WaI

..

Difference

-0.0009
0.0008
-0.0164

+ R~s

-m- LFLE

+ LFSS

-E Nominal

I Flatness error
of 0.50

(Calculated
inch castings
Nominal: 0.03 in.)

. - —--



14

13-

. ..- ..—.

Average

Difference

RBS = 0.0443
LFLE = -0.0042
LFSS = -0.0269

1

12

10’ I \8
9

4

-5

6

+ RBS

+ LFLE

+,LFSS

+ Nominal

..

f=igure C.21 BUI Iseye of Thickness error of 0.75
inch castings

(Calculated Nominal: 0.77 in.) .



..-.

of 0.75 inch castings
(Calculated Nominal: 6.78 in.)

C.22 Bullseye of Length error

Average
Difference
RBS = 0.9941
LFLE = -0.3065
LFSS = -0.3404

..

,.

Figure

+ RBS

-m- LFLE

+ LFSS

-H- Nominal

L ----------- . . —.

1

.



1

I

9

Average
RBS =
LFLE =
LFSS =

DiffeWICe
0.1888
-0.0717
-0.0834

,. ,,

-.

+ LFLE
-A-LFSS

Fiaure C.23 Bullseye of Height error of. -e

0.’75 inch castings

(Calculated Nominal: 8.7 in.)
~——

. _ - ......... .-.

.,



76

t+++

..

I

m

....-—. , ... .e—..J.. .-—-a-,--? ,,, ,....

Cn

—

s
I-

0

0
mm

s
1-

E

-.. . —- .-



I

“1
16, I .2

Average
Difference
RBS = 0.1103

.— —.- . .._ —

—

9

LFLE = 0,1153
LFSS = 0.1164

4.

-+- RBS

+ LFLE

+ LFSS

+- Nominal

Figure C.25 Bullseye of Left Casting Angle error of
0.75 inch c;astings

(Calculated Nominal: 10 degrees)
.-.--.— —.. .——-..

I



—
—. ... ————

I

1

1

13

1

9

Figure C.26 Bullseye
0.75

.(~ominal

of Rig

5

ht

Average Difference
RBS = 0.1230
LFLE = 0.1137
LFSS = 0.1145

-m- LFLE ‘

-A- LF~s

+ Nomina[

Casting Angle error of.
inch castings “1. . .

Value: 10 degrees)
——. ... . .. —

--

.



.“

m
c

co
m.
M
+++!’
.’

A’ ‘
A“&

L

Z

(33



.

76
c.-
E
2
1’

.. -,-

1 L
s

1-

m
0
a
88

m

-)

cd\

a)

-.—.. —.—.. —.”.. . —



1

Average Difference
RBS = 0.0092
LFLE = -0.0037
LESS = -0.0005

9

+ RBS

-m- LFLE

+ LFSS

-e- Nominal

Figure C.29 Bullseye of Left Wall Flatness error of
0.75 inch castings

~ Calculated Nominal: 0.02 in.)——....—___

II
II
!!



.

It +
.“

I

!5
L

$

s
1-

L
-

E

s
1-

Go

://’\
Y

(3—

I

I

1’
I



DOE/ID/13363-F
Part Iv

The Relationship between Casting Distortion, Mold Filling
and Interracial Heat Transfer in Sand Molds

DE-FC07-951D13363

FINAL REPORT – PART IV

NEUTRON DIFFRACTION RESIDUAL STRAIN
MEASUREMENTS ON ALUMINUM CASTING

GATING SYSTEM

(MPLUS proposal #96-018)

September 30,1999

C.M. Hoffman, E.A. Payzant and C.R. Hubbard

H@ Temperature Materials Laboratory
Oak Ridge National Laboratory

Oak Ridge, TN

1

..-.--A>,.. ,.,>>... . ... .,-9...... .. s ..-me .. . ..---—, . . .... ———. .——.



1.0 Background

Residual stress measurements by X-ray dil%action is a well-established technique, but it
is practically limited to near-stiace stresses, whereas deeply penetrating neutron radiation
permits non-destructive diffraction measurement of lattice strain within the bulk of large
specimens.

Neutron scattering experiments were carried out on the HB-2 spectrometer at the High
Flux Isotope Reactor (HFIR) of the Oak Ridge National Laboratory. The incident neutron beam
wavelength was set by difiacting from the (331) planes of a double focusing silicon
monochromator. Calibration of the difl?ractometer and the position-sensitive detector was
determined using a nickel powder standard.

Macro-residual strain is determined from the shift in lattice d-spacing of difbacting grains
relative to the d-spacing of a strain-free reference material. The strain is an average of the strains
in the large number of difliacting grains within the sampling volume. Bragg’s law relates the
angular location of the diffraction peak determined in the scattering measurement to the latticed-
spacing by:

where k is the wavelength of the neutrons and 8LUis one-half the scattering angle for a dif&action
peak corresponding to the crystallographic Miller indices h,~l. The residual strain component is
related to the shift in d-spacing by

where & b~lis the d-spacing of the stress-free reference. The direction of the measured strain
bisects the incident and scattered beams. Substitution of Bragg’s law into this strain equation
gives, equivalently

sin e:u _ ~&=
sin e~u

which shows how a shift in the Bragg difbaction angle is used to calculate strain. The Bragg
peak shifl forma reference Bragg peak position is measured with an array of three fixed position-
sensitive proportional counters (PSDS). The stability of the Bragg peak measurements in the
course of a measurement campaign was monitored by repeated measurement of a fixed point in
an aluminum reference sample attached to the casting. An accurate Bragg peak measurement
from a stress-free reference sample is required for accurate residual strain determination. In this

2
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investigation, no stress-free reference sample was provided, so all strains were referenced to an

ORNL Al specimen of dimensions 10.0x 12.5 x20.0 mm. Errors will be discussed below.

2.0 Experimental

With the neutron wavelength 1.65 angstroms, the aluminum (311) peak was located at

around 85.0 degrees 2-theta. Consequently the difliacting volume was defined by a

parallelepipeds2 mm high with a 1.5 mm x 1.5 mm sides, for a volume of approximately 4.5 mm3

(schematically shown in Figure 1).

The sample was mounted on an automated X-Y-Z translation table and the coordinates of

the sampling positions were referenced with respect to the surfaces of the segment. The locations

of the external surfaces of the segment were determined by making fitting an intensity-position

scan using a non-linear fit to the intensity. The coordinate system and origin used for mapping is

shown in Figure 2a. Note that in Figure 2, gates are referred to as “webs”.

MonochromaticBeam

Incident S1

Q
Incid#ntlBeam
II

/-----

Receiving Slit

U

Gauge Volume

Transmitted Beam

F@re 1. Schematic of the neutron difilaction method, showing the gauge volume cross section

as defined by the slits (shown at 90° for convenience) and also the direction of the measured
strain component (given by Q).
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3.0 Measurements Made

The residual strains were mapped at three locations corresponding to the crown, the side

and one of the webs of the casting. Mapping involved three to ten locations on the web, five

locations on the side, and from 7 to 70 locations on the crown. This exploratory mapping was

intended to determine if there were regions of significant change in strain upon removal of the

gates. Where possible, residual strains were determined in three orthogonal directions at each

location to permit calculation of stress. However, this was not possible for the normal direction

in the web.

The casting posed a challenge for the neutron diffraction strain mapping because the

strain mapping method relies on having a large number of randomly oriented grains distributed

evenly throughout the gauge volume to avoid dif&action peak shift tiacts. For the 4.5 mrn3

gauge volume the difllaction peaks were not of smooth Gaussian shape, indicating the existence

of large grains and hence poor grain averaging. The peak shapes were significantly improved by

modi&ing the data collection software to implement oscillating two to three of the translation

and goniometer axes (x, z, and psi) to increase the number of diffracting grains within the gauge

volume.

Further grain and hence strain averaging was accomplished by using three detectors: one

in the horizontal plane and the other two inclined above and below the horizontal plane by 7

degrees. The strain measurements from each detector were averaged. The root mean square

deviation from the average was calculated and is given as a variance to the reported strain.

The cast specimen was first studied in the as-cast conditioq with gating and runner in

place. #&er these measurements the runner was removed. The changes on dimension of the cast

part are recorded in Appendix B. These correspond to an opening of the gate region of the casting

by approximately 0.06”, indicating that the as-cast specimen is under residual stress due tot the

constraint imposed by the gates and runner.

Altogether approximately 300 measurements were made for the specimen in each

condition. Each measurement of strain required 10 to 20 minutes of neutron difiaction

collection, depending on measurement location. Altogether the total specimen mounting,

aligning, and residual strain mapping measurement time was approximately 3.5 days per

specimen condition. The measure tangential strain data is presented in Appendices C and D.

4.0 Possible Measurement Limitations

The strain values represent the average strain in the subset of grains within the gauge

volume that are oriented to diffract. If a strain gradient exists within the gauge volume then the

measured average will be underestimated. However, the data indicates that there are no large

strain gradients and hence this is not a serous issue for this specimen.

The stress-free reference d-spacing was chosen to be the d-spacing value at the East

corner, E, of the specimen (l?igure 2a). If there were chemical differences in the cast alloy
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between this location and the measured locations this could lead to a shift in d-spacing that we

would interpret as a residual strain. We also assume that there is no residual strain at location E

as it is well removed from the regions affected by the constraints of the webs and runner.

We believe that the possible uncertainty or bias resulting from these limitations is small.

It would be possible to quanti~ the effects if fhrther studies are desired.

5.0Results

The tangential strain values are tabulated separately for each measurement location in

Appendix C and D. Positive values indicate tensile strain and negative values compressive strain.

The tangential strains, as well as the axial and normal strains in the crown location are quite

small and are essentially zero within experimental error along the length of the crown and at

three depths within the crown.

The tangential component of strain in the crown was investigated at three different depths

to examine the effect of the opening of the web (gate) upon removing the runner (Appendix C).

In the as-cast specimen the strains went from slightly compressive at the inside to slightly tensile

at the outside. The data from the casting where the runner had been removed showed a different

trend, with the more compressive behavior at the outside and the more relaxed strains closer to
the inside of the sample. This is consistent with the measured opening of the casting when the
runner was removed. Thus the strain distribution ins modified (it was actually relieved or shifted
to the more compressive in the direction we examined) by the gate removal, particularly in the
crown.

It is likely safe to assume that the tangential, axial, and normal strains at any location
along the length of the crown are nearly identical. Thus in Table 1 and Table 2 below we present
the averaged strain for the three regions of the casting for each strain component. The reported
variance is therms deviation from the average for the number of locations measured.

Table 1. Average Strains in the As-cast Specimen

Crown
strain(ppm) Variance

Tangential 60 120
Axial 110 170

Normal -80 190

Side
Strain @pm) Variance

Tangential 19 111
Axial -35 138

Normal 120 79



Web (Gate)

Strain @pm) Variance

Tangential -142 88

Axial -293 143

Normal NA NA

Jn the web (gate) region, closes to the constraining forces imposed by the runner, there is
a small shift toward less compressive strain for the tangential and axial strains. However, the
variability of strain values as shown by the variance suggests that these shifts may not be
significant. Jn the side and crown region the changes in strain were also quite small and not
significant relative to the calculated variance.

Table 2. Average Strains in the Casting After Runner Removal

Crown
Strain(ppm) Variance

Tangential -70 150
Axial -40 60

Normal -110 190

Side
Strain(ppm) Variance

Tangential -114 131
Axial 43 93

Normal 218 261

Web (Gate)
Strain@pm) Variance

Tangential -30 196
Axial -28 138

Normal NA NA

6.0

1.0

2.0

Conclusions

The slightly compressive strains in tangential and axial directions in the web (gate) were
released tier the runner was removed from the casting. The fact that we measured a
compressive strain in the gate closest to the fill of the runner suggests that this gate solidified
second. This hypothesis is supported by the increased opining on cutting at the location of
the other gates.

The tangential component of strain in the crown was investigated at three ~erent depths to
examine the effect of the opening of the gate on removing the runner. In the as-cast specimen
the strains went from slightly compressive at the inside to slightly tensile at the outside. The

6
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data after the runner was removed showed a different trend, with the more relaxed strains
closer to the inside of the casting. This is consistent with the measured opening of the casting
when the runner was removed. Thus the strain distribution is modified (it was actually
relieved or shifted to more compressive in the direction we examined) by the runner
removal, particularly in the crown.

3.0 The overall low measured value of the strains in the casting are likely a consequence of a
strain-relief mechanism at work during solidification. One possibility is that there is a
thermal stress relief occurring during the slow cooling in the mold.
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