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Many security applications depend critically on clustering. However, we do not
know of any clustering algorithns that were designed with an adversary in mnd
An intelligent adversary nmay be able to use this to her advantage to subvert
the security of the application. Al ready, adversaries use obfuscation and other
techniques to alter the *representation* of their inputs in feature space to
avoi d detection. As one exanple, spamenail often roughly mmcs normal emil
W have investigated a nore nuanced and i nformed attack, in which an adversary
attenpts to subvert clustering analysis by feeding in carefully crafted data
poi nt s.

This can be effective because clustering is often applied to "found data" --
data whose origin and integrity may be uncertain. Continuing with the above
exanpl e, an analyst may wish to use clustering to collect, froma | arge emnmi
corpus, all the emails fromthe same spam canpaign. In this case, anyone may
have sent emmils that would be included in the data set. Since the data being
anal yzed is "found data", the analyst has little know edge about what the
structure of the clusters should | ook Iike in the absence of any adversarially
supplied data points. Wthout secondary analysis, such as nanual investigation
(or the renediation nethod we invented and nmention bel ow), the adversary may
therefore alter the clustering structure to her advantage.

Specifically, we have explored what we call a "confidence attack"”, where an

adversary seeks to poison the clusters to the point that the defender |oses

confidence in the utility of the system This may result in the system being
abandoned, or worse, waste the defender's time investigating fal se al arns.

In particular, we have expl ored how an attacker can subvert DBSCAN, a popul ar
density-based clustering algorithm Wile our attacks generalize to al

DBSCAN- based tools, we focused our evaluation on AnDarwin, a tool designed to
detect plagiarized Android apps, where the apps thensel ves are processed to
forma conpact representation suitable for scal able analysis. AnDarwi n detects
app plagiarismby tightly clustering apps using DBSCAN such that if two apps
are in the same cluster, they are very likely to be copies of each other
AnDarwi n can then use these clusters and the devel oper information associ ated
with each app to identify clusters that contain apps fromnore than a single
aut hor. For clusters with nore than a single author, one or nore of the authors
nmust have pl agiarized apps fromthe others.

Qur attacks show how an adversary can nerge arbitrary clusters by connecting
themwith a series of "data mnes" that "bridges" the space between the two
clusters. Surprisingly, even a small nunber of merges can greatly degrade the
clustering perfornmance that we measure using the accuracy of app plagiarism
detection. W also show that the analyst has limted recourse when relying
solely on DBSCAN -- she can alter clustering paraneters to increase the nunber
of data mnes that the adversary has to craft, however, this will make her to
m ss plagiarizing apps.

Finally, we have created a renedi ati on process that uses nachi ne | earning and
features based on outlier nmeasures that are orthogonal to the underlying
clustering problemto detect and renove injected points. This provides a way
for the analyst to sanitize her data set and renove points that are suspected
of being adversarially created.

This work connects to the thenes of the workshop al ong a coupl e of di nensions.
The application (identifying the validity of conputer executables) is clearly
of cybersecurity interest, and we have denonstrated ways to degrade (and
perhaps restore) our trust in doing that identification reliably. Further, the



ef fecti veness of the attack stenms from design choices (in both the data
representation and the clustering algorithm that were driven by the "extrene
scal e data" requirenents inherent in clustering the mllions of constantly
arriving executabl es. The general point, investigated via one exanple in this
white paper, is that it is inportant to be aware that clever and effective
handl i ng of extrenme scale data can inherently introduce exploitable

vul nerabilities.
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