
Modal Decomposition of Pressure Data in Cavity

Flows

Katya M. Casper∗and Srinivasan Arunajatesan†

Sandia National Laboratories, Albuquerque, NM 87185

The flow over aircraft bays exhibits many characteristics of cavity flows, namely resonant
pressures that can create high structural loading. An extensive dataset within both simple
and complex cavities was previously obtained and analyzed using power-spectral densities,
coherence levels, and cross correlations between sensor pairs within the cavity. More in-
depth analysis of the flow structure is studied here using modal decomposition techniques.
Both Proper Orthogonal Decomposition (POD) and Dynamic Mode Decomposition (DMD)
were applied to the experimental and computational results within a simple rectangular
cavity. POD was able to show that the cavity modes are coherent across the cavity width.
Only higher modes that were associated with more turbulent fluctuations in the cavity
exhibited spanwise variations. DMD was able to isolate structures associated with single
frequencies in the flow. Coherent structures across the cavity width were again found at
the cavity tones. However, additional DMD modes in between the dominant frequencies
also appeared. Many of these additional modes had similar structures to the cavity tones
mode shapes. These additional modes were associated with a low-frequency modulation
of the cavity tones. POD analyses was than applied to a complex cavity. POD mode
shapes exhibited similar structures to the simple rectangular cavity; however, the energy
was more distributed among the many modes. This reflected the more complex flowfield
in the cavity. Future analyses will apply POD and DMD to computations of the complex
flowfield, to better understand its three-dimensional structure.

Nomenclature

D cavity depth (mm)
f frequency (kHz)
L cavity length (mm)
M freestream Mach number
P0 total pressure (kPa)

q∞ freestream dynamic pressure (kPa)
Re freestream unit Reynolds number (1/m)
U∞ freestream velocity (m/s)
W cavity width (mm)

I. Introduction

The flow over aircraft bays can generate significant structural loading caused by resonant pressure fluctu-
ations created in the bay. This resonance is typical of cavity flows, which have been extensively studied over
the years.1, 2 The flow over a cavity can set up a feedback loop between the free shear layer and the cavity’s
acoustic field that creates resonant tones or ‘Rossiter’ modes in the cavity.3 This typically occurs in ‘open’
subsonic cavity flows when the cavity length-to-depth ratio L/D is less than about 6-8.4 The amplitude of
the modes can be quite large, and sound pressure levels (SPL) greater than 170 dB have been reported.5

The frequencies of these modes in compressible flow can be estimated using Heller and Bliss’s semi-empirical
method.6 However, the distribution of the mode amplitudes and their frequencies varies greatly depending
on flow condition and cavity geometry.
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Previous experiments in rectangular cavities of various width and depth have been conducted to study the
unsteady fluctuations and their coupling to store vibration.7, 8 Velocimetry measurements of a rectangular
cavity in supersonic flow have shown that the cavity width alters the flow field structure.9 However, there
are limitations when applying this work to actual aircraft bays, which have many complex features that are
not captured by a simple rectangular cavity geometry.10

Limited work has been done to explore complex configurational differences10–14 and much of this work
has focused on the control of pressure fluctuations in these complex geometries, not on understanding the
differences from simple geometries. To address this shortcoming, a complex cavity geometry was designed
and fabricated for wind tunnel testing that allows features representing a realistic aircraft-bay geometry
to be incorporated one by one. A parametric study of these geometric features including shaped inlets,
internal cavity variations, and doors was conducted in both subsonic and supersonic flow to isolate important
parameters for the pressure loading in aircraft bays and to investigate the limits of rectangular cavities in
representing flight geometry.15, 16 Pressure measurements were obtained along the cavity centerline, and
across the front, middle, and rear span of the cavity. The analysis of this pressure data focused on power
spectral densities and cross-coherence and cross-correlation analyses between sensor pairs.

This analysis provided valuable insight into the effect of the complex configurations on cavity pressures.
However, more advanced analyses can help better understand the differences between the flow structures in
each configuration. Modal decomposition techniques including Proper Orthogonal Decomposition (POD)17

and Dynamic Mode Decomposition (DMD)18 are used here to explore the complex flowfields. These tech-
niques have traditionally been applied to flowfield velocity measurements obtained from Particle Image
Velocimetry (PIV) or computations. The technique allows the complex flowfield to be decomposed into co-
herent structures. POD ranks the structures by their energy content, while DMD tends to identify structures
that have dynamics which last over time.18

Other researchers have conducted such modal decompositions on cavity flows.18–21 In contrast to these
papers which typically studied flowfield results, here, we look at pressure data on the floor of the cavity
to being to understand how the flowfield is coupling to the surface pressure. In the present work, these
techniques are initially applied to the experimental pressure data obtained in a simple rectangular and
complex cavity. This application is somewhat different than traditional applications: instead of applying
the techniques to a dense spatial grid with a limited amount of snapshots in time, coarse lines of pressure
sensors in the cavity bay were used, but with a large number of data samples in time. Spatial resolution
limitations, particularly for DMD, requires further study using computational datasets. These provide much
better spatial resolution, though over a more limited time interval.

II. Experimental Setup

II.A. Sandia Trisonic Wind Tunnel

Experiments are performed in Sandia’s Trisonic Wind Tunnel (TWT). This is a blowdown-to-atmosphere
facility using air as the test gas. The full test section is 305 × 305 mm and is enclosed in a pressurized
plenum. Fig. 1 shows the cavity installed on the top wall of the test section for subsonic tests. Recent
work has identified an optimal wall configuration incorporating acoustic dampening to reduce tunnel mode
interference with the cavity flows.22 The present results uses this optimal configuration. A porous floor
insert and one porous sidewall helps ensure that tunnel modes are dramatically reduced from a solid wall
configuration.

Typical run conditions are given in Table 1. The Mach number is computed from a centerline static
pressure measurement 21.9 cm upstream of the cavity leading edge. The incoming boundary layer to the
cavity is fully turbulent. Previous (unpublished) measurements have shown that the boundary layer thickness
at the cavity leading edge is about 0.3–0.4 D. The stagnation temperature is held constant at 321±2K. The
walls of the test section remain near room temperature at 307± 3K.

Table 1. Typical run conditions.

M∞ q∞ (kPa) P0 (kPa) Re× 106/m

0.8 33 112 13
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Figure 1. Complex cavity installed in the TWT subsonic full nozzle.

II.B. Cavity design and apparatus

The complex cavity apparatus is built up from a simple rectangular cutout that is integrated into a tunnel
wall insert (Fig. 2(a)). This cavity has a length, width, and depth of 203, 102, and 29 mm, respectively.
The L/D ratio of 7 categorizes this simple cavity flow at the upper limit of ‘open’ in subsonic flows.4 To
create distinct complex geometric configurations, different pieces can be added to the front and sides of
the rectangular cavity. The basic sensor layout and coordinate system remains the same in the complex
geometry. The complex geometry is described in depth in Refs. 15 and 16. Fig. 2(b) shows the configuration
that is analyzed in the present paper. This configuration has a centered scoop and tooth at the leading edge,
two open doors, and a side insert.

(a) (b)

Figure 2. Cavity tunnel insert (a) simple rectangular cavity; (b) complex cavity with centered scoop and tooth, two
open doors, and a side insert.
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II.C. Instrumentation and Data Acquisition

The complex geometry has forty positions available for pressure measurements, thirty of which were used
during testing. Five sensors are located in the spanwise direction along the forward floor of the cavity
(FFP1–5, Fig. 3(a)). There is also a line of sensors down the center of the cavity (C2-C7). Two sensors
are located on either side of sensor C4 in the spanwise direction and are designated L4 and R4. There is
another spanwise line of sensors at the rear of the cavity (RFP1–5), as well as at the aft wall of the cavity
(AWP1–5, Fig. 3(b)). A final sensor AWP6 is located on the cavity centerline, on the aft wall above sensor
AWP3. A schematic of these locations with respect to the cavity geometry is shown in Fig. 3(c). When
the centered tooth is installed, the front floor sensors FFP1-5 are located beneath an overhang created by
the tooth. Sensor C2 is just downstream of the tooth on the cavity floor. When the side insert is installed,
sensor R4 is located in front of the insert, while sensors RFP5 and AWP5 are covered.

(a) (b)

(c)

Figure 3. Complex cavity sensor locations (a) Floor plate; (b) Aft cavity wall; (c) Floor plate and aft cavity wall
installed in complex geometry.

Kulite XCQ-062-30A (or similar) pressure transducers are used to measure the unsteady cavity pressure
fluctuations. These sensors have a resonant frequency of 240–300 kHz. The repeatability is approximately
0.1% of the full scale. The Kulite signal output is passed through an Endevco Model 136 DC Amplifier. This
provides a 10 V excitation and is also used to supply a gain of 50–100. A Krohn-Hite Model 3384 Tunable
Active Filter is used to provide a 50 kHz anti-aliasing low-pass Bessel filter. This filter has eight poles
and provides 48 dB attenuation per octave. The Kulite sampling frequency is typically 500 kHz. Data are
acquired using a National Instruments PXI-1042 chassis with 14-bit PXI-6133 modules (10 MHz bandwidth).
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III. Computational Setup

The flow simulations for the complex cavities are performed using the SIGMA CFD code, a multi-block,
structured grid, finite volume solver for compressible flow. The finite volume method is formally second
order, but employs expanded, directionally-split, stencils for constructing the inviscid fluxes, resulting in
improved accuracy over standard second order finite volume discretizations. The inviscid flux scheme is a
hybrid centered/dissipative scheme, consisting of the sum of a non-dissipative centered flux approximation
and a mixed 2nd/5th order dissipative flux that is weighted using a flow sensor to avoid excessive numerical
dissipation in regions of resolved turbulent flow (i.e., LES regions). Details of the numerical method can
be found in Arunajatesan et. al.23 and Barone and Arunajatesan.24 The simulations employ a hybrid
RANS/LES turbulence model, where turbulent flow near the walls is modeled using a k-epsilon RANS
model, while further from solid walls the model transitions to LES. Complete details of the simulations,
boundary conditions and meshes etc. are given in Barone et. al.25 The wall pressures used in the analysis
here are collected at specified locations during the simulations, by sub-sampling the data every 20 time steps
(every 10 µs).

IV. Modal Decomposition Techniques and Joint Time Frequency Analysis

Two modal decomposition techniques are applied to the complex cavity flow datasets. A summary of
the different techniques and some of their limitations can be found in Ref. 26. Proper Orthogonal Decom-
position (POD)17, 27 is initially applied to this data set. The decomposition is done using a singular value
decomposition of the data set. From the POD analysis, spatial mode shapes are obtained as well as mode
amplitude coefficient variations in time. In order to look at the dynamic content of the spatial modes, power
spectral densities (PSD’s) of the mode amplitude coefficients are also computed.

POD ranks structures by their energy content. Because of this ranking, it was found that the local mean
pressure at each sensor location must be subtracted prior to computing the POD. Also, the pressure data at
each sensor location was normalized by the local RMS pressure. This allows data over different parts of the
cavity to be compared. Without this normalization, data at the aft end of the cavity dominates the results
because the RMS pressure at the aft end of the cavity is significantly higher than the front of the cavity.

One drawback of the POD method is that it cannot identify structures attached to a single frequency;
each mode shape can involve multiple frequencies. To be able to identify flow structures associated with a
single frequency, Dynamic Mode Decomposition (DMD)18 is also applied to this dataset. DMD identifies
structures with dynamics that last over time. For computational speed, a streaming DMD method is used
as described in Ref. 28. Dominant frequencies are obtained from the eigenvalues of the DMD decomposition.
Mode amplitudes are obtained from the norm of the DMD modes. In order to determine which modes are
contributing to the system dynamics, the DMD mode norms are additionally scaled using λm, where λ is
the eigenvalue and m is the DMD mode number.26 Only modes with a normalized amplitude above 0.002
are considered.

Joint-time frequency analysis of the pressure traces is also conducted using a wavelet transform. This
technique shows the frequency content in the cavity as a function of time, and has been used in other
unsteady applications such as wake transition, meteorological studies, and cavity flows.29–32 The transform
provides good time resolution for identifying mode switching in the cavity. However, it has poor frequency
resolution compared to alternate joint time-frequency methods such as the short-time-Fourier transform.
The transform is computed using Matlab software from Ref. 31. A Morelet mother wavelet is used.

V. Results

V.A. Simple rectangular cavity

V.A.1. Proper Orthogonal Decomposition

POD analysis is first applied to the experimental data in the simple rectangular cavity (Fig. 2(a)). The
analysis was applied to three lines of sensors, one across the front span of the cavity (FFP1–5), one along the
cavity centerline (FFP3, C2–C7, AWP3), and one across the aft wall of the cavity (AWP1–5). Fig. 4 shows
PSD’s of the measured pressures across the front of the cavity, and at several locations along the cavity
centerline. The Rossiter modes are clearly evident as strong peaks in the power spectra and are marked with
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dashed grey lines. There is little variation in the frequency content or amplitude of pressure fluctuations
across the front span of the cavity. However, both the mode amplitudes and broadband pressure fluctuations
increase in amplitude with downstream distance. More details about these measurements can be found in
Refs. 15 and 16.

Fig. 6(a) shows the mode shapes computed from sensors FFP1–5. The first mode is constant across the
cavity, while higher modes have sinusoidal variations across the cavity width. Fig. 6(b) shows the PSD’s
of the mode amplitude coefficients. This shows what frequency content in the overall PSD’s contributes to
each mode shape. The amplitude of the model coefficient PSD’s are not the same as the PSD’s of the full
pressure signal. This is because the mode shape amplitudes are less than unity and the pressure matrix has
been normalized by the local RMS pressure. The results show that for the front span of the rectangular
cavity, the Rossiter modes contribute to the first POD mode, but not to the higher modes. Since the first
mode has a flat amplitude distribution across the cavity, this indicates that the Rossiter modes are almost
completely coherent across the front of the cavity. This result is substantiated by looking at the energy
distribution among the modes (Fig. 5). The POD will always calculate the same number of modes as the
quantity of sensors used in the computation. However, these modes may not all be physically relevant.
For example, at the front of the cavity, the first mode contains 50% of the total energy. The remaining
modes have much lower contributions to the overall energy, of 20% or less. This shows that the first mode
dominates the results, again indicating that the flow is coherent across the cavity width. The remaining
energy is broadband and does not appear to be tied to any particular Rossiter mode or other resonant peak
in the pressure spectra.

POD is also applied to a line of eight sensors along the cavity centerline (Fig. 7). The computed mode
shapes correspond to different standing wave patterns in the cavity. The corresponding PSD’s of the mode
amplitude coefficients show that the Rossiter mode frequencies appear in all of these modes, but there is
a gradual shift from all Rossiter frequencies contributing to the first POD mode, to only higher frequency
Rossiter modes contributing to the higher POD modes. For example, the first Rossiter mode is dominant in
the first POD mode. However, the amplitude of that frequency decreases for higher POD modes. Similarly,
the second Rossiter mode has a high amplitude in the first three POD modes and then decreases for higher
POD modes. The distribution of energy among the POD modes shows a different behavior than the front
of the cavity (Fig. 5). Here, the energy is more evenly distributed among the various mode shapes, which
agrees with the Rossiter modes contributing to many of the POD modes.

POD was also applied to a line of sensors across the aft cavity wall. The mode shapes are similar to the
front cavity span and are not shown, however, the distribution of energy is more evenly distributed across the
modes as shown in Fig. 5. This indicates that the aft cavity wall pressure signals contain more broadband
turbulent fluctuations, which leads to more energy in the higher POD modes.

The limited spatial resolution of the experimental pressure measurements prevents looking a flow struc-
tures throughout the cavity. As a result, POD is applied to computations of the simple rectangular cavity.
Pressure traces were extracted from a grid of locations on the cavity floor as described in Section III. A
21 × 21 grid was found to provide sufficient spatial resolution for the analysis; results did not change for
grids of 41 × 41 or 81 × 81 locations. However, a finer grid of 81 × 81 sensors are used for the subsequent
analysis.

Many more POD modes are obtained from the computational results because of the larger number of
sensors. However, the first 6 POD modes again contain the majority of the energy. The PSD’s of the modal
amplitude coefficients again show that the modes are related to a broad range of frequencies. The first 4
modes contain most of the cavity tonal content. Higher modes are associated with the broadband frequency
content in the cavity, similar to the experimental POD results.

The much denser spatial grid of sensors in the computational results allows a contour plot of POD mode
shapes (Fig. 8). Modes that extend across the span of the cavity are obtained for the first 4 mode shapes.
This result is consistent with the PSD’s that show that these modes are associated with the resonant cavity
tones. Higher modes above 5 then begin to exhibit spanwise variations, consistent with the broadband
frequency content seen in the PSD’s for these modes.

V.A.2. Dynamic Mode Decomposition

Because POD could not identify structures associated with a single frequency, DMD was attempted on the
experimental results. Unfortunately, the sparse quantity of experimental sensors prevented adequate spatial
resolution to capture the cavity dynamics. Results were obtained with non-physical frequencies of cavity
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Figure 4. PSD of simple rectangular cavity measurements across the front of the cavity and select locations along the
centerline.
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Figure 5. Energy distribution among POD modes in simple rectangular cavity.
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Figure 6. Simple rectangular cavity front POD modes (a) Mode shapes; (b) PSD of mode amplitude coefficients.
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Figure 7. Simple rectangular cavity centerline POD modes (a) Mode shapes, modes 1 to 3 are shifted upwards for
clarity; (b) PSD of mode amplitude coefficients, each mode is offset.
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(a) (b) (c)

(d) (e) (f)

Figure 8. POD of simple rectangular cavity computations at Mach 0.8, mode shapes (a) Mode 1; (b) Mode 2; (c) Mode
3; (d) Mode 4; (e) Mode 5; (f) Mode 6.
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fluctuations. DMD, however, could be applied to the computational data. Fig. 9 shows the frequencies of
the computed DMD modes with the highest normalized amplitudes. Cavity modes are again marked with
dashed gray lines. DMD modes that correspond to each of these cavity tones are obtained; however, there
are also additional DMD modes that show up in between the cavity tones.

DMD mode shapes corresponding to the dominant DMD modes are shown in Fig. 10. Mode shapes
that correspond to cavity tones are found in Figs. 10(b), 10(f), 10(h), 10(j), and 10(k). These modes all
show coherent structures across the cavity span, similar to the POD mode shapes. Higher frequency cavity
tones show more defined spanwise strucutures, likely because the short computational time interval does not
provide sufficient statistics to clearly respolve the low-frequency content. Modes shapes corresponding to
the intermediate frequencies tend to look similar to the nearest cavity tone mode shapes. For example, the
DMD mode shape associated with the first cavity tone at 329 Hz (Fig. 10(b)) looks very similar to the DMD
mode at 434 Hz (Fig. 10(c)).

One possibility for the grouping of DMD modes around the cavity tones is that the tones are being
modulated at a low frequency. To look at this potential modulation further, a joint-time frequency analysis
of the computational results was performed to look at the frequency content of the computational results
with time. Fig. 11 shows the result of the wavelet transform applied to a pressure trace at FFP3. Mode
switching between the different cavity tones can be clearly seen, but there also appears to be a low frequency
modulation of some of the tones, particularly at low freuqnecy. Both the DMD and JTF analyses allow this
dynamic behavior to be captured, while it was masked within the POD analysis and trditional time-averaged
techniques such as PSD’s.
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Figure 9. DMD of simple rectangular cavity computations at Mach 0.8, mode frequencies.
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(a) (b) (c) (d)

(e) (f) (g) (h)

(i) (j) (k)

Figure 10. DMD of simple rectangular cavity computations at Mach 0.8, mode shapes (a) f = 205 Hz; (b) f = 329 Hz;
(c) f = 434 Hz; (d) f = 590 Hz; (e) f = 693 Hz; (f) f = 890 Hz; (g) f = 958 Hz; (h) f = 1.482 kHz; (i) f = 1.603 kHz;
(j) f = 2.080 kHz; (k) f = 2.663 kHz.
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Figure 11. Wavelet transform of simple rectangular cavity computations at FFP3.

V.B. Complex cavity

POD is also applied to the experimental data from the complex configuration (Fig. 2(b)). Fig. 12 shows the
PSD’s of the measured pressure fluctuations in the cavity. The spectra look quite different from the simple
rectangular cavity results shown in Fig. 4. The spectra have larger variations across the front of the cavity.
Also, the overall levels of fluctuations in the cavity are higher, particularly at the aft end of the cavity where
the spectra have much higher levels of broadband fluctuations.

Results of the POD analysis applied to the front row of sensors are shown in Fig. 13. The POD mode
shapes are quite similar to the simple cavity, though some of the signs of the modes are inverted. However,
the PSD’s of the POD mode amplitude coefficients show some differences. Instead of all the modal content
being contained within the first POD mode, there is higher frequency content for all the POD modes. For
example, modes 2 and 3 show up in several of the POD modes. This indicates that the cavity modes are
less coherent across the cavity width for the complex configuration.

Along the center of the cavity, the mode shapes are again similar to the simple rectangular cavity for the
first four modes (Fig. 14). Once again, the first Rossiter mode has a higher amplitude in the first POD mode,
but then decreases for higher POD modes. However, higher POD modes lose almost all their Rossiter mode
content and are dominated by broadband frequency components. These higher modes also have different
shapes than the corresponding rectangular cavity modes, pointing to a different flowfield structure for the
complex cavity.

It will be instructive to complete the POD and DMD analyses on computational results for the complex
cavity, to identify differences in the flow structure that show up in the cavity floor pressure field. Computa-
tions are ongoing, and future work will incorporate this analysis.
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Figure 12. PSD of complex cavity measurements across the front of the cavity and select locations along the centerline.
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Figure 13. Complex cavity front POD modes (a) Mode shapes; (b) PSD of mode amplitude coefficients.
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Figure 14. Complex cavity centerline POD modes (a) Mode shapes, modes 1 to 3 are shifted upwards for clarity; (b)
PSD of mode amplitude coefficients, each mode is offset.

VI. Concluding Remarks

Modal decomposition analyses were applied to pressure data within complex cavity flows, to better
understand the three-dimensional flow structure. POD analysis was applied to both experimental and
computational results within a simple rectangular cavity. These results showed that the flow was coherent
across the span of the cavity. Only higher modes showed spanwise variations which corresponded to more
turbulent fluctuations in the cavity.

One drawback of POD is that the mode shapes correspond to multiple frequencies in the flow. DMD anal-
ysis was applied to isolate flow structures associated with single frequencies. The limited spatial resolution of
the experimental sensors prevented using this technique on the experimental data. However, computational
results showed the flow structures associated with isolated frequencies. DMD modes corresponding to the
cavity tones showed spanwise coherence. Other intermediate frequencies also appeared, many of which had
similar mode shapes to the cavity tones. These intermediate frequencies appeared to be associated with a
low frequency modulation of the cavity tones, which also showed up in a joint-time-frequency analysis of the
pressure data.

POD analysis was also conducted on the complex cavity experimental data. POD modes shapes were
similar to the simple rectangular cavity, however, the energy distribution among the mode shapes was
different. The complex cavity energy was more widely distributed among the modes, indicated a more
complex flow structure. In the future, both the POD and DMD analysis will be applied to computations
of the complex cavity. This should better reveal the three-dimensional structure of the flowfield, similar to
what has been presented for the simple rectangular cavity.
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