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Challenge for parallel sweep scaling
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Amount of concurrency < number of tasks

Challenge is to exploit existing concurrency



Characterization of sweep algorithms

Parallel sweep algorithms may be described by their approach to 
several issues

 Mesh partitioning

 Task aggregation

 Communication aggregation

 Task scheduling

Note that some approaches have used mesh partitioning to 
define task aggregation.  Also, task and communication 
aggregation have typically been considered the same concept.
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Structured vs. unstructured algorithms

Various parallel sweep techniques have been originally 
conceived and analyzed for structured meshes.  Extending them 
to the unstructured case is often difficult.

We have recently extended the method of mesh overloading to 
the unstructured case.

Note: “unstructured” algorithms may be applied to structured 
meshes, which is useful for comparison to structured algorithms.
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Standard structured mesh partitioning

The standard approach to structured mesh partitioning 
subdivides the mesh into a PxxPy set of subdomains.  It suffers 
from poor parallel sweep scaling.
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Standard unstructured mesh partitioning

The standard approach to unstructured mesh partitioning 
subdivides the mesh into a set of P compact subdomains (e.g. 
with Chaco, Metis), which is a generalization of the structured 
approach.  It also suffers from poor parallel sweep scaling.



Hybrid KBA partitioning

The hybrid KBA approach to structured mesh partitioning 
subdivides the mesh into a Pxx2 set of subdomains.  It generally 
gives good parallel sweep scaling, but it is not clear how to 
extend it to unstructured meshes.
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Structured mesh overloading

In the overloading approach for structured meshes, we first 
(conceptually) divide the mesh into a set of ωxxωy “tiles”.
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Structured mesh overloading, continued

Next we divide each tile into a set of PxxPy subdomains.  Each 
process gets a subdomain from each tile.  This increases the 
sweep concurrency, but it also increases communication costs.
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Unstructured mesh overloading

We extend the overloading approach to unstructured meshes by 
first dividing the mesh into a set of ω tiles by means of the usual 
mesh/graph partitioning algorithms.
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Unstructured mesh overloading, continued

Next we divide each tile into a set of P subdomains.  Each 
process gets a subdomain from each tile.  This increases the 
sweep concurrency, but it also increases communication costs.



Advantages of unstructured mesh overloading

 Concepts from structured algorithms may be generalized to 
unstructured meshes

 May reuse existing algorithms created for standard 
unstructured mesh partitioning

 May balance computational and communication costs by 
means of the overloading parameter ω
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Results

The Sceptre code was used to perform studies of the 
overloading approach for both structured and unstructured 
algorithms, in both cases applied to structured meshes.  Sceptre
itself is a general unstructured mesh code; it has no knowledge 
of structured properties.  Partitioning occurs outside of the code 
as a preprocessing step.

For the structured case we use cellsets that are identical to a full 
subdomain within a tile.  For the unstructured case we use 
individual cells as a cellset.  Communication occurs after the 
completion of each cellset.

We use the DFHDS scheduling heuristic in all cases.

All results were generated on Cielo, a massively parallel 
computer at Los Alamos National Laboratory.
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Conclusions
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 We have successfully extended the concept of overloading to 
the general case

 The technique leverages existing tools

 The technique leads to improved scaling for both structured 
and unstructured algorithms

 More studies are desired to consider other aggregation and 
scheduling heuristics

 Challenge: performance models for the general case
 Unstructured vs. structured

 More general aggregation approaches


