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Leadership-class HPC capabilities are required for 
DOE policy and decision making

Energy: Reduce U.S. reliance on foreign 
energy, reduce carbon footprint

Climate change: Understand, mitigate, and 
adapt to the effects of global warming

National Nuclear Security: Maintain a safe, 
secure, and reliable nuclear stockpile
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Exascale computing and beyond is required to simulate complex 
phenomena that characterize the DOE mission space



Simulations generate large, complex data sets

3

 Case study: Direct Numerical Simulations & turbulent combustion 

 Data size
 O(Billions) of grid points per time step

 O(100K) time steps

 Data complexity
 Multivariate 

 O(100) chemical species 

 Vector data

 Particle data

 Turbulence is a complex phenomenon

 Length scales: microns to centimeters

 Temporal scales: nanoseconds to milliseconds

Image courtesy of Hongfeng Yu and 
Jacqueline Chen



Scientists are interested in analyzing their data in 
a variety of ways

SegmentationData snapshot Tracking graph

Tracking features in space and time

Jet-based coordinate systems allow
for aggregation of statistics
conditioned on bulk flame position

Visualization provides qualitative
analysis results

We want to identify features,
characterize their shapes and
analyze the behavior of other
variables within these features
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SegmentationData snapshot Tracking graph
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Jet-based coordinate systems allow
for aggregation of statistics
conditioned on bulk flame position

Visualization provides qualitative
analysis results

We want to identify features,
characterize their shapes and
analyze the behavior of other
variables within these features

• Jacqueline Chen
• Big Data and Combustion Simulation
• BE Plenary on Big Data and Exascale 

Challenges
• Monday 8:30-9:15, Room 288-289



Exascale ≠ Petascale x 1000 
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System Parameter 2011 2018 Factor Change

System Peak 2 Pf/s 1 Ef/s 500

Power 6 MW ≤20 MW 3

System Memory 0.3 PB 32-64 PB 100-200

Total Concurrency 225K 1 BX10 1B X100 40000-400000

Node Performance 125 GF 1 TF 10 TF 8-80

Node Concurrency 12 1000 10000 83-830

Network Bandwidth 1.5 GB/s 100 GB/s 1000 GB/s 66-660

System Size (nodes) 18700 1000000 100000 50-500

I/O Capacity 15 PB 30-100 PB 20-67

I/O Bandwidth 0.2 TB/s 20-60 TB/s 10-30



There is a widening gap between 
compute and I/O capabilities
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Power 6 MW ≤20 MW 3

System Memory 0.3 PB 32-64 PB 100-200

Total Concurrency 225K 1 BX10 1B X100 40000-400000

Node Performance 125 GF 1 TF 10 TF 8-80

Node Concurrency 12 1000 10000 83-830

Network Bandwidth 1.5 GB/s 100 GB/s 1000 GB/s 66-660

System Size (nodes) 18700 1000000 100000 50-500
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I/O Bandwidth 0.2 TB/s 20-60 TB/s 10-30

Scientific workflows are 
changing



Data challenges are causing workflows to change
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Discrepancy in I/O rate improvements means data will be stored to disk less frequently 
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Some analyses are moving in-situ to capture physics insights 
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Workflow change introduces research challenges
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Wall clock time

Simulation Check-pointing Analysis

…

 At what frequency should I/O or analysis be done?
 Can we make this decision in an adaptive, data-driven fashion at runtime?

 Avoid missing interesting science

 Avoid costly I/O when simulation state is evolving slowly

 How can we make these decisions quickly and efficiently?

 How do we change underlying analysis algorithms to be 
performant in situ?

 What programming models should we use to attain maximum 
performance, scalability, and resilience?



Sublinear analysis research to enable efficient, 
data-driven decisions at scale
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sublinear algorithms

• Small samples of data

• Quantifiable time-error 
tradeoffs

• Limited primitives for 
access

in situ analysis 
challenges

• Too much data to move

• Constrained time 
budgets 

• Simulation dictates data 
structures

There is strong alignment between theory and challenges

Sublinear analysis is new theoretical subfield asking: how to 
determine properties of input by seeing tiny fraction



Current research: Optimize mesh resolution and 
I/O frequencies in a data-driven manner
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Fundamental algorithmic research can be 
required when moving analysis in situ
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 Computation/communication 
profiles different than that of 
simulation

 Simulation dictates data 
structures/layout

 Strict time constraints

 To learn more:
 Talk on Thursday 4:30-5:00

 Room 391-392

 Speaker: Aaditya Landge
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MPI+X: 

Asynchronous Many-Task (AMT):

Cuda, OpenCL, Cilk+, OpenMP, Kokkos, …

Charm++, Uintah, Legion, 
Scioto, Dague, CnC, Dharma…

Programming models research aimed at 
portability, performance, scalability and resilience

Shifts in programming models



Research in asynchronous many-task  (AMT) 
programming models at Sandia
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 AMT programming models
+ Data-flow model

+ Show promise at sustaining performance

+ Work stealing enables load balancing

+ Failed tasks can be re-executed

 DHARMA project at Sandia (ASC)
 Distributed asyncHronous Adaptive 

Resilient Management of Applications

 A Unified Data-Driven Approach for 
Programming In Situ Analysis and 
Visualization (ASCR)
 Joint with LANL, Stanford, U. Utah, Kitware

Task Graph

Nodes are tasks
Edges are data inputs/outputs
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Task Graph

Nodes are tasks
Edges are data inputs/outputs

• BOF: Asynchronous Many-Task 
Programming Models for Next 
Generation Platforms

• Tuesday 12:15-1:15, Room 396
• Panel Members: Charm++, 

DHARMA, HPX, Legion, OCR, 
STAPL, Uintah



Questions?
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