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Imaging equipment has revolutionized F

experimental measurements.

www.visionresearch.com www.shimadzu.com
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High Speed Displacement and Strain 1 Million FPS Multi-System

d y-z planes

1 www.exactmetrology.com X)\y

Grain scale strain measurement (optical) Volumetric strain fields

istribution of strains in x-y planes, x-z planes
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44444

sssss

sssssss




DIC has become a standard experimental )
measurement technique.

1. Ranson & Peters (1980) — Digitized ultrasound images.

2. Cheng & Sutton; Sutton & Wolters (1982) — Non-linear least
squares to find local displacements.

3. Chu, Ranson, Sutton, Peters (1985) — Digital camera and
algorithms conclusively demonstrate the use of the method.

4. Many others began to pick up the idea at this point (many
graduate students of Sutton).

6000 - DIC Articles

5000 - Google Scholar search = "digital image correlation"
S
O 4000 -

===DI|C Articles
¥ 3000 - ===ESP| Articles

1000 - 1988 - 1992 = 145 DIC Articles
0 - . : . . . .
1990 1993 1996 1999 2002 2005 2008 2011
Digital Image Correlation publishing.xlsx Year Published



DIC standardization is important for i,
industry, government and academia.

Laboratories

Standardization efforts

« SPOTS - European project for full-field
measurements.

« German government program?

« DIC Challenge - SEM

« BSSM and strain gage type groups for DIC

* International training program (both general and
vendor specific) “Metrology Beyond Colors”

 Publication guidelines and definitions (to be
written by a large group of DIC experts)

« Journal reviewer guidelines

» Guide to uncertainty measurement (GUM)

Patterson, E. A., et al. (2007). "Calibration and evaluation of optical systems for full-field strain
measurement." Optics and Lasers in Engineering 45(5): 550-564




Two types of errors: Random and Systematic e

Laboratories

Accurate but not Precise Precise but not Accurate
Large Random Error Small Random Error
Small Systematic Error Large Systematic Error
Aleatoric Uncertainty Epistemic uncertainty

Words used interchangeably
Bias = Systematic Error

Noise = Variance = Random Error = Repeatability N

I I i Probabili
The new view is to categorize as: d;ﬁsiw“w . Accuracy

Type A and Type B Errors.
Why no bias errors? A known bias is removed and it
becomes a variance error.

Reference value

+«—— > Value
Precision




A newer approach categorizes errors e
into two types: Type A and Type B

30 ~

Type A — Evaluated via statistical methods
 Repeated measurements
 Statistical distributions

« Normal, Log-normal, etc. o ||““| "““
Type B — Evaluated by other means ° H"QMMHHHIIQ'SN
* Modeling approaches CRRERREERRERRRRLE
arameter Value

» Assumed probability distribution
« Experimental expertise

The measurand Y is made up of X other input quantities.
Y = f(X{,X,, ..., Xy) The function may be so complicated that it cannot be
written down (Section 4.1.2).

Mathematical modeling of the experiment taking into account all
error sources is a valid and approved method of estimating
uncertainty. (Section 3.4.1) ,




Type B (Other)/Type B (Monte Carlo Sandi
Categories mp ype B ( | ) ype B ( ) @ e
Type A (Statistics)

Monte Carlo

Calibration
Parameters

Image Correlation

Calibration Parameters Monte Carlo Image Matching Errors
1. Parameter Errors

3D 1. Contrast

a) Cal Target E_rror . _ 2. Image noise

b) Image Qua.llty Triangulation 3. Lighting variation
2. CaIrTOera MOtIO? 4. Subset size/shape function
3. Calibration Drift . 5. Turbulence

- Estimated asi
3D Position U tainty of 6. Aliasing
1. Global Coordinate System neer al.n. yo 7. Optical distortions
2 Camera motion 3D Position 8. Image blur
9.

Strain Errors System resolution

1. Displacement noise
2. Fitting and filtering
Other Errors
1. Camera model

Calculation
of Strain

2D Displacement

2. Unknowni unknowns




2D matching is fundamental to both 2D- e,
DIC and stereo-DIC.

Laboratories

Image Correlation

Image Matching Errors
Contrast

Image noise

Lighting variation

Subset size/shape function
Turbulence

Aliasing

Optical distortions

Image blur

System resolution

OO NOULAEWN R

Strain Errors
1. Displacement noise
2. Fitting and filtering

Calculation

of Strain 2D Displacement




2D matching errors — should the )
research stop?

0.025 7
o Measured error % 6
f ©
0.04 0.02 | : Predicted error _i s
5
0.015 | g4
0.02 3
& 3
3 \\ 0.01 | £,
5 0 g 7
[ <—— +/-10 confidence interval e o1l
° . 0.005 | (0=5.6 x 107 pixels) 0
S ¢ 2 3 4 5 6 7 8 9
I o 0r Total displacement (um)
=X
\ = Figure 8: Measured horizontal image-based translation as a
004 N —0.005 function of time. Measurements obtained using 2D digital
image correlation with Point Grey camera images and a
04 06 -0.01 | 209 x 209 subset
sub-pixel position [pixel]
Fig. 1 Typical correlation error as a function of the subpixel position -0.015 |
of the displaced subset.
. -0.02 |
Schreier HW, Braasch JR, Sutton MA
. _0025 1 1 Il Il 1 1 1 Il Il
(2000). Opt Eng 39 (11):2915-2921 0 o1 02 03 04 05 06 07 08 09 1
0.006 T, (pixels)
High Contrast . .
Interpolation_| FFTshifted _inni Wang YQ, Sutton MA, Bruck HA, Schreier HW (2009). Strain 45 (2):160-178.
Cubic Poly —=0.0052 —4—0.0043
0.004 4-Tap ~9-0.0014 —m—0.0003
6-Tap e 0.0004  —4—0.0008

8-Tap —0.0002 ——0.0010

o
g

Are bias errors a problem anymore?

* Depends on the interpolant really.

« With good interpolants bias errors (for
reasonable noise levels) are a small error
source.

o

S
8

Correlation Error (Pixels)

-0.004

-0.006

Sub-pixel Shift (Pixels)

2D Displacement
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Matching error predictors

Roux S, Hild F (2006) Int J Fracture 140 (1-4):141-157.
th o

o' o«—"_ M. Bornert PD, J.-C. Dupre, C. Poilane, L. Robert, E. Toussaint and B.
“ f 2 Wattrisse In: 15th International Conference on Experimental Mechanics
d\VI (ICEM'15), Porto, Portugal, 22-27 Juillet 2012, Porto, Portugal, 2012.
EURASEM.

oy )
Au')=| e —
o [sz}

Pan B, Xie HM, Wang ZY, Qian KM (2008) Opt Express 16

172 .
[ D) (10):7037-7048
b 3Ty
Y|G—F? 252 Sutton DA, Orteu JJ, Schreier HW (2009) Image
Var(t) = NH;,  Y(aF/dx?  Correlation for Shape, Motion and Deformation

From the covariance matrix. Measurements. Springer, New York, NY

2
\V _ 20 Wang YQ, Sutton MA, Bruck HA, Schreier HW (2009).
ar(u,) NN 5 .
i1 21 [VIL(x3)]”  Strain 45 (2):160-178.

2D Displacement



The matching error is composed of a
bias and variance term
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O
"g o Z[h(xi)'VT(xi)] —
S E@l)=- +4-
*&i o S [VT(x)] S [VT(x)]
7)) i i
Interpolation Bias Noise Bias
£ g 25 ' Noise 5% 92, ' Noise 1.5% &
8§ Var()= 2 ot ot iis 10 0 N2 astS,
£ T D VT (x)] soed veles
s ‘>U i . e ...l:;.
Measurement Variance 20 toat

Gradients = Z[VT(XZ-)] =

i

2D Displacement



Bias and noise errors calculated in )
software agree with earlier publications

Laboratories

0.003 -

=& Bias Interpolation - 0.3% Noise
—i—Bias Noise - 0.3% Noise

—Bias Interpolation - 0.8% Noise
== Bias Noise - 0.8% Noise

0.002 -

0.001 -

Bias Errors (pixels)
o

-0.001 -

Z[h(x,.) VT (x,)] ,

, L. "o
SVT)T 2 IVTE)]
-0.003 - Subpixel Shift (pixels)

-0.002 - E

2D Displacement




Experimentally finding the bias errorsis s
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d |ff| Cu It . Point Grey vs. Aerotech Position
&) 1= (N5 = . 7= — 0.03 7 point Grey 5 MPixel cameras -3
) — 29 um/pixel or 29 000 nm/pixel 6
E . — Pixel noise = 2.3 counts (10) 0.9%
— 0.01 - ;
Ll
001 0l0 0la /6 ols 10
'5 0.01 _ ?\0/0\
% E S d
~ S LS & -0.03 - Lo b
* Aerotech ultra-precision x-y stage. , Variance errors dominate bias errors!
— £1 nm encoder resolution (0.000 03 pixels)
— 121 nm (30) position stability (0.000 7 pixels) Prosilica vs. Aerotech Position
— 75 nm bi-directional repeatability (0.002 5) Prosilica 14-MPixel (binned x10)
— %300 nm accuracy (0.01 pixels) & 0.0030 - — 335 umipixel or 335 000 nmipixel |
- Floating optical table §_<J 0.0020 - — Pixel noise = 0.26 counts_(10) 0.1%
» Standard climate controlled room 2 -
gy 8 - 5 0.0010 w
uzo.ooooTTT Jlll\
_g _0.001 0 0__ 0.6 0.8 1,0
(7]
S -0.0020 - 30 =0.001 3 pixels
-0.003 0 -

Sub-Pixel Shift (pixels)

2D Displacement




The bias error is much easier to find with
out-of-plane motion.

boratories
(pixels)
0.08

This simulates a biaxial strain, but
uniaxial would cause the same issues!

(pixels)
0.02

2D Displacement



The true distribution of noise is not )
Gaussian across the entire detector.

Laboratories

) StDev I_r_nég.e'-. : 3 ,_  : |

= N w
= (Sa} N (Sa} w (Sa}
| | | | | J

Standard Deviation (Grey Levels)
©
(0]

o

0 50 100 150
Grey Levels

Prosilica camera (with high gain).

2D Displacement




Finding 2D matching errors. A pseudo-  Fas
experimental approach.

1. Numerically shift the images 0.015
2. Find the bias and variance using
the 2D correlation software for a e \\ —

given interpolation, subset, etc.

3. Use the 2D software to do a é 0.005
cross-correlation and find the -Z‘:
matching error. This includesthe & °! - . )
bias. g-o.oos | ——Cam0O Bias u
4. The maximum of these two is the @ :gamg 3!22‘(, | ]
worst case matching error. PP el selivgeioty

——Cross-Correlatian

0.0082412¢

i 00 Subpixel Shift (pixels)

uuuuuu

Worst case matching

Cross-Correlation (20)

A reliable numerical subpixel
shifting is required!

2D Displacement



A sensitivity study shows that camera ) e,
noise and subset size are key.

13 25 25 140 255
| |

| ' | - 0.04 Speckle
Size
- |
Speckle Size = . :}H:t; 002 —o— 3
e _ e .
004 - 0.00 Subset
Size
002 \' Subset Size . - . 13
. - e _a
- ——a—- 25
0.00 - 0.04 _
.- . Noise
. . R — +— 0.50
B IR k3 Noise | S ~ 0.02
_ o oo ——a— 275
S
0.04- — 1000+ 5.00
Contrast
o
. ;E; N o Contrast . 25
= - 140
0.00— | | | I I B o
3 5 050 2.75 5.00 ¢

2D Displacement



Vic3D predicted matching error works ) e,
very well over a range of conditions.

o
o
an

y=1.3633x-0.0018

o
o
=
oy

R? = 0.9879 *

o

o ©
®» o
e B

0.03 -
0.025 -
0.02 -

Maximum Total Error u [pixels]

o
o
=
u

0.01 -
0.005

0 T I I I I I 1
0 0.005 0.01 0.015 0.02 0.025 0.03 0.035

Maximum Sigma [pixels]

2D Displacement



What does a stationary camera mean?  @Ex=.

mean(u) Camera Temperature

¢ GRAS Table Mount
B GRAS Vision Mount
4 Phantomv611

® Andor Neo

1 Hour
100 150
Time (min) Time (min)
mean(v)
1.4 - ¢ GRAS Table Mount D [pixelz]
—_ 1.524
% 1.2 - B GRAS Correlated Mount L 45475
E 1 - A Phantom v611 1.4655
= 1.43625
€ 08 - @ Andor Neo Laa7
g 1.37775
g 0° 1.3485
£ 04 1.31925
x 1.29
T 02 1.26075
& 0 1.2315
] 1.20225
€ 02 250 1,173
1.14375
-0.4 - ) 1.1145
ime (min) e
The same speckle pattern was used for all cameras, and the speckle size 1.036

was maintained (~ 3 to 5 pixels), therefore equal pixel/mm for all cameras.

2D Displacement



The effect is smaller after camera ) i,
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Warmup- VSG =[ (SW-1) x ST] +1

300 -

e1 [umjm] - Lagrange
295
290,251
285.562
280.844
276,125
271.406
266,638
261,969
257.25
252,531
247,812
243.094
238.375
233.656
228,938
224,219
219.5

250 -

N

o

o
I

—Point Grey - No Warmup
—Phantom v611

Strain (ue)
2

[y

o

o
1

—Point Grey - Warmup

ul
o
I

il e 1

| : [T T

o

0 50 100 150 200
Time (min)

&1 [um/m] - Lagrange

43.6
45.9625

¢ 21 [umm] - Lagrange
33

29,6562 43.325
26,3125 40,6875
22,9588 38.05
19.625 35,4125
16,2512

12,9375 32.775
9,59375 30.1375
6.25 27.5
2.90625 24,8625
-0,4375 22,225
-g.ﬁ 125 19,5875
-10. 4688 16.85
l3a1oc 14,3125
171562 11.675
-0.5 9.0375

6.4

2D Displacement
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Lens distortions can also cause large o

errors, particularly with large distortions!

0.02 -
0.01 -

w

) 0 - KEKKKK KKK KK KKK KK

= 0008 nas XXXX

= 0 e°°°°*"500,++*** a1000 Q o 2500

c 001 - o b, o

s O .’0 - l-o’.

=] o* n B Te

S . [ | | 0’

2 002 . ",

) m ¢ 16mm - Schneider F1.8 e

5 .- ® 16mm - Tamron F1.4 -- %

'% -0.03 - -' 4 75mm - Edmund Optics F4 g

£ = x 100mm - Nikon F2.8 =

2 -0.04 - -' * 35mm - Edmund Optics F4 =
[ ]

® 35mm - Schneider F1.9
-0.05 - . . .
X-Pixel Location (pixels)
Ui — Umax
Unormalized =

Umax

2D Displacement
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A 50 pixel shift yields a 2-pixel error! ) .

0.5 -
0 AAA
} XXXXE G R YYYV O
m ( ..00000360’“.02 . xxxxXxx!ﬂ%Xxxx§§§m‘*** 2500
¥ R u e Yoo
oo * [ ] [ ] *
£ -0.5 - R ] KR
o . .l [ ] .
e Q’ u *
- a m e
(7] * ] s ¢
e -1 . -
] m A (pixels) m e
QE_, » 1.43 * 16mm - Schneider F1.8 LN
® 15 - “ 2.2 ® 16mm - Tamron F1.4 =
o - " 0.13 4 75mm - Edmund Optics F4 ™
o - 0.07 x 100mm - Nikon F2.8 =
S " 0.24 * 35mm - Edmund Optics F4 "
"2 " 0.33 @ 35mm - Schneider F1.9 .
[ ] [ ]
2.5 -

X Pixel Location (pixels)

2D Displacement



The slope of the distortion curve also

means there will be a strain error.

-54.4 T T T T 0.004
0 500 1000 1500 2000 2500
-54.6 4
& - 0.003
— -54.8 - eu /o
2 (4»}>
g<J _55 ] AeXX vv/n' B 0.002
= X Slope (2-point) Sl
w -55.2 -
c ol - 0.001
(7] N
£ -55.4 - % Y,
3 N 0
8 556 - / e
% G KK
S -55.8 X » - -0.001
-56 - y
ng - -0.002
-56.2 - 4 : S .
Slope of distortion is the strain.
-56.4 - - . - -0.003
X Position (pixels)
Subset =43
Step =43
SW =15

Virtual Gage = 603 pixels
Interpolant = 8-Tap
Minimization = ZNNSD
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i

2530
2301.25
2022, 5
1743.75
1455
1186.25
207.5
623.75
350
71,25
-207.5
-486.25
-fah
-1043.75
-1322.5
-1601.25
-1880

Strain (pixel/pixel)

2D Displacement



Air turbulence (density changes) can ety
cause false displacements.
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With heat waves. Normal lab environment.
u [pixel] u [pixel]
2 0.77 3 0.0675

0= 0.44 pixels - 0 =:0:013 pixels 0 0634638
0.4675 0.0594375
0.31675 0.0554063
0.165 0.051375
0.0137501 0.0473438
10,1375 0.0433125
-0.28875 0.0392812
0,44 0.03525
-0.59125 0.,0312188
_0,7425 0.0271875
-0,83375 0.0231563
-1.045 0.019125
1,19625 0.0150938
1.3475 0.0110625
149875 0.00703125

0,003

-1.65




Out-of-plane motion can cause large =)

errors! | N
3D S8ENdMA(E) Suc) 2DVBtiaindilesrparR00\a})

T . eyy [umfm] - Lagrange

eyy [umjm] - Lagrange

198 80

177 -117.183
156 -154.375
133 | -191.562
114 o] 22875

a3 = -265.938
72 -303.125
51 -340.312
a0 3775

g -414.688
-12 -451.875
-33 -489.062
-54 -526.25

75 -563.438
-96 -600.625
-117 -637.812
-138 -675

Az/z = -0.2/645*1e6=-310 pe

2D Displacement
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Contrast/Noise 0.01 Easiest to determine and minimize.
Interpolant bias 0.01 to 0.001 Depends on noise and interpolant.
Lighting variation 0.005 If using ZNNSD.

Subset size/Shape function  Linear fit to displacement field = Depends on underlying displacement field.

Optical distortions (w/o ~ Pixels Depends on lens and distance moved.
calibration)

Image blur 0.001 If blur is constant for all frames
Turbulence/Shockwaves ~ 0.01 to 2+ pixels Depends on lighting and lab environment.
Out-of-plane ~0.5 Depends on magnification and motion.
Lack of perpendicularity ~0.5 Depends on tilt and sample motion
System resolution Small Increases subset size.

Aliasing ~0.005 Adds noise to the image (see above)

Estimates for a ~100-mm field-of-view



Type B (Other)/Type B (Monte Carlo Sandi
Categories mp ype B ( | ) ype B ( ) @ e
Type A (Statistics)

Calibration

Parameters Image Correlation

Calibration Parameters
1. Parameter Errors

a) Cal Target Error

b) Image Quality Triangulation
2. Camera Motion
3. Calibration Drift

Image Matching Errors
Contrast

Image noise

Lighting variation

Subset size/shape function

. Turbulence
- Estimated asi
3D Position U taintv of A Ia_smg | |
1. Global Coordinate System Il al.n. yo Optical distortions
2. Camera motion 3D Position Image blur

OO NOULAEWN R

System resolution

Other Errors
1. Camera model
2. Unknown, unknowns

Strain Errors
1. Displacement noise
2. Fitting and filtering

Calculation
of Strain




There is not much literature on stereo- e,
DIC errors.

Laboratories

Wang YQ, Sutton M, Ke XD, Schreier H, Reu P, Miller T
(2011) On Error Assessment in Stereo-based
Deformation Measurements. Exp Mech 51 (4):405-422.

Ke XD, Schreier H, Sutton M, Wang Y (2011) Error
Assessment in Stereo-based Deformation
Measurements. Exp Mech 51 (4):423-441.

Hu Z, Xie H, Lu J, Wang H, Zhu J (2011) Appl Opt 50
(33):6239-6247

Di Leo G, Liguori C, Paolillo A (2011) Instrumentation
and Measurement, IEEE Transactions on 60 (5):1664-
1673

Reu PL (2013) Exp Mech 53 (9):1661-1680.

« Add a quick summary of each paper.
 What does “unbiased” calibration mean.
* Non-linear optimized solutions hard to work with (ke)




Many things were studied. L

Calibration Parameters

* Calibration parameter variation and normality

Image Correlation

« Matching uncertainty
* Sensor errors only

* Interpolation method
» Image noise

* Image contrast

« Calibration target size

* Number of calibration images

« Calibration image noise

« Calibration image contrast

« Calibration dot spacing uncertainty

* Independent calibration variation

* Lens distortion parameters

» 24 hour and 8 hour calibration interval

Estimated Uncertainty

of 3D Position

« Calibration error versus matching error

» Comparing different systems

* Full-field error distribution

» Software calibration error versus actual calibration error

Calibration ——— Image ——— —— Uncertainty of

Sandia
National _
Laboratories

Parameters Correlation 3D Position



A stereo-rig has both intrinsic and extrinsic =)
parameters that may have errors

Parameter

Laboratories

Image Plane .

©
)
v\ & i) Focal Length Fx and Fy Pixels
World / Y k=] Image Skew Angle G Degrees
s buanda Pl k1, k2, k3 Pix2, Pix2, Pix

O LB LG EG I Alpha (Rx), Beta

g Angles (Ry), Gamma (Rz) DEEIEEE
- Translation T Tv and Tz mm

|L< Between Cameras Y

CG.MP_ fa X : :
Coordinate & _— . Coordinate
System ' : System

Stcfeo - f‘fj

Calibration
Parameters

Olo-o....... X
2800000
Ce0eceessnnse |
®e e e oo senn,
000 es0c0000




A Monte Carlo approach was used to )
find the calibration errors.

Laboratories

> 1000 Images each motion

Translate/Plunge

Rolﬁ:inish Twiét _Finish Large Target

» Images selected at random from the 3 directories
* Independent calibrations run using a different number of images

Calibration
Parameters



Most of the parameters were normally s
distributed.
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100-Image Calibrations

Parameter (N=1345) Mean StDev SftWro AD P-Value Parameter (N=1522) Mean StDev SftWro AD P-Value
Cam_0Cx 62149 2577 46371 03  0.583 Cam_0Cx 623.81  1.894  1525| 0462  0.258
Cam_0Cy 367.53  3.143 117.70F] 0347 0.48 Cam_0Cy 366.00  3.044  6200] 0495 0215
Cam_0Fx 7306.58 12.870 1021.00F] 0307 0562 Cam_0 Fx 7299.04 1426  13.62| 0289 0614
Cam_OFy £l 7306.15 12.704 1027.39F] 0293  0.603 Cam_OFy £ 7297200 1340  1353] 038 0385
Cam_0 Skew E -1.63 0570 103200 J0724 0059 Cam_0 Skew g -1.98 0378 1230 3.009 0
Cam_0k1 d 0.05  0.006 0.00 0 2 cam_0k1 d 0.05  0.003 0.00 8 7.767 0
Cam_1Cx S| 62246 3116 4043F] 0422 0321  cam_1cx S| e23.82 1888  17.03] 0477 0237
Cam_1Cy 2| 42006 4772 14044l 0173 0928 =z Cam_1Cy 2| 42374 3006 5904l 0896 0022
Cam_1Fx 2| 727641  11.088 102551F] 0329 0516 § Cam_1Fx £| 728085 1761  2013] 0322 0528
Cam_1Fy | 727629 11.347 107081F] 0352 0467 S Cam_1Fy | 728838 1801 2036l 0526 0179
Cam_1 Skew -1.34 0519 1032 0 3 Cam_1Skew -1.45  0.332 1230 2364 0
Cam_1k1 0.04  0.008 0.00 I 1.366 0 ~ Cam 1kl 0.04  0.003 0.00 10401 0
Alpha (Rx) 27.57  0.052 0ooof] 038 0404 Alpha (Rx) 27.61  0.006 0.00f| 2125 0
Beta (Ry) o 2 215  0.041 000l 06 0119 Beta (Ry) o 2 2.16  0.005 000 2627 0
Gamma(Rz) 2 %| -270  0.010 000 lo8ss  0.027 Gamma(Rz) 2 | -2.69  0.007 000f] 1977 0
Tx £ 5| 6 0232 o048l Jo756 0049  Tx £E 47 o013 o009l 038 0404
Ty “ 8| 124959 2326 2899f| 0352 0467 Ty = &| 125528  0.231 0370 0801 0038
Tz 316.84 8056 21372 0389 0385 Tz 326.67  0.756 246 0304 0571

AD — Anderson-Darling Normality
Test (Smaller is better)

Calibration
Parameters



The simulation repeatedly triangulates
while varying one or more parameters

X, Y and Z are
calculated for each
run

 Triangulation uses
the calibration

parameters and

sensor positions.

Camera Coordinate
System

Calibration ——— Image ——— — Uncertainty of

Sandia
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¥ [mim]

1292.2

1290.69

12589.19

1287.68

1286.17

1264.67

1283.16

1261.60

1250.15

1278.64

127714

1275.63

127412

1272.62

1271.11

1269.61

1268.1

Parameters Correlation 3D Position



The parameter variation is not what ) e,
matters: It is the final position in space!

8 FOV = Field-of-View = 254 mm
m X (mm)
7 Y (mm)
6 W Z(mm)
T But is the correct? 2%(FOV)|
E
> 4
)]
Q
%3 1%(FOV)|
2 .
1 .
0 | Ill [ I. | I iLI [ | | [ | I ll_\ I
S3 XT3 F T3/ EexrEpN 400
OOOO&OHHHH&HE—%E 883
(I N S U7 T I ) B 72 B B = . £ 9
EEEECEEEEESET 8 385
ST SO g8 8836 g8 = 5
4y © (Vp] [a
@) O =
. . <
All Parameters varied independently No! _

Calibration Image ——— —— Uncertainty of

Parameters Correlation 3D Position



The calibration parameters are not =)

mdependent and must be used together

T T T

x u:M&mmmmmmmMMg
L o, 4
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'ﬁmmmmmﬁme
WO NN SF L o, -
Smmmmmummwwm@_

ﬁmMmmmmmmmmjw“ﬁ p: |
SRR NG N mmwmg
mwmmmw&mmmmmwm_mmm;

Calibration

Parameters



The sensor error tends to dominate the e,
error (with a good calibration)

0.035 - = X (mm) FOV = Field-of-View = 254 mm
003 - mY (mm)
mefmm 1%(FOV
0.025 0.01%( )
E 0.02
>
8 0.015
"
0.01 -
0.005 -
0 i
Ind. Cals Ind. Cals & Sens Sensor Pos.

Calibration Image ——— —— Uncertainty of

Parameters Correlation 3D Position



The covariance matrix is not a good ) e,
estimation of the actual parameter variation

25 Image StDev| 1000 Image StDev
« Calibration covariance Paramete Actual CoVar Actual CoVar
matrix is conservative Cam_0 Cx Mean 1.15 5.08 0.12 0.08
(usually) Cam_0 Cy Mean 1.12 4.89 0.15 0.09
. . . Cam_0 Fx Mean 2.61 27.97 0.20 0.43
* Reprojection error is not Cam_0 Fy Mean 252 29.31 0.18 045
very sensitive Cam_0 Skew Mean 0.79 5.25 011  0.11
Cam_0 k1 Mean 0.00 0.00 0.00 0.00
Cam_1 Cx Mean 2.00 7.47 0.12 0.10
Cam_1 Cy Mean 0.98 7.69 0.11 0.15
Cam_1 Fx Mean 2.21 35.68 0.24 0.53
Cam_1 Fy Mean 2.28 38.77 0.25 0.58
Cam_1 Skew Mean 0.78 5.25 0.12 0.11
Cam_1 k1 Mean 0.01 0.00 0.00 0.00
Alpha Mean 0.03 0.00 0.00 0.00
Beta Mean 0.04 0.00 0.00 0.00
Gamma Mean 0.01 0.00 0.00 0.00
Tx Mean (Negated) 4.23 69.63 0.32 1.14
Ty Mean 0.60 2.98 0.07 0.05
Tz Mean 9.51 669.30 1.18  10.92

Calibration
Parameters



You need a large number of images to )
minimize the calibration variance

1.2 - 0.06 -
M 6-lmage Smart M 6-Image Smart
M 12-Image Random B 12-Image Random
W 12-Image Smart M 12-Image Smart
1 1  m25-Image Random 0.05 7 m25.mage Random
W 25-Image Smart M 25-Image Smart
M 50-Image Random M 50-Image Random
0.8 - ™50-Image Smart « 0.04 - 1 50-Image Smart
E M 100-Image Random % ™ 100-Image Random
£ £
© @©
© 350.03
o Q.
"g )
o]
- “0.02
0.01
0
Tx Mean (Negated) Ty Mean Tz Mean Alpha Mean  Beta Mean Gamma Mean

Calibration
Parameters

The others behave similarly.



A target that fills the FOV is better and
requires less images.

0.18

0.16

0.14

© o o
[
o O 9N

3D Error (16 - mm)
(e))]

o o
o O
NN

O
o
N

Calibration

-m-Small Target Error

——Large Target Error

10 25 50 100 500 1000
Number of Calibration Images

Sandia
National _
Laboratories

Parameters



Projection error may not be sensitive enough
to calibration issues.

0.12 - B Proj. Sensor Error =0
B Proj. Sensor Error = 0.001
0.10 - B Proj. Sensor Error =0.01

B Proj. Sensor Error = 0.02
—+-Sensor Error=0
—+—Sensor Error = 0.001
-#-Sensor Error = 0.01
—=Sensor Error = 0.02

o

o

(0]
|

N
7

N N
7N

0.04 - *

3D Error (10 - mm)
o
o
(@)]

10 25 50 100 500 1000
Number of Calibration Images

Calibration ——— Image ——— —— Uncertainty of

Sandia
National _
Laboratories

Parameters Correlation 3D Position



Cal target dot spacing only needs to be )
known to ~1/10t of a pixel.

Laboratories

6.000 -
——Z-Positi
Pixel =0.2 mm osition /
FOV = 254 mm —m-Y-Position 5.000 -
3 —4—X-Position
€
E
} 5
(o]
=
w
R
=
wv
Q
o
—i :
0.001 0.01 0.1 1
Dot Spacing (mm)

Calibration ——— Image ——— —— Uncertainty of

Parameters Correlation 3D Position



Full-field UQ results may also be calculated  mus
with the same techniques.

Position

0.01364
75-mm Lens g

6 Calibration Images
Sensor =0 (10)

‘ 0.01265

0.00236

Edges Are Worse.
100-mm FOV

Calibration ——— Image ——— — Uncertainty of

Parameters Correlation 3D Position



Displacement errors are lower than absolute ) i
position errors
100-mm FOV

X Position StDev U Displacement StDev

0.00285 o 0.00069

Y Position StDev. V Displacement StDev

0.00314 e 0.00066

Z Position StDev 5 *W Displacement StDev,

0.00483 - R R S T Tl 0.00289

0.00216 3 0.00245

Units are mm
Calibration ————— Image Uncertainty of
Parameters Correlation 3D 3D Position




At the center — the matching error dominates (=
the error. =¥Sensor Error = 0.10

=o-Sensor Error =0.05 —

©
=>«Sensor Error =0.02
0.025 - -#-Speckle Size =0.01 %
A -+-Speckle Size = 0.001 —
. —e—-Speckle Size=0
0020 1 B e~
£ L]
£ 5
' 0.015 -
L Z
Ant )
h .
2 0.010 -
LLl
(]
)
0.005 -
+
0.000 . . . . i ——

6 12 25 50 100 250 500
Number of Calibration Images

75-mm Lens — 100-mm FOV
Sensor Error = Matching Error (pixels)

Calibration ——— Image ——— —— Uncertainty of

Parameters Correlation 3D Position



At the edge of the FOV, the calibration ) B
dominates the uncertainty.

—=Sensor Error =0.10
~o-Sensor Error =0.05 ©

0.035 - N =><Sensor Error =0.02 c>_|§
. -B-Sensor Error=0.01 o
0.030 - \ -4-Sensor Error = 0.001
_ L0 \\ —Sensor Error =0
g 0.025 - 5 = O —X
n
6 0.020 - \W—\a,w
=
E .% \
0 0.010 - o
™M O
c
0.005 - _
O-OOO | | | | I I 1

6 12 25 50 100 250 500
Number of Calibration Images

75-mm Lens — 100-mm FOV
Sensor Error = Matching Error (pixels)

Calibration ——— Image ——— —— Uncertainty of

Parameters Correlation 3D Position



The edges are dominated by the calibration.

Calibration

Sandia
r.h National
Laboratories

0.040 - =*=Sensor Error=0.1
0.035 - A =o-Sensor Error =0.05
=>=Sensor Error = 0.02 g
< 0.030 - -=-Sensor Error = 0.01 %
g 0.025 - § -4=Sensor Error = 0.001
b GC) —o—-Sensor Error=0
~:-)—' 0.020 - %]
o (@)}
S 0.015 - =
g 0.015 8
0 0.010 - D
O
=
0.005 -
O-OOO | | | [ [ [ |
6 12 25 50 100 250 500

Number of Calibration Images

75-mm Lens — 100-mm FOV
Sensor Error = Matching Error (pixels)

Image ——— —— Uncertainty of

Parameters

Correlation 3D Position



Longer lenses have lower errors. ) e

Orign (0,9,0)

Calibration

Image

= o
< o
S R\

Distance Error (mm)
:

0.01 o
0.0559
0 01g
Q
Og/
190 250 500 &
Number Calibration Images D
€ 0.04
£
5 0.03 n 0
=
L 0.02
3 ~
s 0.01 0.05 ,g\f’
2 K
2 0 0.01 &
) IS
25 N
50 9
100 %
N 250 500 &
Number Calibration Images @

Uncertainty of

Parameters

Correlation

3D Position



For outdoor testing, camera shake is ) e,
most likely the largest error term.

611 Camera Shake

Corrected Motion

0 - -‘
0 60
0.1
o Camera Shake Notes:
2., - Backboard is stationary
] * There is no camera
§ o carigio s11 488 =1 A e rotation (this is good!)
293 « Error is up to 0.5 pixels!
a . . )
> — Fdybem B My not be noticeable by
= —R1uC 1
-0.4 : —Rl\L.: cfﬂ_l cye.
—R3 u Cam_1
5 -R3vCam_1 Cam_1
5 =—3DuCam_0
-05 ——3DvCam_0
~—Corrected uCam_0
: ——Corrected vCam_0
Corrected uCam_1
06 - Corrected v Cam_1

Camera shake can be corrected.




The camera motion errors can be ) i,
calculated in mm.

Laboratories

t Uncorrected Corrected
U \" w ) \") w
Camera Motion Notes: 12 - Average -0.82 0.65 3.68 0.02 0.01 0.23
Maximum 1.55 1.09 12.70 0.06 0.03 0.51

* Measured on the
backboard (i.e. should 10 -
have 0 displacement).

* Correction reduces the = .
error to subpixel. E . :\L,’l‘j:;gr’[:g:j
 This error will be an E ——W Uncorrected
input for the Angle-of- & , | \coreaes
attack calculation. 2 ——W Corrected
(]

 Thisis in the 2
backboard coordinates.

|I|I\\\llllﬁ‘_\\\1l\\\lFﬁj

1 3 5 7 9 11 13 15 17 29 31 33 35 37 39 41 43 45 47 49 51

Frame Number

-2 -
-4
-4 .
Uncertainty of
R 3D Position



Conflicting requirements require two )
different fields-of-view

National _
Laboratories




The overall and tight results
compare very well...

i\

Sandia
National
Laboratories

—a—\Wide Stereo Rig Frame 12

-#-Tight Stereo-Rig Frame 9

8 _
AN 7 ke
- SN IRIG Time
£ ey d  satDec3 2011
£ AAAA 6 - & | 6045332342810
o a &
c '\ &
S = 5 ¢
o a ‘t
w- A 4
Q a &
- a 4 - Q :
= a ~IRIG Time
o ) Sat Dec 31 2011
Subset Size 16:04:53.323 413.91
Tight View
Wide View
“IRIG Time
Sat Dec 31 2011
16:04:53.323 401.09 5
-100 -50 0 50 100

Y-Position (mm)

Type B

— Uncertainty of

&“‘\\\\AAAAA ——Wide Stereo-Rig Frame 10

555555

lllll

000000

555555

Subset Undermatch

3D Position



With proper experimental design small )
virtual gage regions can be measured.

National _
Laboratories

eyy [um/m] - Lagrange
10400
9362.5
Step = 4 pixels
Subset = 29 pixels
Strain Window = 5 points 7287.5
Virtual Gage = 8 mm
Rivet Size = 6 mm

3325

6250

52125

4175

3137.5

Three Rows of Rivets 2100

1062.5

25

Calculation of Strain 200



National

Strain profiles across rivets. ) e

40000 -
35000 -
Rivets = 6-mm
30000 -
T _ 25000 -
= Virtual Gage = 8-mm
€ —Virtual Gage = 14.4-mm 20000
=
=
©
=
(7p)
-170 -150 -130 -110 -90 -10
X-Location (mm) -5000 -

Calculation of Strain



Strain sensitivity case study using real =)
data

Laboratories

- exx [1] - Lagrange
+.Subset = 91 0.027
- Step = 23 I
Strain Filter = 15
Virtual Gage = 37 .mm — 0.02175

0.02525

0.0235

—1 0.02

—1 0.01825
0.0185

ID.DH?E

—1 0.013

—1 0.01125

0.0095

* Effect of smoothing 0.00775
* 'Decreases amplitude of peaks ' "o
S 0.00425

0.0025

_ * Spreads the peaks spatially

0.00075

-0.001

Calculation of Strain



Subset Size 29 71 29 29 71 71 91 29 71 91
Step Size 3 5 8 3 5 18 23 8 18 237
Strain Window 5 5 5 15 15 5 5 15 15 15
Virtual Gage (pixels) 13 21 33 43 71 73 93 113 253 323
Interpolant 4-Tap 4-Tap 4-Tap 4-Tap 4-Tap 4-Tap 4-Tap 4-Tap 4-Tap 4-Tap
Virtual Gage (mm) 1.6 |—27 —a4 |—a9 8.2 9.8 12.6 — 13.1 29.5 37.7
Noise (StDev - pe) 174 54 59 93 47 30 22 41 18 15
Max Strain (pe) 53109 | 33811 33589 | 43392 28645 17607 14555 23094 13039 10586
0.06 « 144% increasein SS 57% increase in VSG €xx
0.027
Vé=16  |ncrease.of subset size
00> —ve=49  brings less regularization
—V6=44  than increase of VSG size
.E. 0.04 - —VG =27
E —VG=8.2 0.013
— - —VG=13.1
c 0.03
® —VG =938
-
v 002 —VG=12.6
—VG=29.5 -0.001
0.01 _ —_—VG=37.7
0 = —_— I 7 I I I I | I — .
-40 -30 -20 -10 0 10 20 30 40 50
Horizontal Position (mm)

|
Calculation of Strain



Thermal waves will cause issues )

Laboratories

0.015

¢ Heat Waves

0.01 - B No Heat Waves

o
o
S
G

’ 1
60
-0.005

Out-of-plane (mm)
o

-0.01

-0.015 -

Temperature (C)
Watch these movies carefully




The noise floor gives you a some of the 5=

National _
Laboratories

Standard Deviation
U[mm] V[mm] W [mm] Matching [pix]

—

' 0.038  0.035  0.249 0.005
]

1 Absolute Maximum

® ..

] -‘ U[mm] V[mm] W [mm] Matching [pix]
y 052 138 282 0.01
| o8 Included Some portion of

« Matching quality « Calibration quality
« Pattern quality

,

NG

Can be added with extended noise floor
 Lens distortions
« Camera motion

Estimated

(p Uncertainty of
3D Position




Estimated Ah) N

Laboratories

Uncertainty of
3D Position Estimates for a ~100-mm field-of-view

3D Error Position Error (mm) Notes

Calibration Errors

Number of images 0.01 > 25 Images at center
Calibration target quality 0.5 or better Better than 1/10t" pixel
Lens distortions 0.02 Depends on number of calibration images

and lens quality.

Depends on lens length and air column

Thermal Errors 0.01 ??
between sample and camera.

Matching Errors 0.01 Dgpend.s on where in image. Not additive
with calibration error.

Subset size 0.2 27 erends on ur]derlylng shape and
displacement field.

Camera Motion 0.15? (0.5 pixel motion) Depends on magnitude and direction of
camera motion

Strain Error ?7? Depends on filtering and underlying strain

field.

Displacement errors an order of magnitude less.

Calibration ——— Image —— —— Uncertaintyof —

" Calculation of Strain
Parameters Correlation 3D Position



The DIC community needs, training, ) e,
standardization and guidelines.

. . . . Local polynomial - affine
» Publication requirements to provide -
uoieaton Eauremen 10 deta poins, 8.5 mm
'mportant DIC information.
2310

6000 -

4000 -

N

o

o

o
I

* A real definition of
spatial resolution is
needed.

500

e | 1 exx Command
| ] exx
4000 4 =—L3 exx Command
e | 3 exx

Microstrain
(pixels/pixel)
o

N

o

o

o
I

-6000 - X-Position (pixels)

* Improved training beyond
vendor provided — and agnostic DIC course

Metrology beyond colors
of DIC software. January 13-16, 2014 - Ghent, Belgium



DIC Challenge ) i,

The DIC Challenge seeks to:

* Provide sample images for code verification and development.

* Benchmarked results for the sample images — published and peer-
reviewed.

e A forum for the discussion and improvement of DIC.

Description Set Name | Method* | Contrast | Subset | Noise [ Shift
= Phillip Reu — Chairman Size’ o (GL) | (pixels) mages

(US — FFT Shifting) TexGen Shift X,)Y EEE! TexGen  Varying  Specify 1.5 X=Y=0.05
TexGen Shift X,Y [EEiE TexGen  otos0 Specify 8 X=Y=0.05 20
" Bertrand Wattrisse FFT Shift X,Y Sample3 FFT Shift oto200  Specify 15 X=Y=0.1 10
= Evelyne Toussaint (EU — BIasITS i Samplesb  FFT Shift oto200  User 15 0.05t00.5 5
Data Analysis) FFT Shift xandy [EEhs) (1 FFT Shift otos0 Specify 8 X=Y=0.1 10
. . FFT Shift xandy B FFT Shift Varying  Specify 15 X=Y=0.1 10
" Wei-Chung Wang (Asia) Sample6 Binning oto200 21 Low X=Y=0.1 10
= Laurent Robert (EU - Sampley Binning otos50 Specify High  X=Y=o0a 10
TexGen) Sample8 TexGen oto1oo  Specify 2 ® by1 10
Rotation FFT Sampleg FFT oto1oo  Specify 2 ® by1 10
" Hugh Bruck (US) Sampleio  TexGen  oto200  User 2 Sinusoid 10
= Sam Daly (US) Samplen  TexGen 60to130 User 2 Sinusoid 10
= Ramon Rodriguez-Vera
(Latin/South America)

Samplenb  FFT oto200  User 1.5 Tri..o1to1 6
- ]

Ex1 - Plate Hole Sampleiz  Exper. Good User Low N/A 12

Ex2 - Weld Samplei3  Exper. Poor User Low N/A 52

Varying Strain Sample 14 FFT 0to 200 User 5 N/A 4
9

Varying Strain Sample 15 TexGen 80to 180 User 2 N/A



