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BoEom	
  Line	
  Up	
  Front	
  

	
  
IncorporaBng	
  a	
  Twinfin	
  into	
  our	
  research	
  and	
  
analysis	
  pipeline	
  lets	
  us	
  ask	
  richer	
  ques?ons	
  

over	
  more	
  data	
  and	
  get	
  answers	
  more	
  
quickly.	
  

	
  
	
  

User-­‐defined	
  funcBons	
  are	
  absolutely	
  crucial.	
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Outline	
  

§  Problem	
  DefiniBon	
  

§  What’s	
  So	
  Hard	
  About	
  That?	
  

§  ComputaBonal	
  Approaches	
  

§  Wrap	
  Up	
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Air	
  Traffic:	
  What	
  We	
  See	
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One	
  Day	
  of	
  Reality	
  
Flight	
  paths	
  across	
  the	
  U.S.	
  on	
  April	
  4,	
  2013	
  

5,292,351 points 
41,797 flights (a quiet day) 
1009MB of data 



Air	
  Traffic:	
  Reality	
  

6	
  



ASDI	
  Data	
  DescripBon	
  

§  AircraZ	
  SituaBon	
  Display	
  to	
  Industry	
  
§  Unclassified	
  feed	
  of	
  US	
  civilian	
  air	
  traffic	
  
§  Powers	
  all	
  flight	
  status	
  web	
  sites,	
  displays	
  in	
  airports	
  
§  FAA	
  originated;	
  we	
  get	
  it	
  from	
  AirNav,	
  Inc.	
  

§  Rich,	
  relaBvely	
  clean	
  data	
  stream	
  
§  ~30-­‐65000	
  flights	
  per	
  day	
  (mostly	
  IFR)	
  
§  Each	
  aircraZ	
  pinged	
  every	
  5-­‐60	
  sec.	
  

§  PosiBon	
  calculated	
  from	
  radar	
  transponder	
  reply	
  
§  PosiBon	
  error	
  affected	
  by	
  distance	
  from	
  radar	
  
§  Status,	
  posiBon,	
  heading,	
  speed,	
  etc.	
  updated	
  and	
  reported	
  ~60	
  seconds	
  

§  Lots	
  of	
  data:	
  ~5M	
  points/day,	
  ~1GB/day,	
  currently	
  >100GB!	
  
§  Lots	
  of	
  metadata:	
  17	
  columns	
  worth	
  



Data	
  Set:	
  	
  ASDI	
  Air	
  Traffic	
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Data	
  Set	
  Vital	
  StaBsBcs:	
  	
  
ASDI	
  Air	
  Traffic	
  

§  AircraZ	
  SituaBon	
  Display	
  to	
  Industry	
  
§  Unclassified	
  feed	
  of	
  US	
  civilian	
  air	
  traffic	
  
§  Powers	
  all	
  flight	
  status	
  web	
  sites,	
  displays	
  in	
  

airports	
  
§  FAA	
  originated;	
  we	
  get	
  it	
  from	
  AirNav,	
  Inc.	
  

§  Rich,	
  relaBvely	
  clean	
  data	
  
§  ~30-­‐65000	
  flights	
  per	
  day	
  (mostly	
  IFR)	
  
§  Each	
  aircraZ	
  pinged	
  every	
  5-­‐60	
  sec.	
  

§  PosiBon	
  calculated	
  from	
  radar	
  transponder	
  reply	
  
§  PosiBon	
  error	
  affected	
  by	
  distance	
  from	
  radar	
  
§  Status,	
  posiBon,	
  heading,	
  speed,	
  etc.	
  updated	
  and	
  

reported	
  every	
  60	
  seconds	
  

§  Lots	
  of	
  data:	
  ~5M	
  points/day,	
  ~1GB/day	
  
§  Lots	
  of	
  metadata:	
  17	
  columns	
  worth	
  



How	
  do	
  we	
  make	
  sense	
  	
  
of	
  all	
  that?	
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Approach	
  1:	
  InspecBon	
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Train	
  humans	
  to	
  watch	
  an	
  ongoing	
  display	
  
of	
  traffic	
  and	
  point	
  out	
  anomalies.	
  

	
  
Hey,	
  it	
  works	
  for	
  traffic	
  control…	
  

	
  
Let’s	
  try	
  it!	
  



Chicago	
  
Flight	
  paths	
  on	
  April	
  4,	
  2013:	
  

80,456	
  points	
  
3,986	
  flights	
  

~15MB	
  of	
  data	
  
	
  



Chicago	
  Again	
  
Flight	
  paths	
  on	
  April	
  4,	
  2013:	
  



Moving	
  to	
  a	
  Database	
  

§  A	
  trajectory	
  is	
  just	
  a	
  Bme	
  series	
  
§  SQL	
  is	
  bad	
  at	
  Bme	
  series	
  analysis	
  

§  We	
  can	
  define	
  our	
  own	
  data	
  types!	
  
§  DB	
  doesn’t	
  know	
  or	
  care	
  what’s	
  in	
  a	
  VARCHAR	
  field	
  

§  So	
  how	
  do	
  we	
  encode	
  a	
  trajectory?	
  
§  How	
  do	
  we	
  represent	
  it?	
  
§  How	
  do	
  we	
  operate	
  upon	
  it?	
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Trajectory	
  Encoding	
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LatitudeLongitude Timestamp

“AAL317” (16 bytes)

(8 bytes each)

Each	
  flight	
  has	
  	
  
10-­‐1500	
  of	
  these…	
  

AAL317

VARCHAR(16) FlightID VARCHAR(30000) FlightPoints

…encoded	
  into	
  a	
  single	
  row	
  with	
  a	
  User-­‐Defined	
  Aggregate	
  

Voila.	
  	
  We	
  now	
  have	
  our	
  table	
  of	
  trajectories.	
  



What	
  does	
  that	
  buy	
  us?	
  

Task Time (Linux server) Time (Twinfin-12) 

One-time data load ~ 5 minutes ~ 10 minutes 

Runtime data load 35:00 0:49 (combined) 

Trajectory assembly 2:03 

Compute signatures 0:13 0:02 

Total 37:16 0:51 
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Timings:	
  One	
  Month	
  of	
  Data,	
  ~132	
  million	
  points	
  



What	
  else	
  does	
  that	
  buy	
  us?	
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Task Time (Linux server) Time (Twinfin-12) 

One-time data load ~ 90 minutes ~ 3 hours 

Runtime data load Insufficient Memory 26:07 (combined) 

Trajectory assembly 

Compute signatures 0:18 

Total 26:25 

Timings:	
  18	
  Months	
  of	
  Data,	
  ~2	
  billion	
  points	
  



Yes,	
  but…	
  

§  Q:	
  Couldn’t	
  you	
  rewrite	
  your	
  code	
  to	
  work	
  on	
  MPP	
  
supercomputers	
  with	
  terabytes	
  of	
  memory?	
  

§  A:	
  Yes,	
  if	
  I	
  had	
  another	
  2	
  months	
  of	
  development	
  Bme	
  and	
  
very	
  paBent	
  customers.	
  

§  Q:	
  Couldn’t	
  you	
  devise	
  a	
  persistent	
  store	
  to	
  reduce	
  your	
  
load	
  Bme?	
  

§  A:	
  You	
  mean	
  a	
  database?	
  	
  	
  Excellent	
  idea!	
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Algorithm:	
  Feature	
  Vectors	
  

§  Clustering	
  algorithms	
  are	
  preEy	
  good…	
  
§  Take	
  your	
  pick:	
  parametric,	
  non-­‐parametric,	
  mixture	
  models,	
  k-­‐means,	
  

k++-­‐means,	
  hierarchical,	
  agglomeraBve…	
  
§  One	
  problem:	
  most	
  of	
  them	
  require	
  a	
  normed	
  space!	
  
§  Trajectories	
  as	
  curves	
  exist	
  in	
  a	
  non-­‐normed	
  metric	
  space	
  
§  Measures	
  exist	
  but	
  are	
  oZen	
  unintuiBve	
  

§  SoluBon:	
  invent	
  features	
  that	
  describe	
  behavior	
  
§  How	
  do	
  we	
  as	
  humans	
  describe	
  trajectories?	
  
§  What	
  quanBBes	
  will	
  let	
  us	
  formalize	
  that?	
  
§  Does	
  that	
  give	
  tracBon	
  to	
  fast	
  search	
  and	
  clustering	
  algorithms?	
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Simple	
  Features	
  

Θ1

Θ2

Θ3

Θ4

x0

x1

x3

x4

End-to-End Distance

x2

x5
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•  End-­‐to-­‐end	
  distance	
  
•  Total	
  distance	
  traveled	
  
•  Total	
  curvature	
  
•  Total	
  turning	
  
•  Speed	
  (avg,	
  max,	
  min)	
  

These	
  features	
  are	
  derived	
  from	
  the	
  individual	
  
line	
  segments	
  that	
  compose	
  the	
  flight.	
  



Geometric	
  Features	
  

x0

x1

x2

x3

x4

x5

x6

x7

x8

x9

x10

x11

x12

x13

Convex Hull of Trajectory

Major axis

M
in

or
 ax

is Centroid
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•  Aspect	
  raBo	
  of	
  convex	
  hull	
  

•  Perimeter	
  of	
  convex	
  hull	
  

•  Area	
  of	
  convex	
  hull	
  

The	
  convex	
  hull	
  helps	
  us	
  see	
  higher-­‐level	
  behavior.	
  



Feature	
  Vectors:	
  Avoiding	
  Space	
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Feature	
  Vectors:	
  Avoiding	
  Space	
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Feature	
  Vectors:	
  Holding	
  and	
  Diverted	
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Feature	
  Vectors:	
  Survey	
  Flights	
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Algorithm:	
  Distance	
  Geometry	
  

§  “…characterizaBon	
  and	
  study	
  of	
  sets	
  of	
  points	
  based	
  only	
  on	
  
given	
  values	
  of	
  distances	
  between	
  member	
  
pairs.”	
  [Wikipedia]	
  

§  Very	
  useful	
  in	
  compuBng	
  protein	
  structure	
  and	
  searching	
  for	
  
similar	
  molecules	
  

§  IntuiBon:	
  Pick	
  evenly	
  spaced	
  sets	
  of	
  points,	
  compute	
  
pairwise	
  distances,	
  normalize	
  so	
  largest	
  distance	
  is	
  1	
  

§  Result:	
  fingerprint	
  invariant	
  under	
  rigid	
  transformaBon	
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Distance	
  Geometry:	
  Exemplar	
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Distance	
  Geometry:	
  Result	
  1	
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Distance	
  Geometry:	
  Result	
  2	
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Distance	
  Geometry:	
  Result	
  3	
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Wrapping	
  Up	
  
§  Air	
  traffic	
  is	
  a	
  classic	
  Big	
  Data	
  Set	
  

§  Big,	
  noisy,	
  ever-­‐growing,	
  informaBon	
  at	
  mulBple	
  scales,	
  missing	
  or	
  
incorrect	
  values…	
  

§  The	
  Mark	
  1	
  Human	
  doesn’t	
  stand	
  a	
  chance	
  

§  Advanced	
  architectures	
  are	
  a	
  must	
  
§  Trim	
  several	
  months	
  from	
  development	
  Bmeline	
  
§  Enable	
  research	
  using	
  all	
  the	
  data	
  

§  New	
  classes	
  of	
  quesBons	
  

§  Netezza	
  Twinfin	
  shines	
  in	
  this	
  role	
  
§  CombinaBon	
  of	
  speed	
  and	
  flexibility	
  
§  User-­‐defined	
  funcBons	
  are	
  the	
  key	
  
§  Acts	
  more	
  like	
  a	
  supercomputer	
  than	
  a	
  database	
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QuesBons?	
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UNUSED	
  SLIDES	
  FOLLOW	
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