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Abstract— A hardware-in-the-loop (HIL) microgrid testbed
for the evaluation and assessment of microgrid operation and
control system has been presented in this paper. The HIL testbed
is composed of a real-time digital simulator (RTDS) for modeling
of the microgrid, multiple NI CompactRIOs for device level
control, a prototype microgrid energy management system
(MicroEMS), and a relay protection system. The applied
communication-assisted hybrid control system has been also
discussed. Results of function testing of HIL controller,
communication, and the relay protection system are presented to
show the effectiveness of the proposed HIL microgrid testbed.

. INTRODUCTION

The rapid development of renewable energy applications
leads to a large number of research works on microgrid, which
is one of the most effective forms for grid integration of
distributed energy resources (DERS) [1], [2]. The microgrid
can be operated in grid-connected mode or islanded mode,
which helps to mitigate the adverse effects of renewable energy
resources and improve the reliability and energy efficiency of
the grid. This unique feature of microgrid requires new
coordinated control algorithms, energy management system,
and protection schemes [3]-[5].

While computer simulations can be used to analyze and
verify many concepts and schemes related to microgrid, those
computer models become very complicated when the entire
microgrid is simulated at full dynamic order. In addition,
computer simulations have limitations on microgrid study,
especially on those issues related to communication and
protection. Thus, a microgrid testbed embedded with different
DERs has been proposed as a powerful evaluation tool and
helpful in promoting the development of microgrid research.
There are many microgrid testbeds and demonstration projects
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built in different countries. In US, CERTS microgrid testbed,
which consists of three feeders with loads and three
microsources, has been built and operated by American
Electric Power. It successfully demonstrated the ease of
integrating distributed energy sources into a microgrid [6]. The
University of California, San Diego (UCSD) has developed a
42 MW university microgrid with a master controller and
optimization system that creates a self-sustaining campus [7].
Various researches have been conducted on optimization
algorithms and predictive analytics related to microgrid. In
Europe, within the frame of the European project “Microgrid”
several microgrid testbeds have been installed. Take the
DeMoTec at ISET as an example, it mainly focuses on
electrification with renewable energies using modularly
expandable and grid-compatible hybrid power supply systems
[8]. The latest R&D findings and products related to the
generation or consumption of electrical energy can be
demonstrated. These testbeds provide experimental platforms
for microgrid research. However, it is difficult to evaluate
strategies and carry out testing under various scenarios and
events. Since these testbeds usually involve a fixed hardware
configuration, which is time consuming and costly to
reconfigure. And the experiments are dependent on local
weather and environment conditions.

Thus, hardware-in-the-loop (HIL) techniques can be
introduced to the microgrid testbed [9]-[11]. By combining the
HIL techniques and computationally advanced real-time
systems, the flexibilities of both the microgrid testbed and its
test conditions can be improved significantly. In this paper, a
real-time digital simulator (RTDS) is employed for modeling
of the microgrid. The RTDS is a commercial power system
simulator capable of real-time operation, and is widely used in
the electric power industry by utilities, equipment
manufactures and research organizations [12]-[15]. The RTDS
hardware is digital signal processor based and uses a
customized parallel processing architecture that designed
specifically to solve the electromagnetic transient simulation
algorithm. The RTDS software includes a comprehensive
library of both power system and control components, and the
graphical user interface known as RSCAD [16].

A RTDS-based HIL microgrid testbed for testing,
verification, and assessment of microgrid operation and control
system has been proposed in this paper. First, the microgrid
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Fig. 1. The diagram of the microgrid.

model and HIL testbed configuration are introduced. Then the
applied control system, including the device level control and
the microgrid energy management system, is discussed.
Finally, testing results are provided to demonstrate the
functionality of the HIL microgrid testbed.

Il.  MICROGRID HIL TESTBED

A. Microgrid System Description

A simplified circuit diagram of the microgrid is shown in
Fig. 1. The microgrid is connected to local grid (three-phase,
0.48 kV) via a microgrid switch. The microgrid system is
composed by two three-phase DC/AC power electronics
converters of 144 kVA, one three-phase DC/AC power
electronics converter of 75 kVA, two battery systems of 200
kWh, one PV array of 53 kW, one synchronous machine of 15
kW, and two programmable loads of 160 kW, 160 kVar. The
PV array is connected to the DC side of the inverter of 75 kVA
and then connected to the grid. Each energy storage system is
connected to a bidirectional inverter of 144 kVA so that the
battery can be charged or discharged.
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B. HIL Testbed Configuration

The RTDS is a high resolution, real time simulation tool,
which is aimed at performing HIL testing. It is able to interface
with external hardware using different types of 1/O cards, and
has real-time response for closed-loop testing such as DER and
microgrid controls, protection relay response and coordination,
and power electronics controls. Thus, the simulation of control
system, communication network, and protection of microgrid
with real hardware and Power HIL simulation can be realized.
The RTDS-based HIL microgrid testbed is presented in Fig. 2.
It is partially software (the microgrid itself is modeled in the
RTDS) and partially hardware (the microgrid operation and
control system as well as the relay protection system are
implemented in hardware).

The employed RTDS can simulate electrical networks of up
to 180 electrical nodes. More than 100 analog and digital 1/O
channels provide sufficient capability to incorporate external
equipment into the real-time simulation. It performs power
system simulations with a time step of 50 ps. For controls and
power electronics simulations, the RTDS uses a time step of 5
ps. Since the higher resolution is needed for accurate
simulation of high switching frequencies and calculations used
in the power electronic controls. Simulating power electronics
requires special models designed for small time step
simulation, all of which must be placed in the small time step
subsystem. And a large to small time step transformer is
needed to link the two parts of the model. The microgrid model
in the RTDS includes system topology, detailed dynamic and
transient generation and load models, switchgears, sensors, as
well as protection relays. Compared to the hardware
configurations, it can be easily updated and expanded to allow
for modeling of events in various operation scenarios, which
helps to promote the development of microgrid research and
reduce deployment cost for new devices and solutions. In
addition, severe fault or component failure conditions can be
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Fig. 2. RTDS-based HIL microgrid testbed configuration.



created and simulated in the RTDS model, and the
functionality of the microgrid control and protection system
can be evaluated which is difficult or even not feasible in a
physical test system.

The conventional computer and NI CompactRIOs 9030 are
employed in the HIL testbed as the microgrid control system.
The microgrid energy management system (MicroEMS) is
implemented by Matlab in the computer. And the device level
control, like inverter-based DERs control, load control, is
achieved by multiple NI CompactRIOs. Take the energy
storage (ES) controller as an example, NI CompactRIO 9030
and 1/0 modules NI 9220, N19264 are employed. And the ES
controller interface in NI LabVIEW is given in Fig. 3.

Communication between the computer and LabVIEW
device level control is performed by using UDP. The presented
microgrid controller can be evaluated in the HIL testbed first,
and then tested in the corresponding physical microgrid.
Actually, the HIL microgrid testbed is aimed at providing a
standardized and independent testing. Any developed
microgrid controller can be evaluated and tested here by
replacing the presented control system and updating the
microgrid model in the RTDS.

Meanwhile, to implement fault testing, a relay protection
system with a real time automation controller (RTAC) and both
virtual and physical relays is added to the testbed. Three SEL
351S programmable digital relays with communication
capabilities are applied for selected circuit breakers in the
microgrid testbed. They are well suited for overcurrent
protection applications. And six setting groups can be
predefined and swapped on the fly based on the logic
programmed in the relay settings or by external command
signals from the RTAC. 1/0 channels are used to transfer
information between the SEL relays and RTDS. SEL relays
read CTs and VTs information of the microgrid model from the
RTDS through analog channels. SEL relays also read the status
of the modeled circuit breakers and control them through
digital channels.

The RTAC is a real time operating system with
customizable functionality, making it ideal for protection
system coordination. In the testbed, the RTAC is interfaced
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with both the RTDS and SEL 351S relays. The connections
with the RTDS are used to monitor the status of circuit
breakers and the operational state of the distributed generators.
Meanwhile, the RTAC is connected to the relays serially using
a proprietary SEL communications protocol for monitoring of
relay statuses and measurements as well as centralized control
of relay functions.

I11. CONTROL SYSTEM

A communication-assisted hybrid microgrid control and
communication architecture [17] has been applied, as shown in
Fig. 4. The benefits of both the distributed control and
centralized control can be maximized by the three control level
design: device level, microgrid control and communication
level, and grid level (operation center). The fundamental
microgrid functions, including grid-connected and islanding
operation, transition between the operation modes, and stable
frequency and voltage regulation in islanding mode, will be
performed at the device level. The advanced functions are
performed by the microgrid control and communication level
to achieve the optimal operation of the microgrid: overall
system efficiency, DER utilization, reliability, stability, and
power quality taking into consideration and constraints.
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Fig. 3. The user interface of the ES controller.



At the device level, there are three control modes for
inverter-based DERSs, active and reactive power control, active
power vs. frequency (P-f) droop control or reactive power vs.
voltage (Q-V) droop control, and frequency or voltage
secondary control. Fig. 5 presents the control diagram of
active and reactive power control as an example. Open power
loop is applied to calculate the active and reactive current
reference. The inverter output currents in abc coordinates are
converted to dq coordinates, and regulated through PI
controllers to generate the modulation signals. Voltage
feedforward control is also added to reduce the inrush current.

The control modes and setting points of each device level
controller will be dispatched by the MicroEMS in the
microgrid control and communication level. The MicroEMS
manages the power flow, power transaction, energy generation
and consumption, and battery charging/discharging in the
microgrid. The objective is to coordinate among multiple
DERs, responsive loads and main grid to improve the system
reliability and reduce the total operation cost.

The diagram of MicroEMS is shown in Fig. 6. First of all,
the PV power and load for the next 24 hours with 5-minute
intervals are forecasted using Artificial Neural Networks. The
forecasted data as well as the real-time measurements are
utilized by the 5-minute-ahead scheduler to calculate the
dispatch orders for all controllable components, such as the
control modes and setting points of inverter-based DERs, load
adjustments, etc., for the next 24 hours. The optimization
problem is formulated as a Mixed Integer Linear Programming
(MILP) problem and solved by integer programming function
in MATLAB. The 5-minute-ahead scheduler updates the
dispatch orders every 5 minutes and only the order for the next
5 minutes are sent to corresponding components.

A microgrid has two operation modes, i.e., grid-connected
mode and islanded mode. The operation conditions, system
constraints, and operation objectives could be different in
different modes. In the grid-connected mode, the MicroEMS

Inverter output 0
voltage i oo | Dare d
a
V.
va aty - L F dn
b dg Inverter output 2wlLi
Ve current 4 de
V V, la h o
- .
A dq P
Pret —> Current reference I 1
Qret calculator
la pac Iﬂ"

24h Market Price
Forecast

e
o B " % Cloud Cover — —
MATTAR MaTLAR ints.
24hSolar Iradiance/| | | | [s-min-ahead Scheduler| |||
PV output (Grid-connected)
)

MATT AR MaTTAR
Temperature 24h Residential 5-min-ahead Scheduler
Model Consumption| * Islandin;

XN P
Cloud Cover

>

%«—— El
—

Fig. 6. The diagram of MicroEMS.

communicates with the distribution system, manages the
microgrid to comply with the utility policies and minimize the
operating cost. In the islanded mode, the primary objectives of
the microgrid are to maintain the stability and regulate the
voltage and frequency within certain ranges.

IV. RESULTS

The RTDS-based HIL microgrid testbed is designed for
testing, verification, and assessment of microgrid components
and controllers for system operation, energy management, and
protection under different scenarios. Testing results of device
level controllers, MicroEMS and the relay protection system
are provided to show validation of the proposed HIL system.

A. Testing of Device Level Controllers

In this scenario, the PV inverter in bus 1 and the energy
storage system in bus 2 are turned on and tested in both grid-
connected and islanded modes. As mentioned above, the
control system of each inverter has been implemented in the NI
CompactRIO 9030 by using NI LabVIEW.

In the grid-connected mode, two inverters are both
controlled in the active and reactive power control mode. It
should be noticed that the active power control of the PV
inverter is different from the scheme shown in Fig. 5. The
maximum power point tracking (MPPT) needs to be applied to
maximize the solar energy extraction. Thus, an MPPT
controller is added to generate the dc-link voltage reference.
The voltage of the connected PV array is compared to the
voltage reference, and the error is controlled through a PI
controller that gives the active current reference.

To show the MPPT function, PV panels are operated under
the solar irradiance 600 W/m? and temperature 25 °C at the
begining. And at t = 1s, the solar irradiance increases to 1000
W/m?. The output power of PV inverter is shown in Fig. 7. It
can be seen that the output power is reaching the new
maximum solar power 53 kW after 1s. Fig. 8 also gives the PV
inverter output current under the irradiance 1000 W/m?.
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Fig. 7. The output power of PV inverter.
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Fig. 8. The output current of PV inverter (under irradiance 1000 W/m?).



For the energy storage system, the power setting points are
Pres = -50 kKW, and Q¢ = 0, which means the battery is being
charged. Then the battery is changed to discharge mode with
Pt = 100 kW. The output power and current of the ES inverter
are shown in Fig. 9 and 10, respectively.

If the microgrid switch is open, the microgrid will be
operated at the islanded mode. The PV inverter is still operated
in the power control mode, but the ES inverter is changed to V-
f control mode to maintain the voltage and frequency of the
microgrid. Fig. 11 presents the output power of the ES inverter
during the transition. The load is set as 70 kW and 20 kVar; the
reactive power reference of the PV inverter is 10 kVar, and the
output active power is 30 kW. When the microgrid switch is
open, the control of the ES inverter is changed to V-f mode,
and the output power goes to 40 kW and 10 kVar. So that the
total power generated by these two DERs is equal to the load
consumption. The microgrid voltage during the transition is
shown in Fig. 12. The voltage is stabilized in about 1 cycle.
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Fig. 9. The output power of ES inverter in the grid-connected mode.
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Fig. 10. The output current of ES inverter in the grid-connected mode.
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Fig. 11. The output power of ES inverter
from the grid-connected to islanded mode.
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Fig. 12. The microgrid voltage from the grid-connected to islanded mode.
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Fig. 13. The voltage and current in phase a during resynchronization.

The voltage and current waveforms in phase a during
resynchronization is also shown in Fig. 13. If the microgrid is
planned to connect back to the grid, the frequency of the
microgrid will be controlled to 60.05 Hz, and the magnitude
and phase angle of the grid voltage and microgrid voltage will
be compared. If the differences are within certain values, the
microgrid switch will be closed, as shown in Fig. 13.

B. Testing of MicroEMS

In this scenario, the PV inverter and two energy storage
systems are turned on and tested in the grid-connected mode. A
load profile emulating the power consumption of 20 houses is
sent to control the load in the RTDS microgrid model [18]. The
real-time solar irradiance data is also sent to the PV array in the
modeled microgrid. The output power of the PV inverter is
controlled by the MPPT controller, and setting points of ES
controllers are dispatched by the MicroEMS based on its
optimization results. In the grid-connected mode, the
MicroEMS manages the microgrid to comply with the utility
policies and minimize the operating cost.

Fig. 14 presents the testing results of the microgrid testbed
in a sunny day from 10 am to 6 pm. The measured powers of
the load, PV inverter, two ES systems, and the grid are given,
as well as the power setting of two ES systems (shown in
black). It can be seen that the measured power of ES systems
matches the power reference well. In the afternoon, when both
the load power and electricity price are high, the ES systems
will be discharged to minimize the operation cost. During that
time, the grid power is negative, and the microgrid is sending
power back to the grid. In addition, the reactive power
compensation is applied for the voltage support in the
microgrid.

The testing results in a pretty cloudy day are shown in Fig.
15. The power generated by the PV inverter is much lower. It
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Fig. 14. Long-term testing results in a sunny day.
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Fig. 16. Optimization results for the next 24 hours.

is even raining between 2:30 pm to 3:20 pm, and the PV
inverter is turned off during that time. According to the
optimization results, the ES systems are being discharged from
approximately 2:30 pm to 4:50 pm. The optimization results of
active power at 6 pm for the next 24 hours are also given, as
shown in Fig. 16. The ES systems will be charged during the
midnight considering both load power and the electricity price.
It should be noticed that the results will be updated every 5
minutes and only the orders for the next 5 minutes are sent to
corresponding components.

C. Testing of Relay Protection System

To test the relay protection system, the energy storage
systems on both buses are turned on, and three-phase fault and
single-phase fault are created in the RTDS microgrid model.
Different protection schemes can be tested. In the paper,
selected testing results of the conventional un-directional
overcurrent protection and differential protection are provided.

First, a single setting overcurrent scheme using a time
overcurrent characteristic and no directional control is tested.
This scenario is analogous to converting a portion of a
distribution system into a microgrid without considering
protection modifications. In this case the protection is set for
the expected utility fault current. Since only three SEL relays
are available in the HIL testbed, other relays are modeled in
RSCAD. The tested microgrid in RSCAD is shown in Fig. 17,
and relay settings are shown in Table 1.

To test this protection scheme, faults are applied on each of
the two buses in the microgrid and the cable between the two
buses as well as a bus outside the microgrid. Three phase faults
are applied by inserting an extremely small resistance between
the lines and ground, and the response times of the relays are
measured. The results are shown in Table 1.

In on grid status, external faults are not detected by relay 1
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24:048kV
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Fig. 17. Microgrid model in RSCAD for protection testing.

TABLE I. OVERCURRENT RELAY SETTINGS
Physical
Relay # Curve Type Relay? Dpickup TD
1 u4 Y 12.0 4.0
2 us Y 3.0 0.75
3 U4 Y 12.0 2.52
4 U4 N 12.0 1.25
5 us N 3.0 0.75
TABLE II. OVERCURRENT PROTECTION OPERATING TIMES
3 Phase Fault Protection Operation Delay (Cycles)
Relay Relay Relay Relay Relay
Status Location #1 #2 #3 #4 #5
External - 14.6 - - 16.4
On Bus1 221 15.7 - - 15.7
Grid Bus 2 - - - 15.1 15.3
Between Buses - - 18.5 - 16.2
External - - - - -
Island Bus1 - 14.0 - - 15.0
ed Bus 2 - 14.1 - - 15.1
Between Buses - 14.2 - - 15.2

since it is set in anticipation of the large fault current provided
by the utility but only measures the fault current produced by
the DERs. When the fault is applied to bus 1, relay 1 can
observe the utility fault current and operate. Relay 3 and 4 fail
to operate in both the on and off grid cases since they only
observe the DER fault current. For a normal distribution
system, only operating the breaker upstream from the fault
would be adequate. However, in the microgrid where DERs are
present, it is preferable for relay 3 to operate so that bus 2 can
remain in operation. Only a fault applied to bus 2 while on grid
can be isolated well from the rest of the system. It can be
observed that this conventional un-directional overcurrent
protection scheme is not effective, especially when the
microgrid is islanded.

An overcurrent based differential scheme is also tested.
Appropriately choosing CT polarities and wiring multiple CTs
together creates a differential protection that makes use of
overcurrent relays. During normal operation, no differential
current will be observed by the relays, allowing a very low
current pickup to be selected. This protection scheme is




TABLE III. DIFFERENTIAL OVERCURRENT PROTECTION OPERATING

TIMES USING SHORT-TIME (U5) CURVE

3 Phase Fault Protection Operation Delay (Cycles)

Relay Relay Relay Relay Relay
Status Location #1 #2 #3 #4 #5
External - 19.8 - - 22.7
On Bus 1 3.3 3.3 3.3 - -
Grid Bus 2 - - - 4.2 4.2
Between Buses - - 3.9 3.9 -
External - - - - -
Island Bus 1 - 3.7 3.7 - -
ed Bus 2 - - - 6.0 6.0
Between Buses - - 5.7 5.7 -

insensitive to faults outside the protection zone, so there is no
need to coordinate with other protections. Thus, the minimum
time dial setting or even an instantaneous characteristic can be
selected, and internal faults can be cleared quickly.

The testing results of applying three phase faults are
presented in Table I11. All overcurrent characteristics are set to
their minimum settings, 0.25 A pickup current and 0.5 s time
dial. It can be seen that three-phase faults are successfully
cleared for all locations inside the microgrid in both the grid-
connected and islanded modes. However, this test does not
offer a solution for isolating the microgrid from external faults.

As an example, Fig. 17 provides the testing result of the
differential protection when the microgrid is islanded and
three-phase fault is applied on the cable between two buses.
After 5.7 cycles, relay 3 and 4 are tripped (shown in green
color), leaving bus 1 and 2 still in operation.

V. CONCLUSIONS

A RTDS-based HIL microgrid testbed has been proposed to
test operation and control functions of microgrid. It is
composed of a RTDS for modeling of the microgrid, a control
system including device level control and MicroEMS, and a
relay protection system. The microgrid testbed has been tested
in the grid-connected and islanded modes as well as
resynchronization to verify the fundamental microgrid
functions. The MicroEMS and protection system have also
been tested in different scenarios. Testing results are presented
to demonstrate the functionality of the HIL testbed.

The HIL microgrid testbed is aimed at providing a
standardized and independent testing. The presented microgrid
model and control system are only examples for the
demonstration. Other developed microgrid controllers can also
be evaluated and tested on the testbed by replacing the
presented control system and updating the microgrid model in
the RTDS.
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