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1 Abstract

For the period of sixteen years covered by this report (Juri®a7 - July 31, 2013) the
High Energy Physics Group at the University of Puerto Ridéd&/aguez Campus (UPRM) carried
out an extensive research program that included major erpats at Fermi National Accelerator
Laboratory (Fermilab), the Cornell Electron-positron [@#r and CERN. In particular, these were
E831 (FOCUS) at Fermilab, CLEOc at Cornell and the CompacbiMBolenoid (CMS) at the
Large Hadron Collider (LHC) at CERN.

The group’s history is one of successful execution and growBeginning with one
faculty researcher in 1985, it eventually included fourulé¢ researchers, one post-doctoral
research associate, two undergraduates and as many asdiatg students at one time working
on one of the experiments that discovered the Higgs bosomeSuf this expansion was due
to the group’s leveraging of funds from the Department of l§ys core grant to attract funds
from National Science Foundation programs not targetedigb Bnergy physics. Besides the
group’s research productivity, its other major contribativas the training of a large number of
MS students who later went on to successful technical carieeindustry as well as academia
including many who obtained PhD degrees at US universities.

In an attempt to document this history, this final report gimegeneral description of the
Group’s work prior to June 1, 2010, the starting date for et grant renewal period. Much more
detail can, of course, be found in the annual reports subdhitp to that date. The work during the
last grant period is discussed in detail in a separate sectio

To summarize the group’s scientific accomplishments, omepmant to the results of
the experiments. Both FOCUS and CLEOc were designed to catyprecise measurements
of processes involving the heavy quarks, charm and bottoneavif quarks are particularly
interesting because, due to their mass, theoretical @lonk based on the Standard Model have
less uncertainty than those for the light quarks. Precisayheuark experiments can therefore
yield some of the best tests of the Standard Model and of theoapnations that are made in
calculating measurable observables. Both FOCUS and CLESe highly successful achieving
significant improvement in the precision of measurements ss lifetimes and decay branching
ratios. For example, FOCUS obtained a data sample thatioedtten times as many heavy quark
decay events as its predecessor.

CMS was a big shift in the group’s research. During the firstadie of the century
it became clear that the LHC would be the world’s highest gpneccelerator offering a unique
opportunity for discovery. Given the UPRM'’s group recordashievement, it was successful in
obtaining admission to the CMS collaboration in March, 2d8&coming the first institution to do
so that did not have a PhD program. CMS is one of two major éxy@sts at the LHC. Although
the plans are for these experiments to run for many years initfeased energy and event rates,
they have already achieved one of their principal goals. fEsefor the existence of the Higgs
boson, a particle which plays a unique role in the Standardéflbut had not been observed, was
answered in the affirmative in 2012.

The particular contributions of the UPRM group to these expents make up the
majority of this report although other contributions suchthe training of students, outreach to
the general community and the organization of scientifictinge are also discussed.



2 Project Summary, 1997-2010

The unifying topic of most of the group’s work during this et was heavy-quark
physics in a fixed-target charm experiment at Fermilab (FS¥;lth the detailed preparations for
a Fermilab collider experiment to study CP violation in thed&tor (BTeV) and in the work on
CLEOc at Cornell. UPRM began to shift its attention to the Cé&periment at the LHC in 2005
and the speed of this shift was accelerated after it was tategs a CMS member institution in
March, 2006. A related research activity from the beginnivag the development of improved
statistical techniques to be used in the analysis of data fhese experiments.

2.1 Personnel, 1997-2010

At the beginning of the grant period there were only two facuhembers in the UPRM
High Energy Physics Group; they worked on this project iil3. Angel Lopez from the Physics
Department was the Group Leader throughout the grant penmt\Wolfgang Rolke from the
Mathematics Department was his collaborator on projetasad to methods of statistical analysis.
Dr. Lopez was named by the Secretary of the Department ofgyrterthe High Energy Physics
Advisory Panel (HEPAP) from 2000-2003. Dr. Hector Mendeingd the Group in 2000 as a
junior faculty member and so did Dr. Juan Eduardo Ramirez(632 Dr. Mendez and Dr.
Ramirez worked on the project until 2013 also.

Several post-doctoral Research Associates worked on tbjegb through the years.
Until 2010 these were (in chronological order) Yangling Aba Weijun Xiong, J. Eduardo
Ramirez, Zhongchao Li, Xingtao Huang, Surik Mehrabyan andry Zatserklyaniy.

In terms of human resources, the largest impact of this ptajas in the number of
Puerto Rican and Latin American students that receivediBhiS degrees fulfilling their thesis
requirement with research projects that were importantrdmrtions to our experiments. As can
be seen from Table 1, many went on to finish PhD degrees aigicest universities but all have
gone on to successful careers using the training they redeivcomputing and electronics. All
of them had the opportunity to spend time at world-class t@ghrgy physics laboratories, an
experience which was life-changing in many cases. For thie llanerican students in particular,
this experience forced them to improve their English lamguakills which opened up many
opportunities.

This research project also had an important impact on theergnalduate students
in the Physics Department at UPRM. Since the project begaih 2010, thirty-eight UPRM
undergraduates participated in summer internships at ildymnder the auspices of a variety
of programs while there had been none before then.



| Name | MS Year | Higher Degree or Current Position |

Luis Mendez 1996 Univ. Prof., Dominican Republic
David Olaya 1997 PhD in Physics, U of Colorado
Eduardo Ramirez 1997 PhD in Physics, U of Colorado
Enrique Montiel 1997 Univ. Prof., Mexico
Alejandro Mirles 1998 Univ. Prof., Puerto Rico
Carlos Rivera 1998 | Research Group Leader, Raytheon Corp,
Hugo Hernandez 2002 IT Professional, USA
Eduardo Luiggi 2003 PhD in Physics, Vanderbilt
Alexis Paris 2003 Industrial Research, Puerto Rico
Mauricio Penagos| 2003 Univ. Prof., Colombia
Jose Quinones 2006 Univ. Prof., Puerto Rico
Osvaldo Aquines 2006 PhD in Physics, Germany
Carlos Florez 2007 PhD in Physics, Vanderbilt
Arjuna Castrillon 2007 Univ. Prof., Colombia
Miguel Bonnett 2008 Univ. Prof., Peru
Neida Santacruz 2008 PhD in Education, UPR
Ilveth Mendoza 2009 Univ. Prof., Colombia

Table 1: MS Graduates before 2010

2.2 FOCUS Experiment

The UPRM group’s first experiment at Fermilab was actuall E& charm photoproduction
experiment which ran in 1988-91 and produced over 40 refepéblications. E687’s follow-
on experiment was FOCUS (an acronym for FOtoproduction oar@hwith an Upgraded
Spectrometer) which ran in 1996-97 with the ambitious gdah denfold increase in E687’s
statistics and a concurrent reduction in background. Thatwas achieved. FOCUS (also known
as E831) reconstructed more than 1,000,000 charm eventsuddidhed 55 peer reviewed papers.

In FOCUS, the UPR responsibilities included four major eyst: one of the muon
detector stations, the muon trigger and two Cerenkov cosingdl four systems were ready on time
for the start of the run in July 1996. Our interest in muon pby$ed us to undertake the design and
implementation of a first-level inner muon trigger and thieireishing of the existing muon trigger
counters. The recommissioning of two Cerenkov countersaf@PC3) were major projects as was
the development of a new algorithm for muon identificatiorickhminimized misidentification of
pions as muons. Contributions were made to the simulatidgheoinner muon system in FOCUS
as well as to the development of routines related to the adpr#t/calibration of the FOCUS muon
and Cerenkov detectors. The group’s contributions alstuded monitoring of data acquisition
and participation in the primary and secondary data redoctis well as the development of
simulation, data acquisition and analysis software. Th&kMPRwvas solely responsible for the
secondary skim of one of the main portions of the FOCUS datdtseleptonic stream.



In terms of the specific physics data analyses to which UPRMritmited, two main
lines can be mentioned. One is the group of analyses thatireti decays to final states containing
a muon. Dr. Ramirez played a major role in the developmenthef FOCUS inner muon
identification software package as part of his M.S. thesisaech at Mayaguez and this algorithm
was a basic element of any analysis of decays to muons.

The other line of analyses was that of hyperon decays. Thisan@ntinuation of work
started by Dr. Ramirez while he was a PhD student at the Usityeaf Colorado. There he worked
on improvements to a hyperoB(, 2-) reconstruction algorithm, which reduced the background,
while keeping nearly 100% efficiency. After Colorado, Dr. iieez took a Research Associate
position at UPR/RUM in August, 2002, where he continued lihis of research. He was one of
the lead authors of a FOCUS publication on the measuremesgvefal=" branching ratios and,
after becoming an Assistant Professor at UPRM, anotheiqaildn searching for exotic particles
known as pentaquarks which some experiments had claimeavdiscovered. He searched for
the decay channél; = — =7, and set an upper limit in a mass region from 1.480//c? to
2.400GeV/c? using as the normalization channel the degay1530)° — =-#". A list of the
publications to which group members made major contrimgtican be found in Section 4.

2.3 BTeV

BTeV’s main goal was the study of CP violation in the B sectbeve its effects are large.
The collaboration proposed a complete program of precisasarements in order to understand
the effect fully. In addition, BTeV would have carried oughtstatistics studies of charm and
B decays and searches for forbidden and rare decays. Uné&tely, after much detailed design,
BTeV was eliminated from the US HEP program. Nonethelesspristituted one of the UPRM
group’s main activities for several years.

BTeV expected to reconstruct more thil¥ B decays per year. A great deal of work was
done by the collaboration to design the most appropriatetspaeter. This work is documented
in the Technical Design Report. Physics simulations wemeezhout using both MCFast (a Monte
Carlo package developed by the Fermilab Computing Divigofast and flexible detector design
studies) and GEANT. MCFast was used to determine the geolkaahcteristics of the baseline
detector elements. GEANT simulation was used to do a moegldétdesign which was the basis
for a detailed and realistic construction budget.

The UPR carried out the bulk of the development of the GEANiTusation of the BTeV
muon detector and contributed significantly to the develephof dimuon trigger algorithms. We
also collaborated in the construction of prototype muorecket units and in their beam tests at
Fermilab.



2.4 CLEOc

CLEOc was a dedicated program of charm physics at the CoElelitron Storage
Ring (CESR)e"e™ collider located at the Laboratory for Elementary Parsdrhysics (LEPP) at
Cornell University at Ithaca, New York. The experiment wasigned to make very high precision
measurements of charmed mesob$,(D*, D~ andDZ) and to test quantum chromodynamics
(QCD), which included a complete set of measurements fordmac] leptonic and semileptonic
charm decays, detailed studies on the lowest and highest cmasmonium states and searches
for evidence of new physics beyond the Standard Model byckeay for rare D and- decays,
DD mixing and CP violating decays. The experiment accumulatddta set of approximately
750 pb! at the(3770) energy and 750 pH at the 4170 MeV energy. It also obtained
~30 million ¢)(25) decays for charmonium physics.

The University of Puerto Rico joined CLEOc in November of 2000ur Research
Associate was located permanently at Cornell working onddia acquisition process (service
task) and on physics analysis. Dr. Zhongchao Li was reside@ornell since the group joined
the collaboration. He developed and set up all the toolsexkéal do the service work that was
our responsibility. Dr. Mehrabyan joined the group aftex tteparture of Dr. Li and remained at
Cornell during the period of data acquisition. Dr. Mendezhwgraduate students, spent full-time
at Cornell during two consecutive summers (2004-2005) wgrbn CLEOCc data analysis.

Besides taking shifts during the data acquisition periad,service work consisted of:

e Tuning of the Inner Drift Chamber (ZD) Monte Carlo
e Testing the CLEO software releases
e Testing the quality of generated Monte Carlo samples

The group was actively involved on physics projects as welkarvice work at the
experiment.
The physics topics studied were:

e R Measurement at CLEO,
e Search fory, — V'V,

o J/p — mtn nOKTK-,

e Br(D? — K—717),

Results from these studies were presented at CLEO collaboraeetings and at two international
conferences. Dr. Mehrabyan presented “R CLEO Measurerhantthe Quarkonium Group
Workshop (QGW, June 2006) and Dr. Mendez presented “CLEQeReResults” at the Latin
American Symposium on High Energy Physics (SILAFAE, Noveni2006).



2.5 CMS

CMS is one of two major experiments at the LHC. A multi-purpcaspectrometer
designed to run with high luminosity at the energy frontig}, [its main goals are to study the
mechanism of electroweak symmetry breaking and to seargtofssible new physics phenomena
which are more speculative but which could have an even gréaipact on our understanding
of fundamental physics. In the latter one would include tbarsh for supersymmetry and for
extra dimensions. CMS also carries out precision studiésoivn physics. Such studies can give
indications of physics beyond the SM and complements tleztgearches.

Since the UPRM group wanted to maximize its impact on CMS amcksmost of the
CMS subdetectors were already built when the group was &ebiitt chose to work with a
subdetector that was yet to be installed, the forward piystesn. From September 2005 until
June 2007, the UPR group carried out a large number of pejacCMS both in software as
well as in hardware. During this period the group was statbat Fermilab. Here is a list of the
software projects:

(1) Definition of the forward pixel geometry in the (then) né&dMSSW software
framework. (2) Implementation of code to take into accoumb@th simulation and reconstruction)
the E- B effect on electron drift in the pixels. (3) Comparison ofgigimulation and beam test data
which led to adjustment of simulation parameters and detmatesl the importance of simulating
delta ray production. (4) Validation of the electromagoetlorimeter simulation.

These projects were carried out under the sole resporgibfiUPRM.

The hardware projects were: (1) Beam test of CMS pixel malatethe Meson Test
Facility. (2) Installation of a stand for system tests of et of the forward pixels. (3) Testing
of the production pixel plaquettes before installatioroittte detector. (4) Characterization and
testing of the forward pixel power supplies and cables.

All but project (4) were collaborations with other CMS inigtions. The analysis of the
data from the beam test was published in NIMA on March 1, 2@09 [

During the summer of 2007 the focus of work on the CMS forwaxedetector started
to shift from Fermilab to CERN where test stands were set upeflracker Integration Facility
(TIF) in preparation for installing a partial detector fdret start of LHC operations which were
scheduled for that year. Our Research Associate spentadenenths at CERN in order to be able
to work directy with the hardware under simulated run caodi. Due to the delay in LHC startup
until 2008, the plan was changed and it was decided that theixel detector would be installed.
In fact, it was installed in time to participate in the CosiRign at Full Tesla (CRAFTO08) exercise.

UPRM carried out a number of important projects related ® @MS forward pixel
detector. One which was under the sole responsibility of URRRIved the Detector Control
System (DCS)that is used to monitor the operating conditiand to control the operation of
the forward pixel detector. UPRM developed the softwaredquarticular readout unit called
the Detector Control Unit (DCU) which is used to handle theadeom some of the temperature
sensors and to monitor the power supply voltages. We budsadtation at the Silicon Detector
Facility (SiDet) at Fermilab. The SiDet data acquisitiosteyn was modified to provide readout
of DCU temperature and a methodology was developed to eadiltine DCU temperature readings
using a reference thermometer sensor. For the real det&@w readout had to be implemented



as modules of the XDAQ data acquisition system which is taemé&work for data acquisition in

CMS. During CMS data acquisition these modules are usedtradxhe DCU data from the

regular data stream and to channel it to the DCS system whesarionitored. Other modules

developed by UPRM allow the communication with the confioradatabase which holds the
calibration parameters that need to be loaded at startughermbmmunication with the conditions
database which keeps a permanent record of run conditiomsgdilne experiment. Other major
pieces of software were developed to carry out the calibmgtrocedure while the detector was
at the Tracker Integration Facility. The end result of thisjpct was a DCU data system which
operates stably and provides important monitoring infdrameduring CMS data acquisition.

Another project related to the pixel system installed at G®Ived a detailed study of
the calibration procedure that determines the paramefdtedinear dependence between signal
pulse height and signal charge. This project was carriedroabllaboration with the the Paul
Scherrer Institute (PSI) in Zurich, Switzerland. During ttonstruction of the pixel detector, an
absolute calibration had been performed for each of the phips (each containing 4160 pixels)
by submitting them to nuclear decay radiation sources of defined energy. In this procedure
data from all pixels in a given chip was analyzed as a singtgoéaso that the resultant parameters
reflected the collective behavior of 4160 pixels. In our gtack chips were put through a rigorous
test procedure which followed that of the actual productiadules except that the nuclear source
tests were much prolonged in order to gather sufficientstesi to analyze the data on a pixel by
pixel basis. It was found that fluctuations in the pixel togbigehavior among pixels in the same
chip were larger than fluctuations in the chip to chip conguari Since it is not viable to do a
pixel by pixel calibration for all the pixels in the detectthis study provided an important piece
of information on the true pixel to pixel variation which rieto be considered in analyzing the
pixel data.

The other UPRM CMS projects carried out before June, 2016 wedated to R&D for
an upgraded pixel system. Such an upgrade is necessarefdetactor to handle the increases in
LHC luminosity contemplated in the future. This was the wation for two hardware projects:
(1) a study of the performance of the existing CMS pixel seasd readout chip (ROC) composite
units which were irradiated to various fluences in test beamnas(2) a study of the performance of
a proposed alternative to the communication between threllgaxel modules and the optical data
hubs located outside the active volume of the pixel deteétgain these were done in collaboration
with PSI.

The existing CMS pixels had been tested up to the fluefe#0(*n.,/cm?) expected
during the first few years of running at the design LHC lumityosThey had not been tested
above these levels. For this project, individual units wesaliated with 26 GeV/c protons with a
range of fluences up tr10'°n.,/cm?. Other samples were irradiated with positive pions of 280
MeV/c momentum with fluences that varied up6tol 0**n.,,/cm?. The response of the units to a
Sr-90 source was investigated. In order to study how muchetiaction in performance due to
the radiation damage could be diminished by raising the\mtiage, the bias voltage was scanned
during the test runs with the maximum voltage applied beargdr for the chips with the larger
fluences. The results of this study indicated that the desigine existing CMS pixel sensors did
not need major changes for use in a Phase | LHC upgrade. bsdda@ias voltage significantly
improved the performance of irradiated chips. For examplesjgnal of 10000 electrons was
observed for bias voltages in the 400 to 600V range for thpscthiat received.1210'n,,,/cm?.
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The results of this project were presented by our graduatkest at the 13th RD50 Workshop held
at CERN in November 2008.

Another upgrade project concerned the need to minimize theemal in the active
tracking volume. In the existing pixel detector track restoaction efficiency losses can be as high
as 10% for pions aj = 1.5 due to nuclear interactions in the barrel pixel infnasture (mechanical
support, cooling and cabling). This project was a study ofappsal to replace the existing flat
ribbon Kapton cables which carry electrical signals on lalrines to and from the pixel modules
with micro-twisted pair cables that would run directly frahee modules to the optical links thus
saving material in the cables themselves as well as elimigahe connection PC boards. To
further reduce the amount of cabling it is also proposed t@nge the existing 40MHz analog
parallel data link to a digital serial link running at 160 di2@vVIHz. Pixel modules were tested
with the cable inserted in the data path and results compartitbse obtained without the cable.
It was found that, in order to obtain adequate performandke thie micro-twisted pair cables, the
termination resistance had to be adjusted to a differentevidr different cable lengths. With this
adjustment, the dispersion in the signal is controlled &edaower loss is less than 50% which is
acceptable. These results were presented by our gradudenstat the CMS Upgrade Workshop
held at Fermilab in October 2009.

During this period the UPRM group began working on simulaté the upgraded CMS
tracking system focusing on the effects of radiation damdagee goal was to make comparisons
between different proposed geometries for the upgradelldraAnother project studied the effects
of a loss of tracker hit efficiency by sections on the overaltking efficiency.

2.6 Statistical Analysis

By 1997 there had been major developments in the field ofssitzgithat had yet to be
applied to problems in the analysis of high energy physita.déhe overall goal of this part of the
UPRM research program was the development of analysistizatisvould be useful to a variety of
HEP experiments. The approach was to do this by attackingjfapproblems which arose in the
physics analysis of the actual data from the UPR experim@this direct collaboration between a
statistician and the Mayaguez physicists ensured thelertebmmunication that is a prerequisite
for the success of such an interdisciplinary enterprise.

The main focus of this research has been the developmeng dfet$t statistical methods
for setting limits and finding signals in situations whererthare few data events. In particular
methods were developed to set limits taking into accountititeertainty in the rate of background
events and the more general case of the presence of othannaiparameters such as the detection
efficiency. The closely related problem of the optimum testaf new discovery was also studied.
The basic strategy in this work was the use of the profile ilkeeld method in which the multi-
dimensional likelihood function is reduced to a functiomttionly depends on the parameter of
prime interest. Detailed studies were carrried out thatwatbthat the method has the correct
coverage for the case of a signal with a Poisson distribuéidiackground with either a Poisson or a
Gaussian distribution and an efficiency with either a Binalror a Gaussian distribution. Later the
method was generalized to the case that the signal is selrtkeveral channels simultaneously.
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A very important aspect of this work was the development ofhods which were amenable to
efficient calculation so that they could be used by physdistsearch for signals in real data. In
fact, efficient algorithms were developed and incorporatede ROOT analysis software tool used
by most high energy physicists.

By 2010 this collaboration had resulted in five publicationgefereed journals including
a FOCUS publication where several of these methods were ns#te analysis of rare and
forbidden 3-body dimuon decays of the charmed mesonsuid Df. Three of the publications
were in Nuclear Instruments and Methods. In addititon oatigician had been accepted as
an associate member of the FOCUS, CLEOc and CMS collabosatiad he had made several
presentations at international conferences most impiytéme PHYSTAT series of conferences
held every two years.

2.7 Service Work

Members of the UPRM group also made contributions in benéfihe field of high
energy physics in general as well as in educating the publitbe work of high energy physicists.

Dr. Angel Lopez served as a member of the High Energy Physitgséiry Panel from
2000 to 2003. He was also a member of the International Adyi€ommittee for the series of
Heavy Quark and Lepton (HQL) Conferences from 2003 until®@atd President of the Local
Organizing Committee for the HQL2004 Conference which wad in San Juan, Puerto Rico.

Dr. Hector Mendez is the Director of the UPRM QuarkNet Prognahich started in
2005 and continues to this day. This program holds frequemksthops attended by Puerto Rico
high school physics teachers and eventually impacts tmolssaf students in Puerto Rico public
schools.



3 Project Description, 2010-2013

Starting with the first collisions in November, 2009, the LHCcelerator performed
better than expected and with increased energy and luntyressthe months went by. It reached a
center of mass energy of 7 TeV on March 30, 2010, signalingtidu of its main research program
at the energy it would maintain until the end of 2011. Aftehars$ break, the LHC ran at an energy
of 8 TeV during 2012 until it went into a prolonged shutdowreavfweeks into 2013. Therefore
the LHC was providing collisions to CMS during the majorititbe last UPRM grant period.

By June 1, 2010, the UPRM group was completely dedicatedea®S experiment.
The CMS pixel detector which was our particular hardwarggmioworked very well along with
the other detectors in CMS. Our group participated by takingshare of data monitoring shifts
at the CMS site at P5 and remote shifts at the LPC at Fermilabagr accomplishment was the
establishment of a Tier3 data analysis center at Mayagueg sspplemental equipment funds.
The group also continued its projects on upgraded CMS detéelvelopment and on statistical
analysis. Of course, the highlight during this period wasd@hnouncement of the discovery of the
Higgs boson in July, 2012.

3.1 Personnel, 2010-2013

There were no changes in the faculty members during thig geaiod but Dr. Wolfgang
Rolke was recognized by the CMS management by being nambd ©OMS Statistics Committee
in April, 2011.

Our Research Associate, Dr. Andriy Zatserklyaniy left theupp on June 30, 2011,
to take a position as a Senior Research Associate at the iditwef California, Santa Cruz.
His replacement, Dr. Eric Brownson joined our group on Oetob. He received his PhD in
HEP from the Univ. of Wisconsin in 2008 and already had extensxperience in CMS analysis
and simulation. In fact, Dr. Brownson quickly became a Le¥@hanager in the CMS upgrade
simulation. Both Dr. Zatserklyaniy and Dr. Brownson weratisined at Fermilab during their
tenure with our group.

Productivity in terms of MS students graduated was at a maxinduring this grant
period as can be seen from Table 2. This productivity wasdaimlethe fact that basic funding
from the DOE grant allowed us to obtain funding from the Na#ibScience Foundation that
provided support for a total of four of these graduate sttsldrough its program, "Partnerships
in International Research and Education” (PIRE).

The PIRE grant also provided funds for a total of four PuerioaR undergraduate
students who spent summer internships at the Paul Schesttute in Zurich, Switzerland. Of
these four students, three are currently in PhD prograntsafuS.
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| Name | MS Year | Higher Degree or Current Position |

John Acosta 2010 PhD Candidate, U. of Mississippi
Sandra Oliveros| 2010 PhD Candidate, U. of Mississippi
Cesar Pollack 2011 PhD Candidate, UPR
Juan Cuevas 2013 PhD Candidate, UMass
Maria Falla 2013 Univ. Prof., Colombia
Joaquin Siado 2013 PhD Candidate, U of Nebraska
Soraya Flores 2013 Univ. Prof., Peru
Indira Vergara 2013 Univ. Prof., Puerto Rico

Table 2: MS Graduates since 2010

3.2 Equipment - CMS Tier3 Computing Center

Supplemental ARRA funds for equipment were provided to ooug during this grant
period and were available as of September, 2010. The fundswveant to improve our dedicated
computing facilities in Mayaguez and to provide video-@ehcing equipment. All the equipment
acquired with ARRA funds was selected, purchased and detivey May 31, 2011.

Our high energy physics computing cluster had been purchimee base grant funds
but was quickly becoming obsolete and did not meet the rements for a Tier3 computing center
of the CMS computing structure. The design of our Tier3 wasedin-house by Dr. Ramirez. A
Dual Quad Core Xeon E5520 CPU 2.27 GHz, 5.86 GT/s Intel QR 24 GB of RAM 1066
MHz was selected for the head node. This node has a 160 GBahteard disk drive. For the
storage we connected a JBOD storage with 24 disk slots ctethéx an Adaptec raid controller
(model 5085). Due to the limitation on the number of disksiRAID controller, it was necessary
to use 2 RAIDs. One is a RAID level 6 with 9 disks of 2TB each foredfective total o~13 TB.
The other is a RAID level 5 with 14 disks of 2TB each for an dfifectotal of 22 TB. There is one
disk as a global spare.

For the nodes we bought 20 servers, in which the base barébané&cmemicro 5036T-
T. Each server has a single Quad core Xeon W3550 CPU (runndigGHz, 4.80 GT/s Intel QPI),
12 GB RAM 1066 Mhz, one 2TB disk. Of these nodes 19 are the wargdes, and one is the
interactive node. A DELL PowerConnect 6248 switch is usediriternal networking and the
protection system consists of two UPS of 3000 VA for the noales switch and 2 UPS of 1500
VA for the headnode and storage JBOD.

After receiving the grid certicates, our cluster was conglias a CMS Tier3 as follows:

1 Computer Element (CE) or gatekeeper.

1 Storage Element (SE) or BestMan server.

1 Squid server for caching database.

19 working nodes (WN) for analysis.
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¢ 1 interactive node (IN) for local users access.

To maximize our hardware for analysis, we configured a CE, & Squid server as
virtual machines (VM). The VMs were installed in our head eod@ihe head node had a total of 16
Single CPU cores,24 GB RAM and 30TB disk (our RAID). We splRWE Memory and Disk as
follows:

e 4 CPUs, 4 GB RAM, 60 GB local disk for CE.
4 CPUs, 4 GB RAM, 60 GB local disk for SE.

1 CPU, 2 GB RAM, 100 GB local disk for Squid server.

3 TB for home partion in head node

27 TB for data partion in head node

The ROCKS cluster software package and CONDOR were indtalfewell as the
CMSSW software infrastructure which is particular to CM®alddition, our Tier3 was registered
with the Open Science Grid.

When the cluster began to be heavily utilized, we discovérerke was a need to upgrade
the memory of the head node and Cluster. The head node got 8®B which was split into
24GB for CE, 24 GB for SE with the capacity to increase as néedlae nodes got 24 GB RAM
each (480 GB total).

After the upgrade our Tier3 was integrated into the CMS catmgustructure. In fact,
some of the jobs for the computation of the CMS Higgs limitsena@nalyzed successfully in our
Tier 3.

Nevertheless, we noticed the cluster was not being usedeetftiz (only 50 % of
capacity) during periods of high demand. The cluster wasieoted internally with only 1 Gb/s
speed, so the maximum throughput from the RAID was limitecbby own network. The first
upgrade was to buy a 10Gb Ethernet card and an extra switobntoect the head node directly
to the switch at 10 Gb. With the upgraded network we doubledspaed to about 2 Gb/s still far
away from the hardware’s limit. The problem was found to beRAID software/hardware. We
were at the maximum throughput that could be reached with EDRs&ucture, but when divided
among 152 jobs (19 nodes each with 8 cores) it reduced theuetm1.3-1.6 MB/s per job putting
the CPU in a waiting state and reducing efficiency. To makesaersaworse, this problem scales
negatively as the cluster grows.

The problem of scalability was solved by implementing aribsted system called
Hadoop and switching from RAID to Hadoop. In this new disitéx system, the data is distributed
and replicated among the cluster nodes in a way that it caw grith the cluster size and the
network is shared uniformly for all nodes. Hadoop requirparafrom the datanode two extra
servers, a namenode that keeps track of the data locaticenggmbndary node to make checkpoints
of data. We began the implementation of Hadoop by settingva Vigual Machine to act as
namenode with 2 CPUs, 2GB RAM, 40GB disk, set our interacivge as secondary node, and
used 1.5 TB (out of 2TB) from each node for a total of 30TB Hamlepace. To recover the disk
capacity we had with the RAID system, we ordered 20 3TB disksftotal Hadoop capacity of
80 TB.
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In the end our Tier3 cluster is recognized as a model configuraln fact, we were asked
to participate as a test institution in the migration of thiel gools from the current configuration
using “Pacman” to the standard linux packaging “RPM” mamgd by the Open Science Grid.
The reason behind this transition is to facilitate futuoefent Tier3 centers in setting/upgrading
their clusters. For this project, we upgraded Hadoop, SE, WWNin collaboration with the Open
Science Grid and with the steps being discussed in CMS Tiesings.

For video conferencing we purchased a Polycom video conméersystem, including the
audio system and 2 monitors. It allowed us to participate g®ap in the experiment’s meetings
as well as in activities related to our QuarkNet high schdwlgics teachers programs.

3.3 CMS Data Acquisition

The UPRM group fulfilled its responsibility of manning itsaslk of data acquisition
shifts during the entire LHC run. At the beginning of the rua participated in taking shifts at the
CMS site at P5 monitoring the performance of the pixel systemmg data taking at increasingly
high luminosity levels. Later this duty was carried out bkitg offline Data Quality Monitoring
(DQM) shifts at the Fermilab Remote Operations Center (RQ@is allowed us to perform CMS
central shifts without the additional cost & burden of trave to or being in Geneva, Switzerland.
UPRM committed one senior person and one graduate studeffidially perform its share of
Offline DQM shifts. The Offline DQM shifter is responsible fealidating the reconstruction and
calibration of data taken by the CMS detector soon after taken. This shifter is required to
create certified lists of good runs for use by all CMS physitgses. The entire detector must be
reviewed not just a single component. Taking shifts was atgeaching tool for graduate students
just beginning their work on CMS.

3.4 CMS Upgraded Detector Development

During this grant period our group worked in collaboratioithagroups at Fermilab and
at the Paul Scherrer Institute on projects related to thiggded the CMS detectors to be used when
the LHC is upgraded to run at higher luminosities. Some ptsjevolved computer simulation
of the radiation damage and the effects of the event pileapwlhll be observed at the higher
luminosities. Others were involved with the hardware congods directly.

3.4.1 Upgrade Simulations

To study the performance of CMS at the LHC we simulated a lositg of 2 x
10** em~2s~! which corresponds to adding an average of 50 PileBp, = 50, events at 25
ns bunch spacing on top of the underlying physics eventstefast. The additional particle
multiplicity is expected to exceed the CMS design specificet
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The Pixel Tracking System at CMS is the closest detectordartteraction region and
experiences a much higher particle flux than the other sebttas. It is primarily responsible for
reconstructing tracks and finding event vertices. The tghit reconstruct high quality vertices
will only increase in importance as we move into higher arghbr pileup regimes. The increased
particle flux of the ever improving LHC will frequently oveltfthe buffers of the Read Out Chips
(ROC) on the pixel detector. It will need to be replaced athlgher luminosity. The overriding
design specification of the new pixel detector is that it $thdunction at high luminositieg x
103 em~2s~! with the same or better performance as the current pixelctimteloes at lower
luminosities.

Other changes to the pixel system will be made besides théemgmtation of an
improved ROC. A smaller diameter beam pipe will be instatteat will allow for the innermost
Pixel Barrel layer to be moved closer to the interaction poitaving more information closer to
the interaction point will add the pixel systems vertexibgity. Vertexing will take an increasingly
prominent role in analyses as we reach higher and higer atsofipileup. The Upgraded detector
will also be optimized to provide 4-pixel-hit coverage ovee central; regions. A fourth barrel
layer and a third pixel disk will be added to provide the 4gbikit coverage. Even though more
sensors will be installed the new pixel tracker will contléss mass due to a planned two-phase
CO2 cooling scheme and light-weight mechanical supporte dlectrical and cooling services
will also be moved out radially and further down along the rheaipe thereby decreasing the
material particles will interact with as they radiate owdrfr the interaction point.

End disk volume Barrel volume
3 disks per side 4 layers

Barrel supply tube Barrel end flange Outer rings Inner rings

Barrel cabling & tubing

Figure 1: Conceptual layout for the Phase 1 upgrade pixelctiet

UPRM carried out a series of simulation studies comparirey ghrformance of the
current tracking system and the proposed upgraded traskistgm for CMS. Some studies looked
at the track finding efficiency & fake rate for tracks frafhevents. These included simulations
where several tracker modules were deactivated as theyodwsmibdue to radiation damage. An
example of one of the scenarios that was simulated is shoviAigure 2. The scenarios were
selected on the basis of the probability of degradationuiieig 3 and 4 present the results for track
finding efficiency & fake rate for the current and the upgratteadker with and without degraded
modules.
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This is just one example of the many studies of this kind thatWPRM carried out
in making a significant contribution to the design of the CM&tade. Another was a study to
simulate radiation damage within the pixel system at theéviddal pixel level. The resulting
tracking hit residuals were studied and propagated intartek finding. This was then compared
to approximations of radiation damage achieved by raisirgl phresholds.

Figure 2. A CMS “Tracker Map” showing modules in black that axpected to degrade in
performance in the future.

Major contributions were also made by UPRM to the computifgastructure for the
CMS upgrade simulations. Eric Brownson was one of two Offliegel-2 Coordinators for the
Upgrade Project. In this role he was tasked with supportingh@roving the simulations for the
various proposed detector upgrades. Dr. Brownson maedaoentral web pages with detailed
instructions for running the simulations of the various tgug projects. He also played a central
role in developing all of the workflows used for physics asaly with the upgraded detector
components.

Dr. Brownson served as the release manager for the upgragecis. This involved
creating custom versions of CMS'’s software (CMSSW) packagthe different upgrade projects.
Before code was included in the custom CMSSW releases it wasked into the central
Concurrent Versions System (CVS) repository & properlytdds Then Dr. Brownson was
responsible for defining, compiling, testing & distribudithe CMSSW RPMs. During the project
period about 12% of all CMSSW releases installed on Ferrisilaker 1 were created for the
Upgrade project by Dr. Brownson.

As part of his duties as the release manager Dr. Brownsoonpeed many small studies
on demand. One representative example was looking into ahtcle multiplicity within the
Minimum Bias MC that is used for the pileup sample. There aeerl tunes of Pythia that
get used within CMS. AtPU = 50 any small differences between the tunes gets magnified fifty
fold. In Figure 5 the number of generator level particles barseen for four of the different tunes
used at CMS. Studies such as this were used to explain mahg differences seen in the resulting
physics analyses.
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Figure 5: Number of generator level particles for 100,008r¢s generated with several tunes of
the Minimum Bias Pythia event generator.

Dr. Brownson was also one of two Data Managers for the upgradeCERN’s Tier-2
storage element. He created the workflows to generate theeMarlo datasets that were used by
CMS Data Operations to produce samples for the upgradeestudi

3.4.2 Upgrade Hardware

During the last grant period, the UPRM Group worked on sdveasdware projects
mainly related to the design of an upgraded pixel detectoraddition, another state-of-the-art
hardware project was related to Silicon Photomultipligedors for time-of-flight measurements
of unprecedented resolution.

Improved pixel sensors for the CMS upgrade were in develaprbeth at PSI and at
Fermilab and we were involved in both efforts. Dr. Lopez amidtudent participated in a beam
test at CERN during the 2010 summer which was designed touredise absolute efficiency
of new pixel sensors developed by PSI. Both irradiated andimadiated sensors were tested.
These studies were continued at PSI using a radioactives@und a scintillation counter trigger.
In a continuation of the work carried out before 2010, thatieé efficiency of pixel sensors as
a function of irradiation was measured but this time thegeeigcounter was used to select only
events where the electron from the Sr90 crossed the pixeptiely thus giving more accurate
results. In addition, better humidity and temperature rmstwere used and the tests were done at
a lower temperature better simulating operating condgidrhe results (Fig. 6) indicated the pixels
can be operated at higher radiation levels than expectett iMireased radiation the bias voltage
must be increased but collection saturation occurs at garitly low bias voltages. Although the
charge collected decreases with radiation it is still wblbe the noise level at saturation even at
the highest fluences applied.

In addition to relative efficiency, during these tests tleetime of the pixel pulse and
the leakage current due to the bias voltage were measuredltémative, more accurate method
of analysis for determining the risetime was developed byRMP The risetime was found to
increase with radiation but remained within acceptablatéiraven at the highest irradiation levels.
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The same was found for the leakage current. A UPR graduaderstiJoaquin Siado) presented
these results at the APS Spring meeting in March, 2012.

At Fermilab’s SiDet facility, Dr. Zatserklyaniy designeddiassembled a pixel sensor
test facility which includes a scintillator counter trigg&his station is capable of testing sensors at
low temperature{20°C). It includes Peltier, fluid and Vertex chillers, and dryragen flow. The
box is equipped with a control system which provides temjpeeaand humidity monitoring and
control. Dr. Zatserklyaniy used this test station to camy @ study of new silicon strip modules.
The results were presented at a CMS Collaboration meetiAduishta (Ukraine) in May, 2011.

Another major project by Dr. Zatserklyaniy was related te trery forward proton
detector. This detector will be installed 240 m downstredrithe CMS interaction point. The
physics goal is to measure the reactiohp — p+ X + p whereX may be a Higgs boson. Theé
state will be identified by the main CMS detector. Good timiagolution is necessary to reduce
background by making sure that both protons come from theesateraction and will allow to
better identify the vertex measured by the CMS detector. dio¢on detector will use prompt
Cerenkov light coming from quartz bars.

This development project consisted of two beam tests oé-sththe-art silicon photo-
multipliers(SiPM) manufactured by two companies, STMaextronics and Hamamatsu. Work
was done on all phases of the beam tests at the Fermilab Tast Beility including the analysis
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of the data. A time resolution of better than 30 ps was obthine a SiPM-based time-of-flight
system.

Related to this project were studies of a novel techniquenfaisuring SiPM timing using
the DRS4 digital oscilloscope board developed by the Paug®er Institute. The measurements
were done using a picosecond laser source. Dr. Zatserklymproved the analysis by developing
a model of the SiPM as a charging/discharging capacitor. mbdel includes time jitter and
scintillator decay time. Fitting of the more realistic mbgelse function significantly improved
the time resolution. Dr. Zatserklyaniy later improved thisalysis using the results of beam
tests carried out at the Fermilab Meson Test Beam Facilibe improvement resulted from the
development of a waveform analysis algorithm for the DRS4e DRS4 was used to read out the
signals from SiPM photodetectors in a test of the respongéastic scintillator tiles to proton and
electron beams. With this technique a time resolution ofgl&as achieved for SIPM-SiPM pairs.
The results were reported by Dr. Zatserklyaniy at the TIFRf€mence in Chicago (June, 2011)
and more importantly were published in three NIM articlesdthdugh a collaborative project, he
played a leading role in this work.

Another UPR graduate student (Indira Vergara) carried ewtsal projects at PSI related
to the detailed design of the changes to the microelect@rgaits (the readout chip or ROC) that
need to be implemented in order to change from an analog ueadbeme to a digital readout
scheme which will be needed for the upgraded pixel detedtbis change is necessary in order
to handle the increased data throughput that will occur ghdri luminosity. Two of the new
circuits that will be added to the pixel readout chip (ROCg ar 5-stage ring oscillator and
a 4-bit serializer. The ring oscillator sends the clock sigio the serializer which should be
able to work at 160 MHz. Indira carried out a computer simalabf the performance of the
circuits designed in collaboration with PSI. Once a desmntiie ring oscillator was vetted via
the simulations, three test chips were produced. Indira tteeried out a study of their actual
performance as a function of irradiation. The samples weegliated with ten doses of 5 Mrad
each using a 60Co source. Performance was measured aftedese. The conclusion was that
the degradation of the frequency with irradiation is withicceptable limits (Fig. 7). With respect
to the serializer simulation, this was very important inedetining optimized operation parameter
values to reproduce accurate measurements and was anamipgayhtribution to this design effort.

Another important project carried out by UPRM confirmed thesidability of using
thermal paste to improve the heat dissipation from the pixatiules to the carbon fiber structure
where they will be mounted in the upgrade detector. Preeisgerature measurements at different
points of the pixel detector structure showed that underaipey conditions with the carbon fiber
at 10°C the pixel sensor temperature was reduced sy (from 18.5°C with no thermal paste to
13.5°C with thermal paste.)

The CMS pixel cooling system will be converted to use CO2 ascttoling agent in a
dual phase system. In order to work properly the gas to ligaith needs to be within certain
limits. Another UPRM project concerned the development dégice to monitor this ratio. PSI
had proposed the use of an optical monitoring system wheigh& dource (LED) and a light
detector (photodiode) are mounted on opposite sides ohageaent (quartz) piece of tubing. The
idea is to use the photodiode signal to monitor the presenabsence of bubbles in the cooling
agent stream. The bubbles cause fluctuations in the signehwie much smaller for the case of
all gas or all liquid. Either of these extreme states is amakituation as cooling performance will
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Figure 7: Average optimal operating frequency for three las of a ring oscillator circuit
submitted to various 5 Mrad radiation doses.

deteriorate seriously under such conditions. Our unddigate student, Joseph Cordero, carried
out a project that demonstrated the viability of such a systeperimentally by developing an
algorithm that could analyze the photodiode signal colyect

3.5 CMS Analysis
3.5.1 Motivation

CMS is a general purpose experiment [1] designed to coverda wange of physics
topics including Standard Model precision measuremergayy flavour physics, new physics
searches, etc. Since the beginning of the data taking (28d)experiment has contributed to
heavy flavour physics in several B physics measurementsamahservations ([3], [4], [5], etc.).
Given the time scales of the upcoming B factories, SuperK E{RAnd SuperB [7], and the LHCb
upgrade [8], CMS will continue well positioned to producev&nd interesting results on heavy
qguark physics until at least 2017-18. SuperKEKB and SupeiBcullect a very large sample of
B meson decays (50 and 75 abrespectively) but this will be only after the year 2020. LHHe
specialized b-physics experiment [9] at the LHC, is expettaecordl0 fb—! of B-meson decays
by the year 2017.

Dimuon triggers combined with precise tracking and vernigxcapabilities are used
to trigger heavy quark physics at CMS. The trigger is veryilexand has been adapted to
the increasing luminosity by making use of invariant massesay lengths, distance of closest
approach, transverse momentum and rapidity. The triggedwalth is mostly limited by the
availability of Tier-O resources rather than the trigged aeadout capacity. In addition to collect
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data at the nominal rate of 300 Hz of the baseline trigger anddonstruct that high priority data
without any delay, CMS has implemented a "data parking” sah¢o store around 100 Hz of
heavy flavour physics triggered data on tape and delay th& eseonstruction until the first long
shutdown (2013-14).

CMS is a detector with good mass resolution, an accurate getector and an excellent
muon system; however, the mass and decay time resolutiensoanewhat worse than LHCDb,
which puts constraints on some physics channels with venstatistics. LHCb (mainly forward
coverage) and CMS (mainly central coverage) are kinenlbticamplementary which is an
important asset for obtaining a complete picture of heawofla physics at the LHC. Due to
the good z-coordinate resolution of the pixel detectorhbavy flavour channels detected at CMS
are relatively insensitive to pileup.

In the meantime (mainly before 2017) CMS will take full adtaege of the large collected
integrated luminosity25 b~ by the end of the 2012 8 TeV pp run and expected tObgH—!
by the 2015-17 run at 13-14 TeV, to search for new physics oa dacays AY — A%u*u~,
™ — utp~pT, etc.), make precision measurements, search for new lhamesonances and
new decay modes, etc. This large sample also provides a gyumitanity to confirm some of the
new exotic charmonium states (around 15) discovered inastedecade that are not predicted by
the Standard Model.

Experimental detection of rare decays (lik§ — A°u™ 1) open a window into new
physics since these decays are highly suppressed in thégdteiModel (SM) and may be mediated
by “exotic” particles involving physics beyond the stardiarodel (BSM) to be visible.

The exclusive baryonid{ — A°u* .~ decay proceeds via the Flavor-Changing Neutral
Current (FCNC)b — s transition where the bottom (b) and the strange (s) quanky tae same
charge but different flavor. Particle decays induced by FQixicesses are forbidden at tree level
in the standard model (SM) and must occur through higherrdod level (penguin/box diagram
shown in figure 8-a) and are therefore highly suppressechésame time, these channels are also
good candidates [10] for new physics BSM (figure 8-b) suchuagsymmetry, light dark matter,
four generation, etc. The measurement of branching ragiose of the very useful tools in looking
for new physics. SM prediction for the FCNCA;) branching fraction iB(A) — A°u*u™) =
[4.0+£1.2]x107% [11]. Any deviation from this prediction makes this chanaelkexcellent candidate
to explore potential new physics beyond the Standard Model.
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Figure 8: FCNCb — sl™1~ decay. (a) SM one-loop. (b) BSM one-loop.

21



3.5.2 Preliminary Analysis

During this grant period, our group carried out preliminatydies using the 2011 dataset
at/s=7 TeV to measure the absolutdg — A°u" ™ branching ratio. In order to show that we
have all the tools needed for this analysis, our searcheglyatonsisted mainly in reconstructing
first the copious "charmedA? decays and then reconstructing our candidafe— A°u ™y~
sample. In addition to take a close look at the underlyingudiminvariant mass distribution
in this sample, we needed to work in finding isolate®l vertex (no other tracks from this vextex)
to remove the "charm” and "bottom” contributions.

We started the analysis by looking fa? — A°J/«), a Cabibbo Favoured mode shown
in figure 9 which is used as the normalization mode in this mesmsent, and at the same time

b ¢
P
I\O,; S
d d— 1
u u

Figure 9: Cabibbo favoured? — A°J /v decay.

subtracted from the “penguin” decay signal we are searctinglhe absolute branching ratio is
determined by:

B(Ag — A0u+u_) NAgﬁA0u+u* 1 _
= X = x B(J/p — ut
BIAL = A°3/0) ~ Nagopmapy e < BV

where Npo_po,+,~ @nd Npo_ z05,, are the number of reconstructed yields fop — A%u* i~
and A — A°J /¢ respectively,e = epo_poui,/€a0_pogsy IS the relative reconstructed
efficiency from Monte Carlo simulations and the relatét) branching fractions (B{/y) —
) =(5.93:0.06)% and BAY — A°J/+) = 0.0706%) are taken from the Particle Data Group
Review [12].

The dimuon CMS data skim (onia) is the dataset we used to seemiA decays, which
mainly consisted in requiring that the .~ and theA® be detached from the primary vertex and the
wtp~ satisfy the experiment high level trigger (HLT) for dispéatdow dimuon mass. The topology
of the decay is shown in figure 10, which also shows the remérd that the reconstructedd total
momentum point to the* .~ vertex which in this analysis is considered as Afecandidate. Our
starting sample consisted of around 25 million reconstiut® — Pr~ decays (figure 11-a) from
where theA? is extracted by combinind° with ;™ n~ from J/¢ candidates. The preliminary
A? — A°J /¢ candidates sample is shown in figure 11-b where we have ajsiree that neither
of our candidates trackg ( x~ and Pw—) belong to the primary vertex.

Based on ouAY — A°J/¢ sample and on CDF results, we expect to observe in the
2011 pp run around 20 events assuming that the relative sércmtion efficiency is 30%.
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Figure 10:AY — A°u*u~ decay topology.
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Figure 11: Preliminary reconstructed (&Y — P=~ (b) A) — A°J /¢ decay sample.

This preliminary analysis, based on the 2010 and 2011 fullOMia dataset, was
presented by Dr. Mendez in the Exclusive B decays workingigi@nd in the CMS B workshop
at CERN.

3.6 Statistical Analysis

Dr. Rolke and Dr. Lopez continued their collaboration on deeelopment of methods
for the statistical analysis of High Energy Physics dataiiuthis last grant period, the emphasis
was on the significance of discovery claims at the LHC. Inipaldr, major progress was made
on the issue of determining the location and size of a sigsralvhich they developed the semi-
parametric method which is described in the following.

Almost all data sets encountered in High Energy Physics (HtaRe events that were
generated by different mechanisms. Interest often focaseme of these mechanisms, what we
will call the signal. By judicious cutting on auxiliary vaibles it is often possible to bring out
the signal, that is, to improve the signal to noise ratio, ibig usually not possible to eliminate
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the noise, or background events, altogether. In many cdmesesearchers want to estimate
the parameters involved in the signal such as the locati@hth@ width of an invariant mass
peak, together with their statistical errors. In order tosig they need to find a model for the
data, and because the data still contains background etventaodel usually has the form of a
mixture distribution. In practice it often turns out to berliastraightforward to find a parametric
description for the signal density, for example from théioed considerations. In contrast it is often
very difficult to model the background density, and the tgp@pproach is one of trial and error:
fit a number of shapes until a satisfactory one is found. ThE@ach has several drawbacks: (i)
it is quite time consuming, (ii) different researchers nmighd up with different parametrizations,
(iif) it is hard to know when to stop in order not to overfit thatd and (iv) it is almost impossible
to gauge the systematic error of an incorrectly specifieddpazind on the parameter estimates.

There are, however, other solutions to the problem of esthga density, namely the
so-called nonparametric density (NPD) estimators. A nunolbsuch methods are known, such
as kernel methods, nearest neighbor methods, the methaghafiped likelihood and others. We
could apply any of these methods to HEP data but unfortun#itely do not yield the parameters
that are the ultimate goal of the fitting process.

Although our work on this method had begun previously, dytine last grant period
we further developed the semiparametric method that coestimaditional parametric fitting with
nonparametric density estimation. We used a parametricriggisn for the signal, modeled the
background nonparametrically and combined these ingnésliato one fitting function.

This method is made especially useful by two features of HER.d First, we often
have available a sample of pure background events, eithelitynating potential signal events
by cutting on auxiliary variables or from Monte Carlo. Thisllvallow us to employ the most
powerful techniques developed for NPD estimation, for eplenthe methods for choosing the
optimal amount of smoothing. Secondly, data in HEP is ugsalpported on a finite interval. This
normally would lead to the so-called boundary problem in NiRIDsity estimation, a seemingly
innocuous problem for which to date no single solution isknoHowever, because in HEP we are
not interested in the NPD estimate itself but in the signaapeeters, we can solve this problem
easily by transforming the data. As our simulation studieswsthis solution of the boundary
problem can be applied to wide variety of problems and leadstrect estimates of the parameters
and their errors.

We performed a number of simulation studies that showed tthiatmethod is quite
competitive, almost as good as using the (in real life unkmawwe parametrization and superior
to using an almost correct parametrization. Moreover, bsedhe nonparametric density estimate
depends smoothly on the bandwidth, it is easy to do a seitgisitudy and gain insight into the
systematic error caused by different background shapes.

The results of this work were published in Nuclear Instrutseand Methods A. The
detailed reference can be found in Section 4, the list of @@ublications.

Another major contribution was made by Dr. Rolke who served a&onsultant to the
CMS Statistics Committee from April, 2011, until the end loétgrant period. He participated in
the weekly meetings of the committee and gave his advice arga humber of different topics.
He wrote a number of CMS internal documents, for exampleg¢enrng the statistical bootstrap
and its uses, issues related to model selection such asvhetages of the likelihood ratio test vs.
the F test and the difficulties related to parametric fittihgrobability density functions.
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4  Group Publications

Limiting ourselves only to publications in refereed jousiadJPRM Group members
appeared as authors in 55 FOCUS publications, 100 CLEOgaildins and all CMS publications
after they were accepted as members of the collaboration.

Here only publications in refereed journals where group fers have had a major role
are listed.

e W. A. Rolke,et al., Confidence intervals and upper bounds for small signalsemptiesence
of background noiseNucl. Instrum. MethA458 (2001) 745.

e J. M. Link, et al. (FOCUS CollaborationMeasurements & branching ratiosPhys. Lett.
B571(2003) 139.

e J. M. Link, et al. (FOCUS Collaboration)Search for rare and forbidden 3 body dimuon
decays of the charmed mesadns and D}, Phys. Lett.B572(2003) 21.

e W. A. Rolke, et al,, Correcting the minimization bias in searches for small signNucl.
Instrum. Meth.A503 (2003) 617.

e W. A. Rolke, et al, Limits and confidence intervals in the presence of nuisaacameters
Nucl. Instrum. Meth A551 (2005) 493.

e J. M. Link, et al. (FOCUS Collaboration)Search for a pentaquark decaying to Cascade-
pi-, Phys. LettB661(2008) 14.

e A. Ronzhin, et al, Tests of timing properties of silicon photomultipliefucl. Instrum.
Meth. A616 (2010) 38.

e A. Ronzhin,et al, Development of a 10-ps level time of flight system in the Fabniest
Beam Facility Nucl.Instrum.MethA623 (2010) 931.

e J. Lundberg,et al, Limits, discovery and cut optimization for a Poisson precesth
uncertainty in background and signal efficiency: TRolke ZOmput. Phys. Commun.
181(2010) 683.

e A. Ronzhin,et al., Waveform digitization for high resolution timing detecavith silicon
photomultipliers Nucl. Instrum. MethA668 (2012) 94.

e W. A. Rolke, et al, Estimating a Signal In the Presence of an Unknown Backgrpbing!.
Instrum. Meth.A685 (2012) 16.
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