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Abstract

A suite of benchmark studies and analyses were performed to assess the strengths,
weaknesses, and capabilities of three numerical codes (DUAL, FEHMN, and TOUGH?2) for
simulating flow through fractured media. Alternative conceptual models of fracture flow that
included the equivalent continuum and dual permeability models were investigated in each study.
Each benchmark was designed to investigate important issues such as layering, capillary barriers,
heterogeneous material properties, boundary conditions, and fracture-matrix conductances that
might initiate and contribute to flow in fast paths in the unsaturated zone of Yucca Mountain.
Field-scale simulations and comparisons to data obtained from drillhole UZ-16 at Yucca Mountain,
Nevada, were also performed to provide a “reality check” on the models, methods, and parameters
that were used in this study. Results indicate that the dual permeability model provides the most
reasonable behavior of flow through fractures under a variety of infiltration conditions because of

its ability to simulate non-equilibrium conditions between the fractures and matrix. In addition,
both the TOUGH2 and FEHMN codes appear to be viable tools for simulating the domains and
conditions that will be used for groundwater travel time calculations.
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EXECUTIVE SUMMARY

Groundwater travel time (GWTT) calculations will play an important role in addressing site-
suitability criteria for the potential high-level nuclear waste repository at Yucca Mountain, Nevada.
In support of these calculations, preliminary assessments of the candidate codes and models are
presented in this report. A series of benchmark studies have been designed to address important
aspects of modeling flow through fractured media representative of flow at Yucca Mountain.
Three codes (DUAL, FEHMN, and TOUGH2) are compared in these benchmark studies. DUAL
is a single-phase, isothermal, two-dimensional flow simulator based on the dual mixed finite
element method (Robey, 1994). FEHMN is a nonisothermal, multiphase, multidimensional
simulator based primarily on the finite element method (Zyvoloski et al., 1995). TOUGH?2 is a
nonisothermal, multiphase, multidimensional simulator based on the integral finite difference
method (Pruess, 1987; Pruess, 1991). Alternative conceptual models of fracture flow consisting
of the equivalent continuum model (ECM) and the dual permeability (DK) model are used in the
different codes.

In Benchmark 1 (Chapter 2), simulations of one-dimensional infiltration into a homogeneous
fractured domain using DUAL, FEHMN, and TOUGH2 were performed. The purpose of this
benchmark was to verify the proper implementation and function of the ECM within each code by
comparing the simulated results to a semi-analytical solution. Results showed that FEHMN and
TOUGH?2 yielded accurate steady-state solutions using the ECM. However, DUAL could not

replicate the semi-analytical saturation distribution for this one-dimensional homogeneous problem.

Benchmark 2 (Chapter 3) introduced layers of different geologic units to the one-dimensional
column described in Benchmark 1. Simulations of steady infiltration into this domain were
performed to compare DUAL, FEHMN, and TOUGH?2 in layered media and to assess different
conceptual models of fracture flow using the ECM and DK models. Results showed that FEHMN
and TOUGH?2 yielded very similar steady-state saturation profiles for steady infiltration rates
ranging from 0.1 to 4.0 mm/year. DUAL, however, had troubles simulating infiltration rates other
than 0.2 mm/year. At this infiltration rate, the resulting saturation profiles from DUAL were lower
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than the predicted saturations of FEHMN and TOUGH2. Comparison of the ECM and DK
models of fracture flow revealed that the geometric conductance term between the fractures and
matrix played an important role in simulations of the system behavior and could be made equivalent
between FEHMN and TOUGH?2 through the appropriate specification of a length scale in FEHMN
(see Appendix B). The conductance term could be modified in the DK model to account for small
scale processes such as fingering and channeling that effectively reduce the conductance between
the fractures and matrix. The DK model was shown to be capable of producing significant flow

through the fracture continuum, even under low infiltration rates and steady-state conditions.

Benchmark 3 (Chapter 4) included simulations of infiltration into a two-dimensional domain
with dipping layers to investigate lateral diversion of flow and localized infiltration sources.
Results showed that capillary diversion occurred at unit interfaces as a result of capillary pressure
and conductivity differences in different materials. At low infiltration rates (< 0.1 mm/year), all the
units remained unsaturated and a capillary diversion existed at the TCw-PTn interface. At higher
infiltration rates (= 1.0 mm/year), the welded units became saturated and capillary diversion
occurred at the PTn-TSw interface. Results also showed that lateral diversion in the PTn was very
sensitive to the choice of two-phase matrix parameters that were used in the PTn unit. In
particular, smaller values of the air entry parameter, o, that were used for the PTn matrix yielded
greater lateral diversion through the PTn. The use of the DK model showed greater propagation of
flow through the TCw unit resulting in lower matrix saturations, and, hence, greater capillary
diversions above the PTn. Localized infiltration also resulted in greater capillary diversion in the
TCw as a result of the lower matrix saturations in the TCw unit away from the source. In general,
the localized infiltration produced a greater range of saturations throughout the entire domain when
compared to a uniform infiltration. Results of steady-state saturations using the ECM were similar
for TOUGH2 and FEHMN.

Benchmark 4 (Chapter 5) examined steady and transient infiltration into a completely
heterogeneous, unsaturated domain using the ECM and DK models. The purpose was to
determine the capabilities of different codes and models in handling flow though a domain with
hundreds of different materials. Results showed that DUAL and TOUGH2' were capable of
simulating flow in the heterogeneous domain and yielded similar distributions of saturation. The
use of the DK model in TOUGH?2 showed that “realistic” propagation of fracture flow could be
modeled under transient infiltration boundary conditions. Flow resembling fingering and
channeling in the fracture domain was observed when the TOUGH2 DK model was used to

¥ The material dimensions were increased from 27 to 2007 in TOUGH2. Currently, in FEHMN, the maximum
number of parameter sets defining the two-phase curves is limited to 25, so FEHMN was not used in Benchmark 4.
However, the number of different materials in FEHMN can also be increased to an arbitrary amount.




simulate high infiltration conditions in the heterogeneous domain. The ECM model, in contrast,
was unable to show significant propagation of flow through the fractures under the high infiltration

condition.

Finally, all of the important issues addressed in the benchmark problems—Ilayering, capillary
barriers, heterogeneous material properties, and boundary conditions—were combined and applied
in the analysis of field data obtained from drillhole UZ-16 at Yucca Mountain, Nevada (Chapter 6).
Starting with measured values of matrix porosities at UZ-16, all other hydrologic parameters were
derived and used in TOUGH2 models (1-D and 2-D) to simulate steady-state saturation

distributions. These saturations were then compared to measured saturations at UZ-16 to place a

“reality check” on the methods, processes, and parameters being used. Results showed that the
simulated saturations generally matched well with the measured saturations using a variety of
alternative conceptual models of fracture flow at an infiltration rate of 0.1 mm/year. It was
determined, however, that the regression used to correlate saturated conductivity and porosity for
all the non-zeolitized units could not be used for the Calico Hills unit because of significant
discrepancies that resulted between the measured and predicted saturations in the Calico Hills
region. This indicated that the Calico Hills unit in the vicinity of UZ-16 was predominantly
zeolitized and had to be treated separately using a different correlation between saturated
conductivity and porosity to obtain good matches in that unit. Also, the measured saturations in
the TCw were considerably lower than any predicted values. It was concluded that surface
processes contributing to mass loss, such as evaporation, must be incorporated to better replicate
the measured saturation in the TCw unit. This would subsequently require higher infiltration rates
to match the measured saturations throughout the rest of the units.

Recommendations for GWTT-95 include the use of the dual permeability model, which
improves our capability of modeling flow through fractures when transient or high infiltration
boundary conditions are applied. Because of its present inability to implement the DK model, the
DUAL code is not suitable for GWTT-95 calculations. FEHMN should be retained for further
comparisons and analysis of groundwater travel time calculations, but TOUGH2 should be used as
the primary code for GWTT-95 because of its maturity, reliable history, and demonstrated ability
to simulate all of the benchmarks in this study. TOUGH?2 is also currently being used in the
LBL/USGS 3-D site-scale model of Yucca Mountain (Bodvarsson et al., 1995). Finally,
laboratory and field studies should be included in future analyses to better quantify processes and
parameters that affect the large-scale behavior being simulated in GWTT-95. Some of these
include the geometric conductance term between the fractures and matrix, a description of the
spatially and temporally varying infiltration boundary, and fracture continuum properties that are
required in the currently available models.
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NOMENCLATURE

A¢m connection area between the fracture and matrix elements (m?2)

b fracture aperture (m)

CHnv Calico Hills non-welded vitric unit at Yucca Mountain

CHnz Calico Hills non-welded zeolitic unit at Yucca Mountain

D fracture spacing (m)

d distance used to calculate fracture-matrix pressure gradients

DK dual permeability

ECM equivalent continuum model

GWTT groundwater travel time

k permeability (m?)

| & relative permeability

M > mass flow from the fracture to the matrix (kg/sec)

MINC Multiple INteracting Continua (part of TOUGH2 code to generate dual
permeability models)

P capillary pressure (Pa)

P, gas pressure (Pa)

Py liquid pressure (Pa)

PPnw Prow Pass non-welded to partially welded unit at Yucca Mountain

PTn Paintbrush non-welded interval of the Topopah Springs unit at Yucca
Mountain

q infiltration rate (mm/year)

S liquid saturation

S; residual liquid saturation

Ss full liquid saturation

T geometric conductance term between fracture and matrix elements

TCw Tiva Canyon welded unit at Yucca Mountain

TSw Topopah Springs welded unit at Yucca Mountain

o van Genuchten air-entry fitting parameter (1/Pa)

B van Genuchten fitting parameter

A two-phase fitting parameter used in TOUGH2 (= 1- 1/p)

P liquid density (kg/m?3)

u dynamic liquid viscosity (kg/m-sec)

o surface tension of water (0.073 N/m @ 20°C)

Subscripts:

f fracture

m matrix

X1V




Chapter

ONE

Introduction

1.1 Problem Statement

Flow through fractures is expected to strongly influence the overall hydrologic behavior in
the unsaturated zone within the variably welded tuff units at the potential repository site at Yucca
Mountain, Nevada. The system behavior can be influenced by several processes that are
dominated by the hydraulic state of the fractures. These include capillary barrier effects resulting
from dry fractures, which may act to increase saturations and flow in adjacent areas, and fast-flow
paths resulting from the relatively large conductivities of wetted fractures. While the existence of
fast-flow paths through the fractures can be a possible means of enhancing the transport of
radionuclides from buried nuclear waste packages, predictions of flow and transport through
fractured rock is extremely difficult. Models capable of rigorously simulating flow in realistic
discrete fracture networks are lacking, and accurate characterization of subsurface fracture
networks required for modeling efforts is rarely attainable. Nevertheless, estimations of the flow
behavior through the variably welded, fractured tuff units at Yucca Mountain are required for
calculations of groundwater travel time (GW'TT). These calculations are necessary to address site
suitability criteria for the potential repository at Yucca Mountain (Arnold et al., 1995).

This report, therefore, focuses on currently available alternative conceptual models and codes
that are capable of representing flow through fractured media. Through a series of benchmark
studies including comparisons to analytical solutions and field data, these models and codes are
assessed to determine strengths, weaknesses, and important parameters within each model and
code. The following sections provide descriptions of the codes, explanations of the alternative
models of fracture flow, and an overview of the various benchmarks and analyses included in the
report.
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1.2 Numerical Codes

Three different numerical codes are used in the analyses of this report: DUAL, FEHMN, and
TOUGH2. Both FEHMN and TOUGH2 have previously been recommended by Reeves et al.
(1994) for use in YMP related calculations. Different conceptual models that are available in each
model to represent flow through fractures are explored, and comparisons are made through
benchmark studies. A short description of each code follows.

The DUAL flow code calculates the solution for steady-state, single-phase, unsaturated
groundwater flow in a two-dimensional domain, using the equivalent continuum conceptual model
(Robey, 1994; Arnold et al., 1995). The code employs the dual mixed finite-element method
(Robey, 1990; Roberts and Thomas, 1990). In contrast to classical finite-element technique, the
dual method enforces continuity of normal flux at adjacent element boundaries. Because pressure
is a secondary variable in the dual method, it is discontinuous across element boundaries (i.e. the
pressure calculated at a given node may be different for each of the elements containing that node).
The dual method retains the effects of material heterogeneity in the flow simulation at relatively
coarser levels of discretization because higher contrast in pressure in adjacent elements results in
greater contrast in unsaturated hydraulic conductivity and greater heterogeneity in the flow field.
Previous uses of the DUAL flow code include calculations for GWTT-94, where particle travel
times and the effects of significant heterogeneity using the equivalent continuum model were
investigated.

The FEHMN (Finite Element Heat and Mass Transfer Nuclear) numerical code (version
FEHMN 95-05-01p-sun4) simulates transient, multi-phase, non-isothermal, unsaturated and
saturated flow in one, two, or three dimensions using the finite element method as the primary
numerical method (Zyvoloski et al., 1995(a)&(b)). FEHMN can also simultaneously simulate the
transport of multiple solutes in addition to air and water, and a particle tracking model is included
in the code. FEHMN supports a variety of different element shapes ranging from triangles and
quadrilateral elements for one- and two-dimensional applications to tetrahedrons and
parallelepipeds for three dimensions. FEHMN also employs several different conceptual models
of fracture flow. The equivalent continuum, dual porosity, and dual permeability models
(described in the next section) are all available within FEHMN. However, rigorous testing of

these conceptual models for use in a groundwater travel time calculation has been minimal.

Finally, the TOUGH2 (Transport of Unsaturated Groundwater and Heat) numerical code
(versions 3.0 and 3.1 in the SNL software quality assurance configuration management) simulates

transient, multi-phase, non-isothermal, unsaturated and saturated flow in one, two, or three
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dimensions using the integral finite difference numerical method (Pruess, 1987; Pruess, 1991).
The fundamental formulation for the governing equations is very similar to that used in FEHMN.
In the integral finite difference approach, however, no reference is made to a global coordinate
system. Volume elements of arbitrary size and shape are specified by information describing the
volume of each element and connection parameters to adjacent elements. Also included in the
TOUGH?2 code is the MINC (Multiple INteracting Continua) formulation for describing dual
porosity and dual permeability systems of fracture flow (Pruess, 1983). Although the equivalent
continuum model is not included in TOUGH?2, it has been added to the code following the
formulation described in Klavetter and Peters (1986) and Dudley et al. (1988).f TOUGH2
incorporates equation-of-state modules (used interchangeably) that govern more specific features of
the system such as single-phase flow described by Richards’ equation (1931), chemical species
transport, and vapor pressure lowering. TOUGH?2 has probably received the most widespread use

and testing of the three codes.

1.3 Alternative Conceptual Models of Fracture Flow

The inability to accurately characterize fracture networks in situ and the lack of rigorous
discrete fracture flow models has prompted the need for alternative conceptual models of fracture
flow. Two of these models that are studied in this report include the equivalent continuum model
(ECM) and the dual permeability (DK) model. Figure 1.1 shows a sketch of the representative

domains of each model, along with a more rigorous discrete fracture model for comparison.

The equivalent continnum model has been described in detail by Klavetter and Peters (1986)
and Dudley et al. (1988). This model has been used extensively in describing flow through
fractured rock as a result of its relative simplicity and ease of computational implementation
(Arnold et al., 1995; Robey, 1994; Dudley et al., 1988). In this model, the pressures in the matrix
and fractures are assumed equal. As a result, the flow through this fracture-matrix system is
equivalent to flow through a composite porous medium, which has hydraulic properties comprised
of both fractures and matrix properties. Dudley et al. express that for conditions similar to those
found at Yucca Mountain (i.e. low infiltration rates and good coupling between the fracture and
matrix), the equivalent continuum model provides a reasonable approximation to fracture-matrix
flow. However, recent studies have shown that flow processes such as fingering in fractures
(Glass and Tidwell, 1991) and mechanical aspects such as fracture coatings may effectively reduce

T Several of the benchmarks in this report verify the appropriate implementation of the equivalent continuum
formulation in TOUGH2.
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the coupling between the fractures and matrix. This may cause pressure disequilibrium between

the fractures and matrix, even under low infiltration rates.

If pressure equilibrium cannot be assumed, other models such as the DK model must be
used. Details of the DK model can be found in Pruess and Narasimhan (1985) and Pruess (1983).
Unlike the ECM, the DK model represents the fractures and matrix as separate continua. As a
result, different pressures can exist in the fractures and matrix, which allows flow to occur
between the two continua. Propagation of flow in fractures is more likely to be observed in these
models, depending on parameters such as fracture-matrix conductance and capillary pressure
gradients between the fractures and matrix. However, relatively few analyses have been
performed with the dual permeability model in conjunction with analyzing fast flow paths for the

assessment of a potential nuclear waste repository (Narasimhan and Wang, 1992).

1.4 Overview of Report

The alternative conceptual models and codes described above are assessed through a series of
benchmarks and studies that investigate various aspects of flow through fractured rock. In the first
benchmark, steady infiltration into a one-dimensional, homogeneous, vertical domain is simulated
to compare the equivalent continuum results of each code to a semi-analytical solution. The second
benchmark investigates infiltration into a layered, one-dimensional domain using the ECM and DK
models of fracture flow. Identification of important parameters affecting the hydrologic behavior
of the system are presented and discussed for each model. In the third benchmark, infiltration into
a layered, dipping, two-dimensional domain is considered. The effects of lateral diversion due to
capillary barriers and localized infiltration are examined using the ECM and DK models of fracture
flow. A fourth benchmark introduces a completely heterogeneous domain in which each element
within the domain has its own unique set of properties and parameters. Both steady and transient
infiltration processes are investigated to compare the ECM and DK models in this heterogeneous
environment. Finally, simulations of steady-state infiltration at Yucca Mountain are performed
using data available from drillhole UZ-16. Comparison between simulated and measured
saturation profiles are made to provide a “reality check” on the methods and models being used in
this study.
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Chapter

Two

Benchmark 1: Homogeneous 1-D
Infiltration

Simulations of steady-state, isothermal, one-dimensional infiltration into a homogeneous
fractured domain using DUAL, FEHMN, and TOUGH?2 are presented in this chapter. The
equivalent continuum model (ECM) is used in the numerical codes to describe flow in the fractured
domain. The motivation behind this exercise is to verify the proper implementation and function of
the ECM within each code by comparing the simulated results to a semi-analytical solution. In
addition, other issues such as harmonic vs. upstream weighting and single-phase vs. multi-phase

simulations will be addressed.

A description of the problem domain and the model parameters for Benchmark 1 is presented
first. Then, results of the numerical simulations are given along with a discussion of the
comparisons to the semi-analytical solution (Appendix A). Following the discussion, sensitivity
analyses are provided to investigate the importance of code-specific parameters and options and
their implication on relevant hydrologic processes. Finally, important findings are summarized at
the end of this chapter.

2.1 Description of Benchmark 1

The one-dimensional domain that is used for Benchmark 1 extends vertically 530 meters and
is modeled with 106 elements (each 10 meters wide x 5 meters high (x 1 meter thick in TOUGH2))
as shown in Figure 2.1. In DUAL and FEHMN, quadrilateral elements are used resulting in a total
of 214 nodes. The boundaries of this domain include a water table at the bottom and a constant
infiltration rate of 0.1 mm/year (3.2x10-8 kg/sec) at the top. Although this domain is hypothetical,
it represents the TSw2 (Topopah Spring welded) unit at Yucca Mountain. The material properties
of both the fractures and matrix are taken from Klavetter and Peters (1986) and are shown in Table
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l 0.1 mm/year

Figure 2.1. Model of the homogeneous domain used in the one-
dimensional simulations of Benchmark 1.




2.1. The van Genuchten parameters (van Genuchten, 1980) are used to generate the two-phase
characteristic curves for this problem. All three numerical codes that were introduced in Chapter 1
are compared to each other and to a semi-analytical solution (see Appendix A for a derivation) in
this benchmark using the ECM.

Table 2.1. TSw2 properties used in Benchmark 1 (Klavetter and Peters, 1986)

Matrix Fracture Composite
porosity 0.11 1.8e-4 0.11
permeability (m?) 1.9¢-18 1.7e-12 3.1e-16
residual saturation 0.08 0.0395 —
o (1/Pa) 5.78e-7 1.31e-4 —
B 1.798 4.23 —

2.2 Results and Discussion of Code Comparisons

The steady-state saturations resulting from Benchmark 1 are shown in Figure 2.2 for the
semi-analytical solution and the numerical simulations using DUAL, FEHMN, and TOUGH2. At
0.1 mm/year, the semi-analytical solution predicts saturations near 0.87 at elevations greater than
350 m above the water table in the unsaturated domain. Near the water table at the bottom
boundary, the solution shows the saturation rising to one. Both FEHMN' and TOUGH?2 yield
saturations very similar to the semi-analytical solution throughout the entire domain. Exact
matches are not expected since the semi-analytical solution assumes a constant gas pressure
(single-phase Richards equation), whereas the numerical simulations resulting from FEHMN and
TOUGH?2 do not. Section 2.3.2 presents a sensitivity analysis on the use of single- and multi-
phase models of this problem.

The results of DUAL show significant deviations from the other predicted steady-state
saturation profiles (Figure 2.2). DUAL predicts much lower saturations throughout most of the
unsaturated domain. Attempts to address the discrepancies in the saturations using the code DUAL
have been unresolved for this particular problem. Ironically, DUAL appears to give more accurate
results for completely heterogeneous, two-dimensional systems (see Benchmark 4). One possible

source of the discrepancy is the inter-element averaging method used in the DUAL code. In the

T Note that a recent version of FEHMN (FEHMN 95-05-01p-sun4) has been used in Figure 2.2. In previous
versions of FEHMN, a parameter called SUPM (specified in the source files) had a significant effect on the results of
this problem. Section 2.3 examines the sensitivity of the FEHMN results to this parameter.
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Figure 2.2. Steady-state liquid saturations in a 1-D homogeneous
column with a steady infiltration of 0.1 mm/year. Predictions are shown
from DUAL, FEHMN, and TOUGH2 along with the semi-analytical
solution.




present version of DUAL, relative permeability is calculated using harmonic averaging, whereas an
upstream weighting technique is used in the TOUGH?2 simulation for this problem.

2.3 Sensitivity Analyses

2.3.1 Sensitivity Analysis of FEHMN

The results of older versions (prior to 5/95) of the FEHMN code for unsaturated problems
have been shown to be sensitive to a code-specific parameter called SUPM. This parameter
represents an upper cut-off saturation which is used in the calculation of the two-phase
characteristic curves. The most current version of FEHMN has eliminated the need to specify this
parameter within a source file of the code. However, users should be aware that versions of
FEHMN released prior to 5/95 may contain the SUPM parameter in the 'rlperm.f’ source file.
This section presents a sensitivity analysis of the results of FEHMN using different values of
SUPM. All of the parameters and boundary conditions remain the same as in the original
Benchmark 1 problem; only the value of SUPM is varied in the code. Figure 2.3 shows the
resulting steady-state saturations for different values of SUPM. The semi-analytical solution is

also plotted in Figure 2.3 for comparison.

Figure 2.3 shows that for lower values of SUPM, the predicted saturations deviate further
from the semi-analytical solution. Since SUPM represents an upper cut-off saturation for the
calculation of the capillary pressure curve, lower values of SUPM result in less accurate capillary
pressures at high saturations. Hence, larger values of SUPM (= 0.99) are required to produce
accurate saturation distributions near the water table at the bottom boundary as shown in Figure
2.3. However, a trade-off occurs in the simulation time at these higher SUPM values. In general,
simulations with a higher SUPM value require longer simulation times—most likely to resolve the
steep gradient in the capillary pressure curve at high saturations. The new version of FEHMN
appears to have circumvented this tradeoff without specifying a SUPM parameter, providing
accurate solutions and faster simulation times than those obtained with older versions using values
of SUPM 2> 0.99.

2.3.2 Single-Phase vs. Two-Phase Simulations

Both FEHMN and TOUGH?2 are multi-phase simulators—they simulate the transport of both
liquid- and gas-phase components in porous materials. Both codes are also capable of eliminating
the gas-phase balance law from the numerical solution. In FEHMN, this is achieved by specifying
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appropriate parameters in the AIRWATER macro. In TOUGH?2, the single-phase equation-of-state
module EOS9 must be used (version 3.1 in SNL's configuration management system). These
modifications result in the solution of a single-phase system described by Richards’ equation
(1931). In this system, the transport of gas is neglected and the gas pressure is assumed constant
everywhere. For many problems such as infiltration into a region where the gas-phase is able to
redistribute freely, this approximation often provides accurate results. This assertion is tested in
this section by using the single-phase modifications to FEHMN and TOUGH?2.

Figure 2.4 shows the steady-state saturations for Benchmark 1 using single-phase models in
FEHMN and TOUGH2. For comparison, the two-phase and semi-analytical solutions are also
plotted. The single-phase solutions produce nearly identical results to the two-phase solutions,
except for simulations using TOUGH?2 where the single-phase solutions show slightly lower
saturations near the water table. These lower saturations resulting from the single-phase
simulations are actually closer to the semi-analytical solution. This is not surprising, however,
since the semi-analytical solution is based on a single-phase system and does not include pressure

variations resulting from the gas-phase.

2.3.3 Upstream vs. Harmonic Weighting of the Mobility Terms

In this section, two different weighting schemes are implemented for the product of the
permeability and relative permeability calculated at the interface of two adjacent elements in
TOUGH2. Harmonic weighting yields more accurate solutions in particular cases, but previous
studies have shown that upstream weighting is necessary to avoid gross errors for transient
problems in layered media (Tsang and Pruess, 1990). In this steady-state, homogeneous problem,
the use of harmonic weighting is not expected to cause problems. However, a comparison
between harmonic weighting and upstream weighting is desired to compare the accuracy of the

resulting solutions for this simple problem.

Figure 2.5 shows the results of TOUGH?2 simulations using harmonic and upstream
weighting for the product of the absolute and relative permeabilities at each element interface.
Results are shown for both the single- and two-phase models. In each model, the different
weighting schemes provide nearly identical results. As a result of this simple comparison and
recommendations made by Pruess (1991), upstream weighting is implemented for the remaining
problems in this report.

2-7




Fig 2.4a kgplt

semi-analytical

—a— FEHMN
(two-phase)

— o- - FEHMN
(single-phase)

\llllll!!I\III‘IKI}II‘\IXI\&A

0.9 0.95

Liquid Saturation

(a)

Fig 2.4b.kgplt

L L L A L

semi-analytical

—a-— TOUGH2
(two-phase)

— o- - TOUGH2
(single-phase)

I!Illlllliilljllll!!

0
0.85 0.9 0.95

Liquid Saturation

(b)
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2.4 Summary

Infiltration into a one-dimensional vertical domain consisting of homogeneous fractures and
matrix has been modeled to compare several numerical codes. The implementation and function of
the ECM in the numerical codes DUAL, FEHMN, and TOUGH2 have been tested using this
problem. Results show that both FEHMN and TOUGH?2 yield accurate steady-state solutions
using the ECM. DUAL could not replicate the semi-analytical saturation distribution for this one-
dimensional homogeneous problem, but other analyses indicate that DUAL works reasonably well
for heterogeneous, two-dimensional systems (Arnold et al., 1995; Benchmark 4 (this report)).

Sensitivity analyses for Benchmark 1 reveal that older versions of FEHMN may require
modification of the parameter SUPM found in one of the FEHMN source files. This parameter
defines a cut-off saturation which is used in the calculation of the capillary pressure. Lower values
of SUPM result in less accurate results near regions of high saturation. The most recent version
(5/95) of FEHMN has circumvented this problem.

Single-phase models using Richards equation included in FEHMN and TOUGH?2 were also
compared to the two-phase models in this problem. Results showed that the saturations through
most of the unsaturated region were nearly identical for the single- and two-phase models. Near
the water table, the single-phase model produced slightly lower saturations than the two-phase
model in TOUGH2. Saturations resulting from FEHMN using both models remained nearly
identical. In terms of computational efficiency, the single-phase model in TOUGH?2 yielded
simulation times that were much faster than the two-phase model. In FEHMN, the single- and
two-phase simulations produced similar simulation times. Details of the computational efficiency
of the two models are examined more closely in the next chapter. Finally, upstream weighting of
permeability and relative permeability was found to yield similar results to harmonic weighting for
the Benchmark 1 problem using TOUGH2.

2-10




Chapter

THREE

Benchmark 2: Layered 1-D Infiltration

In this chapter, layers of different geologic units are added to the one-dimensional vertical
domain described in Benchmark 1. Simulations of one-dimensional infiltration into the layered
domain are performed using DUAL, FEHMN, and TOUGH?2. The objectives here are again to
compare the different codes to ensure that they are performing properly for the purposes of
calculating a groundwater travel time. Comparisons are made to previous code comparisons
performed by Dykhuizen and Barnard (1992) to verify the results of the codes. Additional studies
are also performed to assess different conceptualizations of fracture flow using the equivalent
continuum model (ECM) and dual permeability (DK) models.

This chapter first provides a description of the problem used in the layered one-dimensional
infiltration problem. Results of the code comparisons for this problem are then presented and
discussed. Additional studies are then presented regarding the use of the ECM and DK models.

Finally, single-phase vs. two-phase modeling results for Benchmark 2 are discussed.

3.1 Description of Benchmark 2

The one dimensional domain that is used for Benchmark 2 is nearly identical to the one used
in Benchmark 1. The only difference is that the domain has been divided into five different
geologic layers that are representative of the variably welded tuff units at Yucca Mountain. The
modeled domain is the same as the one used by Dykhuizen and Barnard (1992) and is shown in
Figure 3.1. The domain extends vertically 530 meters and is modeled with 106 elements (each 10
meters wide x 5 meters high (x 1 meter thick in TOUGH2)). In DUAL and FEHMN, quadrilateral
elements are used resulting in a total of 214 nodes. The boundaries of this domain include a water
table at the bottom and a constant infiltration rate at the top. Different infiltration rates of 0.1
mm/year (3.2e-8 kg/sec), 0.2 mm/year (6.3e-8 kg/sec), and 4.0 mm/year (1.3e-6 kg/sec) are used
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Figure 3.1. Model of the layered domain used in the one-dimensional
simulations of Benchmark 2.




in this benchmark. The material properties of both the fractures and matrix in each of the geologic
units are taken from Klavetter and Peters (1986) and are shown in Table 3.1. The van Genuchten
(1980) parameters are used to generate the two-phase characteristic curves for this problem. Note
that these parameters are used only for the code comparisons in section 3.2 to be consistent with
Dykhuizen and Barnard (1992). For comparisons of the alternative conceptual models of fracture

flow in section 3.3, more recent parameters are used and are presented in that section.

3.2 Results and Discussion of Code Comparison

In this section, comparisons of DUAL, FEHMN, and TOUGH?2 are made using the ECM
model of the problem shown in Figure 3.1. Several different infiltration rates ranging from 0.1
mm/year to 4.0 mm/year are used in this problem. It should be noted that while FEHMN and
TOUGH?2 were able to simulate the entire range of infiltrations, DUAL could only successfully
simulate an infiltration rate of 0.2 mm/year.

Figure 3.2 shows the steady-state saturations for all three codes using an infiltration rate of
0.2 mm/year (6.3e-8 kg/sec). The results of FEHMN and TOUGH2 are very similar, whereas the
saturations resulting from DUAL are slightly lower (~5%) throughout much of the domain. This
discrepancy is consistent with the results of Benchmark 1, which showed that the saturations
resulting from DUAL were lower than the saturations resulting from the other two codes. In
general, Figure 3.2 shows that the saturations are higher in the welded units (TCw, TSw1, and
TSw2) and in the zeolitized Calico Hills unit. Although the Calico Hills unit is non-welded, the
permeability and air-entry parameter, o (inverse of the air-entry pressure), are considerably less
than other non-welded units (presumably due to the zeolites). As a result, higher saturations occur
in that unit. The anomalous behavior of the zeolitized Calico Hills unit is investigated further in
Chapter 6.

Figure 3.3 shows a comparison of the steady-state saturations resulting from FEHMN and
TOUGH?2 for an infiltration rate of 0.1 mm/year. The results from Dykhuizen and Barnard (1992)
are also presented in that figure as a thick solid line (labeled COVE-2A). In that study, five
different codes (TOSPAC, TRACR3D, TRUST, LLUVIA, and NORIA) using the single-phase
(Richards equation) formulation were compared. The results of all five essentially fall on the same
line as shown in Figure 3.3. The results of FEHMN and TOUGH2 compare very well with those
results through the entire domain. TOUGH?2 appears to have slightly higher saturations near the
bottom of the TSw2 unit. This slight discrepancy may be a result of the two-phase model that was
used in TOUGH2 for this comparison. Recall that the single-phase version of TOUGH2 resulted
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Table 3.1. Material properties used in Benchmark 2 (Klavetter and Peters, 1986)

TCw PTn TSwl TSw2 CHnz
Matrix
porosity 0.08 0.40 0.11 0.11 0.28
permeability (m?) 9.7¢-19 3.9e-14 1.9e-18 1.9e-18 2.0e-18
o (1/Pa) 8.37e-7 1.53e-6 5.78e-7 5.78e-7 3.14e-7
B 1.558 6.872 1.798 1.798 1.602
Sr 0.002 0.10 0.08 0.08 0.11
Ssf 1.0 1.0 1.0 1.0 1.0
Fracture
porosity 1.4e-4 2.7e-5 4.1e-5 1.8e-4 4.6e-5
intrinsic permeability (m?) 3.8e-12 6.1e-11 2.2e-12 1.7e-12 2.0e-11
continuum permeability (m2)It  5.3e-16 1.6e-15 0.9¢-16 3.1e-16 9.2e-16
a (1/Pa) 1.31e-4 1.31e-4 1.31e-4 1.31e-4 1.31e-4
B 4.23 4.23 4.23 4.23 4.23
St 0.0395 0.0395 0.0395 0.0395 0.0395
Ssf 1.0 1.0 1.0 1.0 1.0
Composite

porosity 0.08 0.40 0.11 0.11 0.28
permeability (m?) 5.3e-16 4.1e-14 9.2e-17 3.1e-16 9.2e-16

TThe full saturations, Sg, of béth the matrix and fractures are assumed to equal 1.0.
¥The continuum permeability is equal to the intrinsic permeability multiplied by the fracture porosity.
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in slightly lower saturations near the bottom of the domain in Benchmark 1 (Figure 2.4b).
Although the two-phase model in FEHMN is also used here, the differences between the single-
and two-phase results are considerably less as evidenced by the results in Benchmark 1 (Figure
2.4a).

3.3 ECM vs. DK Models for Benchmark 2

In this section, the codes FEHMN and TOUGH?2 are used to assess alternative conceptual
models of fracture flow. Chapter one introduced the two types of models that are investigated
here—the equivalent continuum model (ECM) and the dual permeability (DK) model. Saturations
and velocities resulting from the two models are compared, and parameters such as the infiltration
rate and the conductance between the fractures and matrix are varied to determine the importance of

specific variables.

The same one-dimensional problem shown in Figure 3.1 is used to compare the two models
with slight modifications. The Calico Hills unit is assumed to be vitric instead of zeolitic, and the
TSwl and TSw2 units are combined into a single unit. Also, the material parameters for this
analysis are taken from TSPA-93 (Wilson et al., 1994) and are listed in Table 3.2. The properties
in Table 3.2 are the expected values from entropy fits used to match the sampled data in TSPA-93.
Geometric means (from the logjg expected values) are used for all the parameters except for the
fracture intrinsic permeability, which uses an arithmetic mean of the sampled data (the arithmetic
mean produced a larger, and hence more conservative, fracture permeability than the geometric
mean). The single-phase (Richards equation) models in FEHMN and TOUGH2 are used for this
analysis. It should also be noted that the initial saturation is set to 0.85.7

3.3.1 Dual Permeability Formulation in TOUGH2 and FEHMN

The formulation for the DK used in TOUGH?2 is taken from Pruess (1983) and Pruess and
Narasimhan (1985). A table of parameters for the dual permeability formulation in TOUGH2 is
given in Table 3.3. Of particular interest in this table are the calculations for the connection area
and distance between the fractures and matrix. The connection area is derived from geometry
based on fracture spacing, aperture, and volume of the grid block (or computational cell). The

T The initial saturation should not affect the results since steady-state solutions are obtained. However, smaller
values of the initial saturation (~0.3) resulted in much smaller time steps and longer simulation times. In fact, in
some of the DK simulations, steady-state solutions could not be achieved in a reasonable time frame unless the
initial saturation was increased to 0.85.
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Table 3.2. TSPA93 (Wilson et al., 1994) parameters used in the ECM vs. DK comparisons for

Benchmark 2.

TCw

PTnf

TSwl-2

CHnv

CHnz<

Matrix
porosity 0.087
permeability (m?) 2.04e-18
a(l/Pa) 7913'7

A=1-1/B 0.383
St 0.0212
Ss 1.0
Fracture
porosityf 2.93e-4
intrinsic perm. (m2) ~ 4.06e-9
fracture spacing (m) 0.618
fracture aperture 1.81e-4
(m)

scaled perm. (m?2)
o (1/Pa)

1.19e-12
1.23e-3

A=1-1/B 0.667
STt 0.0 or 0.03
S 1.0

Composite
porosity
permeability (m?)

0.0873
1.19e-12

0.421
2.51e-14

3.78e-5
0.578

0.154
1.0

9.27e-5

7.14e-9
2.22

2.06e-4

6.62¢e-13
1.4e-3

0.667

0.0 or 0.03

1.0

0.421
6.87¢-13

0.139
2.09e-18
1.36e-6

0.444

0.0453
1.0

2.43¢e-4
4.57e-9

0.74
1.80e-4

1.11e-12
1.22e-3

0.667

0.0 or 0.03

1.0

0.139
1.11e-12

0.331
1.10e-16
2.7%e-6

0.594

0.0968
1.0

1.11e-4

6.53e-9
1.62

1.79e-4

7.23e-13

1.22e-3
0.667

0.0 or 0.03

1.0
0.331

7.23e-13

0.306
1.59¢-18
5.94¢-7

0.414

0.121
1.0

5.25e-5

1.91e-0
2.06

1.08e-4

1.00e-13
7.30e-4

0.667

0.03
1.0

0.306
1.00e-13

TThe matrix permeability and o of the PTn are bi-modal, so the area weighted average is used for those parameters.
T¥The fracture porosity is calculated as the fracture aperture divided by the fracture spacing.
TTTA residual fracture saturation of 0.03 is used in the 0.1 mm/year infiltration cases, while 0.0 is used in the 4.0
mm/year cases. The TOUGHZ2 DK model could not reach steady-state within 4000 time steps using S;=0 at 0.1

mm/year, so S;=0.03 was used.

QThe CHnz parameters are used in the UZ-16 analysis in Chapter 6.




distances between the fractures and matrix are derived to yield the best estimate for a quasi-steady

flux between the fractures and matrix (Pruess, 1983).

The DK formulation for FEHMN is provided in Zyvoloski et al. (1995b). In this model, the
conductance between the fractures and matrix is defined by a geometric transfer term that can be
interpreted as the area between the fractures and matrix divided by the distance between the
fractures and matrix. These parameters are defined in terms of the fracture porosity and a length
scale. To compare dual permeability simulations between FEHMN and TOUGH?2, the length scale
should be defined so that the conductance terms between the fractures and matrix are equivalent in
FEHMN and TOUGH2. The details of this calculation are given in Appendix B and can be
summarized as follows: the length scale (APUV1) in FEHMN should be set equal to the fracture
spacing divided by V12 to yield a conductance between the fractures and matrix that is equivalent

to the conductance used in TOUGH2 for a dual permeability system (see Table 3.3).

Table 3.4 provides some code-specific parameters that are used in FEHMN. RPS is defined
as a “multiple of cutoff capillary pressure assigned as the maximum capillary pressure.” where
RP5*Pcap(Scutoff) is forced at S=0 for the matrix (Zyvoloski et al., 1995). RP6 is defined as the
cutoff saturation (Scytoff) for the matrix. Both RPS and RP6 are used to fit the lower end of the
moisture retention curve. RP11 and RP12 are equivalent to RP5 and RP6, but they are used for
the fracture instead of the matrix. APUV1 is a length scale that is discussed in Appendix B. It is
set equal to the fracture spacing divided by ¥12 .

3.3.2 Saturation Comparisons

Steady-state saturations resulting from FEHMN and TOUGH?2 using the ECM and DK
models are shown in Figures 3.4-3.6 for infiltration rates of 0.1 and 4.0 mm/year. It should be
noted that for the DK simulations, the top infiltration boundary was applied to the fracture domain
of the TCw unit. An additional simulation is also shown in those plots for each code in which the
fracture-matrix geometric conductance terms (shown in Table 3.3) are reduced by two orders of
maghnitude in the DK simulations for each unit. The reduction in the conductance between the
fractures and matrix can be used to account for small-scale processes such as fingering and
channeling that may reduce the wetted area of the fractures. Appendix B contains a more complete
description of this assertion.

In Figure 3.4, both FEHMN and TOUGH?2 show similar results in the steady-state matrix
saturations for the ECM and DK model at an infiltration rate of 0.1 mm/year. At an infiltration rate

of 0.1 mm/year, the matrix elements are capable of conducting the entire flow. As a result, the
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Table 3.3. Parameters for a 1-D dual permeability TOUGH?2 model with two

interacting continua (1 fracture and 1 matrix continuum)?.

TCw

PTn

TSwli-2

CHnv

Aperture, b (m)
Fracture spacing, D (m)
Volume of grid block, V (m3)

Fracture porosity, ¢f (b/D)
Fracture volume in grid block (V*0f) (m3)

Matrix volume in grid block (V*(1-¢¢)) (m3)
Distance between fracture and matrix, d=(D-
b)/6 (m)

No. of matrix blocks per grid block, ¢
(V/D3)

Fracture-matrix connection area on matrix
block scale, A'f-m=2*(D-b)? (m?2)

Fracture-matrix connection area on grid
block scale, Af-m=A'f-m*0c (m?2)

Fracture-matrix geometric conductance term,
Af-m/d (m)

1.81e-4
0.62
50
2.93e-4

1.46e-2
49.9854
0.1033

210

0.768

161

1.56e3

2.06e-4
2.2
50

9.27e-5

4.68e-3
49,9953
0.3667

4.70

0.968

45.5

1.24e2

1.80e-4
0.74
50
2.43e-4

1.22e-2
49.9878
0.1233

123

1.09

135

1.09e3

1.79e-4
1.6
50

1.11e-4

5.59%¢-3
49.9944
0.2667

12.2

5.12

62.5

2.34¢e2

T The formulation for the fracture volume, matrix volume, and connection area and distance between fracture and
matrix elements in this table is also used in the 2-D benchmarks using the dual permeability model. In those cases,
one-dimensional fracture sets are assumed for the purposes of calculating fracture-matrix parameters. Note, however,

that the volume of the grid blocks, V, used in each benchmark varies.

Table 3.4. Parameters used in FEHMN (see text for explanations of parameters).

TCw PTn TSwi1-2
RP5 2.0 2.0 2.0
RP6 0.0312 0.164 0.0553
RP11 20.0 20.0 20.0
RP12 le-4 le-4 le-4
APUV1 0.178 0.641 0.214




saturations are less than one everywhere, and the saturations decrease in the non-welded units
where the porosity is greater as shown in Figure 3.4. The DK models that use the fracture-matrix
conductance values shown in Table 3.3 produce saturations that are nearly identical to the
saturations of the ECM model. This implies that the conductance between the fractures and matrix
elements in the DK model is sufficient to allow most of the liquid to be imbibed into the matrix
where it is conducted through the matrix continuum. However, when the fracture-matrix
conductance is reduced by two orders of magnitude, the matrix saturations of the modified DK
model are lower than the saturations of the other models, primarily in the welded Topopah Spring
unit. The reduced conductance between the fractures and matrix reduces the steady-state flow
through the matrix elements, thereby reducing the matrix saturations as shown in Figure 3.4.

Figure 3.5 shows the steady-state matrix saturations for FEHMN and TOUGH?2 using the
ECM and DK models at an infiltration rate of 4.0 mm/year. At this infiltration rate, the saturated
conductivities of the welded units (TCw and TSw1-2) are exceeded. As a result, Figure 3.5
shows that the steady-state matrix saturations of the welded units are nearly saturated for all the
models. In the non-welded units (PTn and CHnv), the modified DK model (in which the fracture-
matrix conductance term was reduced by two orders of magnitude) shows a decrease in the
saturations relative to the other models. The reduced fracture-matrix conductance allows the flow
through the fractures of the welded units to remain in the fractures upon entering the non-welded
units. As a result, the matrix saturations in the non-welded units are lower. In addition, even the
unmodified DK model produced discrepancies from the ECM saturations at the top of the CHnv (y
~ 130 m). Because the flow is predominantly in the fractures through the welded TSw1-2 unit, the
flow in the DK model continued through the fractures into the non-welded CHnv unit a finite
distance before being imbibed into the matrix. In contrast, the ECM model assumes equilibrium
between the fractures and matrix, so flow is immediately imbibed into the matrix upon entering the
CHnv unit.

Figure 3.6 shows the steady-state fracture saturations for FEHMN and TOUGH2 using the
unmodified DK model at infiltration rates of 0.1 and 4.0 mm/year. The results are similar for both
codes. For 0.1 mm/year, the fracture saturation is near the specified residual saturation of 0.03. It
is interesting to note that the fracture saturation in FEHMN is slightly below the specified residual
saturation. At 4.0 mm/year, the fracture saturations are significantly higher than the specified
residual saturation of 0.0, especially in the welded units (TCw and TSw1-2). This results from a
larger flux through the fractures since the matrix units in the welded units are saturated at an
infiltration rate of 4.0 mm/year.
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3.3.3 Velocity and Mass Flow Comparisons

Figures 3.7 and 3.8 show the steady-state pore velocities in the fractures and matrix resulting
from the TOUGH2 simulations described above. The composite pore velocity of the ECM is also
shown for reference. In Figure 3.7, the pore velocities resulting from an infiltration rate of 0.1
mm/year are shown. As discussed above, the flow is carried entirely through the matrix in the
ECM and DK (unmodified) model at this infiltration rate. As a result, Figure 3.7a shows that the
matrix velocity is over six orders of magnitude larger than the fracture velocity in the unmodified
DK model. However, Figure 3.7b shows that when the fracture-matrix conductance is reduced by
two orders of magnitude, the larger flux through the fractures causes the pore velocities in the

fractures to exceed the matrix pore velocities.

Figure 3.8 shows the fracture and matrix pore velocities for the DK models used in
TOUGH?2 at an infiltration rate of 4.0 mm/year. The composite pore velocity of the ECM is also
shown for reference. Since the matrix in the welded units is saturated at this infiltration rate, the
fracture pore velocities are higher in the welded units in all cases. In the non-welded PTn unit, the
unmodified DK model shown in Figure 3.8a yields higher matrix velocities as a result of
significant flow from the fractures to the matrix in that region. However, when the fracture-matrix
conductance is reduced by two orders of magnitude, Figure 3.8b shows that the velocities in the
fractures dominate everywhere, even in the non-welded PTn. It should be noted that although the
fracture-matrix conductance was reduced by two orders of magnitude in all the units in this
problem, arguments can be made to justify the reduction of the conductance in only the welded
units. Recall that the justification for reducing the conductance between the fractures and matrix is
based on small-scale process such as fingering and channeling, which is often evidenced in the
welded tuffaceous rocks. However, physical observations of flow through samples of the non-
welded tuffs reveal behavior similar to that of a sponge—rapid imbibition of infiltrating flow. This
seems to indicate high conductance should exist between the fractures and matrix in the non-

welded units, and no reductions should be made.

Figure 3.9 shows the mass flow rates between the fractures and matrix in the TOUGH2
simulations at infiltration rates of 0.1 and 4.0 mm/year. Positive mass flow rates denote flow from
the fractures to the matrix, and negative mass flow rates denote flow from the matrix to the
fractures. Figure 3.9a shows that at an infiltration rate of 0.1 mm/year, flow is everywhere from
the fractures to the matrix. Recall that this infiltration rate is lower than the saturated conductivity
of all the matrix units, so flow can be sustained entirely in the matrix. In addition, the modified
DK model in which the fracture-matrix conductance is reduced by two orders of magnitude shows
a lower mass flow from the fractures to the matrix in the upper TCw unit than the unmodified DK
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model. This results in a larger overall flux through the fractures and, subsequently, more flow
from the fractures to the matrix in the lower units. At 4.0 mm/year, Figure 3.9b shows that the
mass flow between the fractures and matrix changes direction at the interface of the PTn and
TSw1-2 units. The saturated matrix of the welded TSw1-2 cannot sustain the entire flow coming
from the non-welded PTn matrix above, so excess liquid flows from the matrix to the fractures at
the top of the TSw1-2 unit. Below this unit, flow once again returns into the matrix in the non-
welded CHnv unit. However, when the fracture-matrix conductance is reduced by two orders of
magnitude, the mass flow exchanges between the fractures and matrix at the unit interfaces is
dampened out significantly as shown in Figure 3.9b.

3.3.4 Remarks

In these steady-state simulations, the DK model is seen to produce similar results to the ECM
when the conductance between the fractures and matrix is sufficiently large. The calculated
fracture-matrix conductances in Table 3.3 assume that the entire fracture-matrix connection area is
available to flow, but due to small scale processes such as fingering and channeling (Glass and
Tidwell, 1991) or mechanical aspects such as fracture coatings (Thoma et al., 1990), the effective
fracture-matrix conductance can be much smaller. When the conductance is reduced by two orders
of magnitude, the DK model shows differences in the fracture and matrix velocities—even at
steady-state. Intuitively, it makes sense that transient responses to an infiltration event would be
different if the fracture-matrix conductance is altered, but the behavior of DK systems under
steady-state conditions is perhaps not so intuitive. Figure 3.10 shows a few elements from the
one-dimensional DK model used in this problem. Figure 3.10 also shows Darcy's law as applied
to the flow between a fracture and a matrix element. At steady-state, the mass flow into any
element must equal the mass flow out of that element. If the fracture-matrix conductance is
reduced, the overall mass flow rate through the matrix is also lowered, thereby reducing the matrix
saturation. The result is a larger mass flow rate through the fractures.

In addition to the geometric conductance term listed in Table 3.3 (see Appendix B for
derivation), the capillary pressure gradient also contributes to the mass flow between the fracture
and matrix elements as shown in the equation in Figure 3.10. These gradients are influenced by
the infiltration rate and the subsequent saturation distributions in the fractures and in the matrix.
This explains why the 4.0 mm/year infiltration cases did not result in a change in the matrix
saturations or velocities in the welded units for the different models. At this infiltration rate, the
matrix in the welded units becomes saturated and minimal flow occurs between the fractures and
matrix as shown in Figure 3.9b. In this case, flow in the fractures dominates in the welded units
regardless of the fracture-matrix geometric conductance term.
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3.4 Single-Phase vs. Two-Phase Simulations

The purpose of this section is to compare the single-phase and two-phase models in
TOUGH?2 and FEHMN using the Benchmark 2 problem. The parameters in Tables 3.2 and 3.4
are used along with the ECM in all cases.

Figure 3.11 shows the steady-state ECM saturations of the single- and two-phase simulations
using FEHMN and TOUGH?2 for infiltration rates of 0.1 mm/year and 4.0 mm/year. The single-
and two-phase results of FEHMN are nearly identical at both infiltration rates. The FEHMN
results are also very similar to the single-phase TOUGH?2 results for both infiltration rates.
However, the two-phase TOUGH?2 results show slightly higher saturations in the CHnv unit in
both cases. Overall, the saturations are quite similar between the single- and two-phase models for
both FEHMN and TOUGH2. Table 3.5 gives the elapsed simulation times for these runs. As
expected, the single-phase version of TOUGH?2 produced significantly faster run times—nearly 20
times faster than the corresponding two-phase simulation. Recall that in the single-phase
simulation, the balance laws for energy and the air component are eliminated. Therefore, fewer
equations need to be solved for each element. However, the simulation times for FEHMN were
similar for the single- and two-phase simulations. In fact, the single-phase simulations took longer
to run than the corresponding two-phase simulations for FEHMN. Attempts to investigate this

seemingly peculiar behavior have not been made.

Table 3.5. Calculation times using single- and two-phase versions of FEHMN and TOUGH2 for
Benchmark 2. (Note: Final simulation time was 109 years)

Elapsed Time (sec)
TOUGH2 FEHMN (5-95 version)
single-phase two-phase single-phase two-phase
0.1 mm/year 89.12 1,690 1,959 1,671
4.0 mm/year 87.09 1,727 1,848 1,655

3.5 Summary

In this chapter, comparisons of the codes DUAL, FEHMN, and TOUGH?2 have been made
for steady infiltration into a layered one-dimensional domain. The comparison of the codes
revealed that FEHMN and TOUGH?2 yielded very similar saturation profiles for infiltration rates
ranging from 0.1 mm/year to 4.0 mm/year. Further comparisons of these codes with previous
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analysis by Dykhuizen and Barnard (1992) showed that the results were consistent with other
codes. The DUAL code, however, had troubles simulating infiltration rates other than 0.2
mm/year. At this infiltration rate, the resulting saturation profiles from DUAL were lower than the
saturations of either FEHMN or TOUGH?2. This discrepancy was consistent with the results of
Benchmark 1, which showed that DUAL produced lower saturations for infiltration into a

homogeneous one-dimensional domain.

The ECM and DK models were also compared using FEHMN and TOUGH2. The
formulation of the DK models in FEHMN and TOUGH2 were discussed, and it was concluded
that the geometric conductance term between the fractures and matrix could be made equivalent
between the two codes through the appropriate specification of a length scale parameter in
FEHMN. The parameter, APUV1, in FEHMN should be set equal to the fracture spacing divided
by V12 (see Appendix B). In addition, a discussion of the appropriateness of reducing this
conductance term based on small-scale processes that reduce the wetted area of a fracture was
presented. Results showed that the two codes produced similar saturation profiles for both the
ECM and DK models at infiltration rates of 0.1 and 4.0 mm/year. The ECM and DK models
produced nearly identical results for 0.1 mm/year (nearly all matrix flow), but at 4.0 mm/year,
discrepancies were observed. At this higher infiltration rate, significant fracture flow existed, and
the DK model showed evidence of further propagation of flow in the fractures than the ECM.
Reducing the conductance between the fractures and matrix by two orders of magnitude had a
noticeable effect on the saturation profiles at 0.1 and 4.0 mm/year. A more pronounced effect was
seen in the fracture flow velocity profile before and after reducing the conductance. At 0.1
mm/year, reducing the conductance resulted in fracture velocities that were six orders of magnitude
greater than the fracture flow velocity before reducing the conductance. At a higher infiltration rate
of 4.0 mm/year, significant fracture flow already existed in the welded units, so changes in those
units were minimal when the fracture-matrix conductance was reduced. Because the conductance
between the fractures plays such an important role in transient and steady-state velocity and
saturation profiles, it would be desirable to quantify the fracture-matrix conductance term through

field studies or laboratory experiments.

Comparisons of the single- and two-phase models in FEHMN and TOUGH2 were assessed
using the ECM model of infiltration into the layered one-dimensional domain. Results showed that
the single- and two-phase results were identical for FEHMN. On the other hand, the two-phase
steady-state saturations resulting from TOUGH?2 were slightly higher in the CHnv unit than the
saturations resulting from the single-phase models in TOUGH2 and FEHMN. The simulation time
was significantly reduced when the single-phase version of TOUGH2 was used. Calculation times
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using the single-phase version of TOUGH?2 were nearly 20 times faster than the two-phase
version. FEHMN, however yielded similar simulation times for both the single- and two-phase

models.
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Chapter

Four

Benchmark 3: Layered 2-D Infiltration

This chapter continues the analysis of alternative conceptual models and codes using a two-
dimensional domain. The use of a two-dimensional domain with dipping layers can allow lateral
diversion of flow to occur at unit interfaces. In addition, the effects of using a localized, rather
than uniform, source of infiltration along the top boundary is studied. Finally, alternative
conceptual models of fracture flow are assessed for this two-dimensional domain with dipping

layers.

The progression of this chapter is as follows. First, a description of the domain used in this
third benchmark is given. Then, results of TOUGH2 numerical simulations using the ECM are
provided. The existence and effects of capillary barriers using different infiltration rates are
discussed for this problem. A comparison between the equivalent continuum model (ECM) and
the dual permeability (DK) model of this two-dimensional infiltration problem are then presented,
and the effects of reducing the fracture-matrix conductance in the DK model (see Appendix B) are
examined. The effects of using a localized source of infiltration are then presented using
TOUGH?2. Finally, comparisons are made between TOUGH?2 and FEHMN for ECM simulations
of Benchmark 3.

4.1 Description of Benchmark 3

The two-dimensional domain considered here consists of three homogeneous layers: 1) TCw
2) PTn and 3) TSw (see Figure 4.1). The domain extends 1000 meters in the horizontal direction
and 500 meters in the vertical directiont . Each element is 50 meters wide by 10 meters high;

T These dimensions correspond to the unrotated domain shown in Figure 3.1. The true x and y dimensions can be
obtained by using the following rotation transformation: Xrgared=x*c08(6.7°)+y*sin(6.7°), Yrotated=y*cos(6.7°)-

x+5in(6.7°). The unrotated dimensions are used to facilitate easier interpretation of the post-processed results using
TOUGH2.
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Figure 4.1. Two-dimensional layered domain used in Benchmark 3 for TOUGH2.
Each layer is homogeneous. The thicknesses of the TCw, PTn, and TSw units are 80
m, 40 m, and 380 m, respectively. The material properties are given in Table 3.2.
The gravity vector is rotated 6.7° to simulate dipping units.




vertical direction for a total of 1000 elements. The layers are dipping at an angle of 6.7°, and this
is represented in Figure 4.1 by the tilted gravity vector. The thicknesses of the TCw, PTn, and
TSw units are 80 m, 40 m, and 380 meters, respectively. The material properties are taken from
TSPA-93 using expected values from entropy fits of sampled data (see Table 3.2 of the previous
chapter).

Boundary conditions are applied along the top and bottom of the domain, while no flux is
allowed through the sides. Various infiltration rates are applied along the top row of elements (in
the DK models, the infiltration is applied to the fracture elements only), and later in the chapter the
effects of using a localized source of infiltration at only one element are presented. The bottom
boundary is specified such that a water table is level with the bottom left corner of the domain (see
Figure 4.1). In the single-phase version of TOUGH2, this is accomplished by specifying the
pressure along the bottom boundary to be equal to the reference (ambient) pressure plus the
appropriate hydrostatic pressure. This produces the desired hydrostatic saturation distribution
(with no infiltration) as shown in Figure 4.2. Although this distribution seems to be the natural
starting point for subsequent infiltration analyses, an initial uniform saturation of 0.85 is specified

in these analyses to expedite the steady-state solution as described in the previous chapter.

The original intent of this benchmark was to compare DUAL, FEHMN, and TOUGH?2 using
a two-dimensional layered domain. However, initial attempts to simulate this problem with DUAL
have been unsuccessful. As a result, this report presents results for Benchmark 3 from TOUGH2
and FEHMN only. The single-phase version of TOUGH?2 discussed in Chapters 2 and 3 is used
for the analyses in section 4.2, and the most recent version of FEHMN (FEHMN 95-05-01p-sun4)

is used in the analyses in section 4.3.

4.2 TOUGH2 Results for Benchmark 3

4.2.1 Capillary Barrier Effects

Due to the layering of different geologic units in this problem, infiltrating water can be
laterally diverted at the interfaces of the units. Capillary pressure differences between different
geologic units can create capillary barriers depending on the saturations of the units. Under
unsaturated conditions (infiltration rates < 0.1 mm/year), the higher porosity PTn unit can act as a
capillary barrier to flow coming from the lower porosity TCw unit above. For higher infiltration
rates = 1.0 mm/year, the saturated TSw unit can act as a capillary barrier to flow coming from the
unsaturated PTn unit above. These hypotheses are tested in this section with TOUGH?2
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simulations using the ECM at infiltration rates above and below the saturated conductivities of the

welded units.

Infiltration Rate = 0.1 mm/year

Figure 4.3 shows the steady-state matrix saturations and pore velocities for a uniform
infiltration rate of 0.1 mm/year. This infiltration rate is below the saturated conductivities of the
welded units, so the steady-state saturations are less than one everywhere above the water table and
flow is entirely governed by matrix properties. The saturations are greater toward the down-dip
(right) side of the domain as a result of the no-flow vertical boundaries. A better quantification of
the range of saturations throughout the entire domain can be observed in Figure 4.4, where the
saturation of each element has been plotted as a small horizontal line. This yields a nearly
continuous horizontal line spanning the range of saturations for each row of elements. The lower
saturations plotted in Figure 4.4 correspond to the left side of the domain, and the higher
saturations correspond to the right side where water accumulates. The average values of the
saturations are seen to correspond closely with the corresponding saturations resulting from the

one-dimensional problem in Benchmark 2 (Figure 3.4).

The velocities in Figure 4.3 reveal that the majority of flow is in the vertical direction. A
slight diversion of flow at the top of the PTn can be seen in Figure 4.3, but further evidence can be
seen in Figure 4.5. Figure 4.5 shows the x-component of the velocity parallel to the dipping layers
for several different rows of elements in and around the PTn. The hollow triangles pointing
downward represent elements directly above the TCw-PTn interface, while the hollow triangles
pointing upward represent elements directly beneath the interface. Figure 4.5 shows that the
elements above the TCw-PTn interface have a much stronger x-component of the velocity than
elements in the PTn or below. This indicates that flow is being laterally diverted at the TCw-PTn
interface because of capillary pressure differences as discussed earlier.

Infiltration Rate = 4.0 mm/year

Figure 4.6 shows the steady-state :fh_atrix saturations and pore velocities for a uniform
- infiltration rate of 4.0 mm/year. This inﬁltlﬁation exceeds the saturated conductivities of the welded
units, so saturated conditions exist every»é"(here except for the non-welded PTn unit. Figure 4.7
shows the range of saturations for this case. Flow in the fractures plays an important role in the
welded units at this high infiltration rate as discussed in section 3.3.3 of the previous chapter.
Flow in the matrix appears to be uniformly downward in this case, but Figure 4.8 shows that the
x-component of velocity parallel to the dipping layers varies greatly in and near the PTn. The x-
component of the velocity directly above the PTn-TSw interface (shown by solid triangles pointing
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Figure 4.3. Steady-state TOUGH2 ECM matrix saturations and pore velocities
at a uniform infiltration rate of 0.1 mm/year (Darcy velocity). The vectors are
scaled to a maximum pore velocity of 1.5 mm/year.
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Figure 4.6. Steady-state TOUGH2 ECM matrix saturations and pore velocities
at a uniform infiltration rate of 4.0 mm/year (Darcy velocity). The vectors are
scaled to a maximum pore velocity of 54 mm/year.
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component of the velocity directly above tiiez*Tn-TSw interface (shown by solid triangles pointing
downward) is much greater than the x-component of the velocity directly beneath that interface
(shown by solid triangles pointing upward) or anywhere else in or around the PTn. This indicates
that flow is being laterally diverted at the PTn-TSw interface as a result of capillary pressure and
conductivity differences between the saturated TSw and the unsaturated PTn. This is in contrast to
the lower infiltration case where the capillary barrier! effect was observed at the fop of the PTn at
the TCw-PTn interface.

These results show that depending on the saturations of various layers, capillary barriers can
exist in different locations. For the unsaturated conditions prevalent at Yucca Mountain near the
PTn, lateral diversion of flow will most likely occur at locations where the material having a higher
capillary suction overlies a material with lower capillary suction. This can occur if the underlying
material has a much higher porosity than the material above (e.g. at the interface of the TCw and
PTn units). In addition, capillary barriers can occur if poor contact exists between two materials,

providing local regions of high porosity (and hence low capillary suction) between the materials.

Remarks

Previous studies by Prindle and Hopkins (1990) have investigated the behavior of lateral
diversion using a similar domain. Their results show much greater lateral diversion in the PTn,
especially for higher infiltration rates. It is hypothesized that the discrepancies result from the
different material properties that were used. In Prindle and Hopkins (1990), the parameters were
obtained from Klavetter and Peters (1986) as shown in Table 3.1, whereas in the current study, the
parameters were taken from TSPA-93 (Wilson et al., 1994) as shown in Table 3.2. The
parameters governing the two-phase characteristic curves for the PTn unit are significantly different
between the two data sets. In particular, the air entry parameter for the PTn matrix, ¢ (1/Pa), is an
order of magnitude smaller in Klavetter and Peters (1986). This smaller air entry parameter
increases the overall moisture retention potential in the PTn, which may contribute to the greater
lateral diversion observed in Prindle and Hopkins (1990). To verify this hypothesis, the 4
mm/year infiltration case is simulated using parameters from Klavetter and Peters (1986) for the
PTn unit only. All other parameters for the TCw and TSw units are taken from TSPA-93 (Wilson
et al., 1993). Figure 4.9 shows that the change in PTn parameters yields significantly more lateral
diversion in the PTn unit, consistent with the results of Prindle and Hopkins (1990). Local
velocities are also higher in this case as a result of the focused flow through the PTn to the right
edge of the domain boundary. These results indicate that the choice of two-phase parameters for

T A more appropriate term describing the behavior observed here is “capillary diversion” since flow is still occurring
across the interface of the units.
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Figure 4.9. Steady-state ECM (a) saturations and (b) pore velocities as predicted by
TOUGH?2 for Benchmark 3 using PTn parameters from Klavetter and Peters (1986).
All other parameters for TCw and TSw are taken from TSPA-93 (Wilson et al., 1994).
The infiltration rate is uniform at 4.0 mm/year (Darcy velocity). Note that in order to
resolve the velocity vectors in the PTn, the y-coordinate for the velocity plot starts at
100 m to eliminate the larger velocity vectors near the water table.
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the PTn unit can play a significant role in the behavior of flow and lateral diversion through the
PTn unit.

4.2.2 Dual Permeability Models of Benchmark 3

The previous analysis of Benchmark 2 provides insight into the behavior of the ECM and DK
models for a layered one-dimensional system. In this section, a DK model of a two-dimensional
layered problem (parameters given in Table 3.3) is simulated and compared to the results of the
ECM presented in section 4.2.1. Only one infiltration rate (0.1 mm/year) is discussed since the
results of higher infiltration rates yield results similar to those observed in the one-dimensional

system. Infiltration is introduced in the fracture elements along the upper boundary.

Figure 4.10 shows the steady-state matrix saturations and pore velocities for a TOUGH2 DK
simulation at an infiltration rate of 0.1 mm/year. The results are similar to the results of the ECM
shown in Figure 4.3 except that more flow appears to be diverted laterally above the PTn. This
phenomenon can be explained by the plot in Figure 4.11, which shows the range of saturations
throughout the entire domain. The saturations appear to be similar to the ECM saturations
presented in Figure 4.4, but the DK model produces lower saturations in the TCw unit. In the DK
model, infiltration into the fractures along the top boundary allows flow to propagate through the
fractures a finite distance before being imbibed into the matrix. This results in lower matrix
saturations in the TCw, causing larger capillary pressures. The larger capillary pressures in the
TCw unit in the DK model causes a greater capillary barrier effect at the top of the PTn, which
diverts more flow laterally than in the ECM.

As described in Appendix B, the conductance between the fractures and matrix is uncertain
due to small scale processes such as fingering and channeling that may reduce the wetted area of
individual fractures and portions of fracture networks. This reduction in wetted area between the
fractures and matrix may effectively reduce the conductance between fracture and matrix elements.
Therefore, the fracture-matrix geometric conductance (defined here as the fracture-matrix
connection area divided by the distance between the fracture and matrix elements) is reduced by
two orders of magnitude. Figure 4.12 shows the steady-state matrix saturations and pore
velocities for this case at an infiltration rate of 0.1 mm/year. The most pronounced effect of
lowering the fracture-matrix conductance is seen in the matrix velocities above the PTn. The flow
is being diverted along the top of the PTn toward the right side of the domain. Minimal downward
flow occurs in the matrix of the TCw in this case. The cause is the reduced saturations in the TCw
resulting from the reduced fracture-matrix conductance as shown in Figure 4.13. The flow in the

TCw occurs primarily in the fractures, allowing the TCw matrix elements to sustain lower
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Figure 4.10. Steady-state TOUGH2 DK matrix saturations and pore velocities
at a uniform infiltration rate of 0.1 mm/year (Darcy velocity). The vectors are
scaled to a maximum pore velocity of 1.5 mm/year.
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Figure 4.11. Range of matrix saturations simulated by TOUGH2
using the DK model at an infiltration rate of 0.1 mm/year for
Benchmark 3. Each element's saturation is plotted as a small
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Figure 4.12. Steady-state TOUGH2 DK matrix saturations and pore velocities
at a uniform infiltration rate of 0.1 mm/year (Darcy velocity). The fracture-
matrix conductance has been reduced by two orders of magnitude. The vectors
are scaled to a maximum pore velocity of 0.83 mm/year.
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saturations and flow. This creates larger capillary pressures in the TCw matrix elements and a
greater capillary barrier effect at the TCw-PTn interface. Once flow reaches the PTn, much of it is
imbibed into the matrix as evidenced by the larger velocities in the PTn matrix shown in Figure
4.12. However, similar to the results presented for Benchmark 2, the flow velocities in the
fractures have increased to the same order of magnitude as the matrix velocities throughout the

entire domain at this reduced fracture-matrix conductance.

4.2.3 Effects of Local Infiltration

In the previous analyses, a uniform infiltration has been applied along the entire length of the
top boundary. This section investigates the effects of applying a localized source of infiltration
along just one element of the top boundary. The TOUGH?2 single-phase DK model is used with a
localized infiltration rate of 2.0 mm/year applied to a single element located at x=175 meters along
the top boundary. Because the domain consists of 20 elements in the x-direction, this local
infiltration rate is equivalent to an infiltration rate of 0.1 mm/year applied uniformly to all the

elements along the top boundary.

Figure 4.14 shows the steady-state matrix saturations and pore velocities for the local
infiltration case. A considerable amount of downward flow occurs just beneath the source of
infiltration at x=175 meters. Further away from the infiltration source, a considerable amount of
lateral diversion occurs in the matrix of the TCw as a result of lower matrix saturations. The
lowest saturations appear to exist near x=700 meters, which is sufficiently far from both the
infiltration source towards the left and the no-flow boundary at the right where laterally diverted
flow accumulates. Figure 4.15 shows the matrix saturation of each element in the domain,
providing a complete range of steady-state matrix saturations. In the local infiltration case, the
range of saturations is much larger than in the uniform infiltration case. Saturations just below the
PTn range from a low of 0.5 (x=700 m) to a high of 1.0 (underneath the source at x=175 m). This
contrasts with the much narrower range (0.8-0.9) shown in Figure 4.11 for a uniform infiltration

along the top boundary.

4.3 FEHMN Results for Benchmark 3

In the previous analysis using TOUGH?2, the dipping layers were simulated by rotating the
gravity vector within the uniform, orthogonal domain shown in Figure 4.1. The gravity vector
cannot be rotated in FEHMN, so the dipping layers are simulated explicitly as shown in Figure
4.16. The dimensions of the domain are the same as those used in the TOUGH?2 analyses, but the
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using a local infiltration rate of 2.0 mm/year (Darcy velocity) at one element
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elements are not orthogonal to the dipping layers. Each node of each element is assigned material
properties (Table 3.2) corresponding to one of the three layers depending on the location of the
node. As a result, the interfaces of the three units are simulated by a ‘stair-stepped’ property
distribution. A steady-infiltration rate of 0.1 mm/year is applied to the top boundary, and the
bottom boundary is saturated.

Figure 4.17 shows the steady-state saturation and velocity distributions for an infiltration rate
of 0.1 mm/year using the ECM in FEHMN. The saturations are seen to be lower in the non-
welded PTn unit and higher in the welded TCw and TSw units. The saturations also appear to be
slightly higher towards the left and right sides of the domain. Figure 4.18 shows a plot of the
liquid saturations along horizontal transects through the TCw and TSw units which confirms that
the saturations are indeed higher on the left and right sides of the domain. Lateral diversion of
flow would explain the higher saturation on the right (down-dip) side of the domain, but the cause
of the higher saturations along the left side is unclear. The velocities shown in Figure 4.17 are
directed predominantly in the direction of gravity, which is consistent with the results of
TOUGH2.

Figure 4.19 shows a plot of the entire range of steady-state saturations at each location above
the water table. By plotting all the saturations of each node as a function of location above the
water table, a range of saturations can be observed for each unit. The results of the TOUGH2
ECM simulation described in the previous section are also shown.” The range of saturations in the
PTn unit are nearly identical for both FEHMN and TOUGH?2. The average saturation in the
welded TCw and TSw are also similar. The range of saturations in the welded units are different
in the FEHMN and TOUGH2 simulations, but this can be attributed to the different spatial
discretizations used in FEHMN (Figure 4.16) and TOUGH2 (Figure 4.1). A wider range of
saturations would be expected in the TOUGH2 simulations since the gravity vector is not parallel

to the lateral boundaries.

4.4 Summary

Benchmark 3 has investigated infiltration into a two-dimensional layered domain with a 6.7°
dip. Results have shown that capillary diversion of flow can occur at the interfaces of different
materials. Under unsaturated conditions (< 0.1 mm/year), the capillary diversion occurred at the

top of the PTn. The saturations in the TCw were low enough to create a significantly large

T The y-coordinates for TOUGH2 in Figure 4.18 have been derived from a rotation transformation of 6.7° to obtain a
consistent coordinate system with FEHMN.
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Figure 4.16. Benchmark 3 domain for FEHMN numerical simulations. The
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of the three layers depending on the location of the node. This results in a stair-
stepped property distribution at the unit interfaces. The bottom boundary is
saturated and infiltration is applied along the top boundary. No-flux conditions
exist at the lateral boundaries.
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capillary pressure difference between the elements in the TCw and the elements below in the PTn.
For higher infiltration rates (1.0 mm/year), the welded TCw and TSw units were nearly saturated
and maintained low capillary pressures as opposed to the unsaturated PTn unit, which maintained
higher capillary pressures. As a result, flow through the unsaturated PTn experienced a capillary
diversion at the PTn-TSw interface. For the unsaturated conditions similar to Yucca Mountain,
capillary barriers and diversions are likely to occur when a lower porosity material overlies a higher
porosity material (such as the base of the TCw), creating a capillary pressure difference described
above for the low infiltration rate. Poor contacts and fractures may also contribute to capillary

diversions in unsaturated flows.

Results also show that the two-phase parameters used for the PTn matrix can play a
significant role in the behavior of flow and lateral diversion in the PTn unit. Using PTn parameters
obtained from Klavetter and Peters (1986) given in Table 3.1, significantly more lateral diversion
through the PTn unit was observed at an infiltration rate of 4 mm/year than the same simulation
using TSPA-93 parameters given in Table 3.2. The discrepancies are suspected to depend strongly

on the different van Genuchten matrix parameters used in each data set.

The use of the DK model produced results similar to those presented for the one-dimensional
system in Benchmark 2. Propagation of flow through the fractures in the TCw unit caused lower
matrix saturations in the TCw and, hence, greater capillary diversions above the PTn. When the
fracture-matrix geometric conductance was reduced by two orders of magnitude, the matrix
saturations were reduced everywhere as a result of greater fracture flow throughout the entire

domain.

The use of a localized source of infiltration produced a greater range of saturations
throughout the two-dimensional domain. Matrix saturations were higher directly beneath the
infiltration source, but further away from the infiltration source, the matrix saturations were greatly
reduced. As a result, flow was primarily directed downwards beneath the infiltration source, but a

significant amount of lateral diversion occurred in the TCw away from the source.

Finally, comparisons between FEHMN and TOUGH2 using the ECM showed that similar
results were obtained. Although the domains were modeled differently in the two codes, the

overall saturation and velocity distributions were comparable.
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Chapter

FI1vE

Benchmark 4: Heterogeneous 2-D
Infiltration

This chapter examines the capabilities of DUAL and TOUGH?2 to model infiltration into a
completely heterogeneous, unsaturated field using the equivalent continuum model (ECM) and the
dual permeability (DK) model. Matrix porosities are stochastically simulated over a two-
dimensional domain representing the welded TSw unit of Yucca Mountain. All other fracture and
matrix hydrologic properties are derived from the simulated porosities, resulting in a completely
heterogeneous domain represented by hundreds of different materials in the numerical modelf.
The heterogeneities are included as a possible means to focus flow and create fast flow paths
through a fractured tuffaceous rock.

The first part of this chapter focuses on the problem domain—the stochastically simulated
matrix porosity distribution and the subsequent averaging of all hydrologic properties on the
computational flow scale. Comparisons are then made between the steady-state results of DUAL
and TOUGH?2 for constant infiltration rates. TOUGH?2 is then used to compare and assess the
ECM and DK models for a ponded boundary condition at the top of the domain.

5.1 Description of Benchmark 4

A heterogeneous matrix porosity field representative of the TSw hydrostratigraphic unit is
generated using a geostatistical simulation method for Benchmark 4. The heterogeneous field is
produced by unconditional sequential Gaussian simulation with a range of 100 m in the horizontal
direction and a horizontal to vertical anisotropy of spatial correlation of 4:1. The standard normal

distribution generated by the sequential Gaussian method is then transformed to a beta distribution

T The material dimensions in TOUGH?2 were increased from 27 to 2007 for this problem. Due to the authors'
unfamiliarity with the structure of the material arrays in FEHMN, FEHMN was not used in this problem.
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with a mean porosity of 0.132 as defined by the beta distribution parameters for the TSw unit
given in Arnold et al. (1995). The individual values of matrix porosity are simulated at the
geostatistical scale with elements that are 1 m high x 8.5 m wide as shown in Figure 5.1. Since
nearly 60,000 geostatistical elements are used to represent the 500 m high x 1000 m wide problem
domain, the geostatistical matrix porosities are averaged into larger elements that are then used in
the flow simulations. A total of 20 elements in the horizontal direction and 40 elements in the
vertical direction is used in the flow simulations using DUAL and TOUGH2. Different
methodologies are used to assign hydrologic parameters to each of the 800 elements in DUAL and
TOUGH?2 because specific pre-processing and upscaling methods previously designed for
DUAL's finite element formulation (Arnold et al. (1995) were not readily compatible with
TOUGH2. The different methods that are used are discussed in the next two sections.

5.1.1 Hydrologic Parameter Derivation in DUAL

Hydraulic parameters used in DUAL are derived from matrix porosity as described in Arnold
et al. (1995). Saturated matrix hydraulic conductivity is calculated by linear regression of In Kgy¢
with porosity, including a random error term to account for uncertainty in the regression
relationship. Matrix moisture retention relationships are modeled using the incomplete gamma
function and the relative permeability curves are based on the Brooks-Corey model (1966).
Saturated hydraulic conductivity and porosity of fractures are determined from regression
relationships with matrix porosity. Constant values of the incomplete gamma function parameters
and the Brooks-Corey constant are used for the fracture continuum.

An adaptive gridding procedure is applied to generate the finite-element mesh used in the
groundwater flow simulation. Adaptation of the mesh is based on minimizing the variance of
matrix porosity within each quadrilateral element. Adaptation is accomplished by adjusting the
nodal locations in the mesh using an automated method. Following adaptation of the grid,
effective hydraulic properties for each element are determined by upscaling the properties from the

underlying geostatistical scale. Arithmetic averaging is used to upscale porosity, and saturated

hydraulic conductivity is geometrically averaged.‘ A more complete discussion of adaptive gridding

and upscaling is presented in Arnold et al. (1995). The adapted grid is shown superimposed on
top of the averaged porosities in Figure 5.2.

5.1.2 Hydrologic Parameter Derivation in TOUGH2

The hydrologic matrix parameters used in TOUGH?2 are obtained using regressions based on

TSPA-93 (Wilson et al., 1994). The regressions use the expected parameter values from entropy
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fits of data collected for each unit and are shown in Figure 5.3. The saturated matrix conductivity,
Kisat, 18 correlated to the matrix porosity, and log(c) is correlated to log(Ksat). The van Genuchten
BB parameter is assumed constant for the matrix elements as a result of the relatively small variance
associated with the expected porosities of each unit as shown in Figure 5.3. The fracture porosity
(calculated as the expected fracture aperture divided by the fracture spacing for each unit) is
obtained through a regression with the matrix porosity as shown in Figure 5.4. The physical basis
for the fracture porosity regression is the general trend that highly welded matrix units that have
low porosities are more highly fractured and, hence, contain higher fracture porosities. The
fracture spacing and van Genuchten [§ parameter are assumed constant and taken from Table 3.2

for the TSw unit. The van Genuchten o parameter is derived from the Young-Laplace equation

(Bear, 1972) assuming planar fractures as shown in Figure 5.4. Finally, the intrinsic fracture
permeability is assumed to be equal to the square of the aperture divided by 12 (derived from
Poiseuille flow between parallel planes). The continuum fracture permeability is calculated as the

intrinsic permeability multiplied by the fracture porosity (aperture/spacing).

An orthogonal grid comprised of 40 elements in the vertical direction and 20 elements in the
horizontal direction is used in TOUGH2 for the flow simulations. The matrix and fracture
porosities on the geostatistical scale are arithmetically averaged to generate a porosity
corresponding to each element on the flow simulation scale. The fracture o parameter was also
upscaled arithmetically from the geostatistical scale’ . The permeabilities for both the matrix and
fractures were geometrically averaged to the flow scale. The mesh, superimposed on the averaged
matrix porosities, is shown in Figure 5.2 with the corresponding DUAL mesh. It should be noted
that the original dimension specification for the number of different materials in TOUGH2 was 27.

This dimension was increased to 2007 for this problem.

5.2 Comparison Between DUAL and TOUGH2

Both models were tested against Benchmark 4 using the equivalent continuum model
formulation. The original intent was to specify a constant infiltration of 0.1 mm/year along the top
boundary and obtain steady-state saturation profiles for comparison. However, the DUAL code
was unable to converge to a steady-state solution using the specified flux upper boundary
condition. Instead, the capillary pressure was specified along the top boundary of the DUAL
model. Because each element consisted of a different moisture retention curve, the specified

capillary pressures resulted in different specified saturations, which caused non-uniform infiltration

T It may have been more appropriate to calculate the fracture o parameter after the fracture porosities had already been
upscaled.
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along the top boundary. Nevertheless, the specified capillary pressure at the top boundary resulted
in a steady-state global infiltration of 0.065 mm/year in DUAL. This infiltration rate was used in
TOUGH?2 for comparison.

Figure 5.5 shows the steady-state matrix saturations resulting from DUAL and TOUGH2 for
an average infiltration rate of 0.065 mm/year (constant pressure boundaries were specified in
DUAL which resulted in an average infiltration rate of 0.065 mm/year). Both codes show similar
trends in the saturation field—regions of lower saturation correspond to regions of higher porosity
as shown in Figure 5.2. However, the saturations resulting from DUAL are generally lower than
those resulting from TOUGH2. Although this discrepancy is consistent with results from the
previous benchmarks in this report, the hydrologic parameters used in DUAL and TOUGH2 are
not identical as a result of the different regressions that are used to derive effective hydraulic
properties of individual elements for the two codes. Therefore, identical results are not expected to
occur. Overall, both codes appear capable of handling flow through very heterogeneous systems.
A note should be made regarding the role of the fractures in this problem. Since the infiltration rate
was well below the saturated conductivity of the matrix unit, nearly all of the flow was contained in
the matrix, and the fractures played a minimal role in the steady-state results. In the next section, a
ponded condition is applied to several elements along the top boundary to examine the possibility
of fast flow through the fractures and the effects of heterogeneity on the results.

5.3 ECM vs. DK Models Using Benchmark 4

In this section, the ECM and DK single-phase models are assessed using Benchmark 4 and a
high infiltration condition. Table 3.3 gives the formulation used to calculate DK parameters such
as fracture-matrix connection area. All other parameters remain the same, but instead of a constant
infiltration along the top boundary, a ponded condition is applied to several elements. Six elements
along the top rows of both the fracture and matrix domains between x=350 m and x=650 m are
connected to a saturated upper boundary after hydrostatic conditions are established. The
hydrostatic saturation distribution for the fracture and matrix domain resulting from a specified
water table along the bottom boundary is shown in Figure 5.6. The fractures are essentially dry,

and the matrix saturations range from near one at the bottom to near 0.4 at the top.

The matrix and fracture saturations resulting from one day of ponding in the ECM model are
shown in Figure 5.7% . Increases in the saturations over the hydrostatic conditions are only evident

locally near the saturated top boundary. This behavior is a result of the ECM model, which

T The matrix and fracture saturations can be back-calculated from the composite capillary pressure distribution in the
ECM model using separate characteristic curves for the matrix and fractures.
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assumes pressure equilibrium between the fractures and matrix. Because the domain is comprised
of composite fracture and material properties, water flows into the domain at a flux commensurate
with that of flow through saturated fractures. However, the water is immediately imbibed into the
matrix. Thus, for the ECM model, a ponded boundary results in high infiltration rates (due to the
fracture properties) and large storage capacities (due to the matrix properties) near the saturated
boundary. A significant amount of water enters the domain (3.83e5 kg) as listed in the output file
of TOUGH?2, but it remains localized near the source.

Figure 5.8 shows the matrix and fracture saturations for the DK model after one day of
ponding. The matrix saturations are nearly identical to the hydrostatic saturation distribution. Very
little water enters the matrix within one day as a result of the extremely low permeability of the
matrix elements. On the other hand, the fracture saturations shown in Figure 5.8 indicate a
significant amount of infiltration and deep penetration in the fracture continuum. Unlike the ECM
model, flow can be sustained through the fractures in the DK model. Flux also occurs between the
fractures and matrix in this case, but since the amount of liquid in the fractures and the hydraulic
conductivity of the matrix are relatively small, no noticeable changes occur in the matrix
saturations. In fact, the total amount of water entering the system in this case (2.29e5 kg) is less
than the amount entering the ECM domain. This discrepancy may be due to the increased
channeling of flow in the DK model which may reduce the overall conductivity of the wetted
region when compared to the conductivity of the wetted region in the ECM model. The large size

of the elements along with numerical dispersion may also contribute to the discrepancy.

Figure 5.8a shows that the flow through the fracture domain shows evidence of channeling
as a result of the heterogeneities. Preferential high permeability paths and capillary barriers
resulting from the heterogeneous fracture properties both act to cause flow patterns that are
analogous to the fingering patterns observed in laboratory studies (Glass and Tidwell, 1991).
Obviously, the processes are being simulated on significantly larger scales (tens of meters) than the
processes observed in the laboratory (tens of millimeters). This may still be representative of the

actual large-scale flow processes if the small-scale processes are self-similar in nature.

One way to account for processes that occur on a scale smaller than the computational grid
block is through manipulation of the fracture-matrix conductance ternm:. As discussed in Appendix
B, small-scale processes such as fingering and capillary diversion may effectively reduce the
conductance term between the fracture and matrix continua. Figure 5.9 shows the matrix and
fracture saturations after one day of ponding when the fracture-matrix conductance is reduced by
two orders of magnitude. Again, the matrix saturations are not affected in this short time period.

However, the fracture domain shows significantly higher saturations and deeper penetration.
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Because the fracture-matrix conductance has been reduced, less water is imbibed into the matrix
and flow can propagate further through the fracture continuum. Overall, less water enters the
system (5.6e4 kg) as compared to the larger quantities entering the ECM and DK models with

larger fracture-matrix conductances.

A valid question is whether the previous scenarios predicted by the DK models are realistic,
given that flow appears to have propagated several hundred meters through fractured welded tuff
over the course of a day. One qualification that must be made in regards to the DK models is that
only one matrix element per fracture element was used to represent the matrix continuum. In
transient flow scenarios, the initial matrix imbibition can be significantly underestimated if only one
element is used to represent the matrix at a given location. If the matrix blocks corresponding to
each fracture had been discretized, or if a semi-analytical solution had been used to describe the
imbibition into the matrix (as in some dual-porosity models (Zimmerman et al., 1993)), the flow
through the fractures may have been significantly retarded. Nevertheless, evidence exists that
support the existence of fast flow paths through fractured tuffaceous rock. The elevated
distribution of Chlorine-36 (bomb pulse) in the PTn unit indicates that rapid flow of water through
fractures in the Tiva Canyon welded unit may have occurred in the past several decades (Fabryka-
Martin et al., 1993). Recent field tests also support the possibility that water can flow rapidly
through the fractures to great depths over short periods of time in welded tuffs (Nicholl and Glass,
1995).

5.4 Summary

Benchmark 4 examined infiltration into a completely heterogeneous domain representing the
TSw unit. Simulations using DUAL and TOUGH?2 showed that both codes were capable of
simulating flow in the heterogeneous domain with a large number of material parameters.
Common trends were observed in the steady-state saturation distribution for a constant infiltration
rate of 0.065 mm/year. Regions of high saturation corresponded to regions of low porosity, while
low saturations were found in regions of high porosity. In general, the saturations simulated by
DUAL were lower than the saturations predicted by TOUGH2, which was consistent with

discrepancies found in previous analyses in this report.

An assessment of alternative conceptual models of fracture flow using a ponded boundary
condition for Benchmark 4 was also performed. Results showed that the ECM model predicted
large amounts of water entering the system, but very little propagation. The high infiltration near

the saturated boundary was influenced by the fracture properties of the composite domain, while
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the restricted movement resulted from the high capillary suction and storage of the matrix
properties. The DK model resulted in significantly more flow and higher saturations through the
fracture continuum, but less water entered the system. Channeling, capillary diversions, and
preferential flow patterns were observed as a result of the heterogeneities in the fracture and matrix
hydrologic (including unsaturated) parameters. Reduction of the fracture-matrix conductance term
(see Appendix B) caused even more extensive flow and higher saturations to occur through the
fractures. More tortuous flow paths were also observed as a result of the reduced retardation from

matrix imbibition.
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Chapter

SIX

Reality Check: Comparison to UZ-16
Data

The previous benchmarks were designed to examine the capabilities, strengths, and
weaknesses of the three numerical codes being considered for use in GWTT calculations. The
hypothetical problems investigated important issues such as layering, capillary barriers,
heterogeneous material properties, and boundary conditions. In this chapter, these aspects are
combined and applied in the analysis of field data containing porosity and saturation distributions
from drillhole UZ-16 at Yucca Mountain, Nevada. Starting with measured values of matrix
porosities at UZ-16, all other hydrologic parameters are derived and used in TOUGH2 models to
simulate steady-state saturation distributions. These saturations are then compared to the measured
saturations at UZ-16 to place a “reality check” on the methods, processes, and parameters being
used. Both the equivalent continuum model (ECM) and the dual permeability (DK) mode] are used
in the analyses, and the effects of reducing the fracture-matrix conductance term in the DK model is
investigated. Variations in the infiltration boundary condition are also examined to determine the

effects of local vs. uniform infiltration sources.

This chapter begins with an introduction to the UZ-16 data set, the models and codes being
investigated, and the hydraulic parameter regressions. One-dimensional simulations are then
presented which assess the ECM and DK models of fracture flow. The domain is extended to two-
dimensions and comparisons are made to the one-dimensional saturation distributions. Variations
in the location of the infiltration source are also investigated in the two-dimensional case to

determine possible spatial variations in saturations resulting from non-uniform infiltration sources.
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6.1 Description of the UZ-16 Study

This section provides a brief description of the UZ-16 data set, the models that are used in the
analyses, and the regressions that are used to determine hydrologic parameters from the measured
values of matrix porosity. The location of the UZ-16 drillhole is shown in Figure 6.1 in relation to
the outline of the potential repository location at Yucca Mountain. The UZ-16 data set used in this
analysis was obtained by the U.S. Geological Survey (DTN: GS940508312231.006). It contains,
among other properties, the matrix porosity and saturation distributions shown in Figure 6.2. The
depth intervals of each unit are presented in Table 6.1. The measured matrix porosities and
saturations used in this analysis were calculated in a controlled relative humidity (65%) and
temperature (60°C) environment. The purpose of this analysis is to replicate the measured

saturations using the measured matrix porosities and derived hydrologic parameters.

Table 6.1. Geologic depth intervals at UZ-16.

unit TCw PTn TSwl TSw?2 TSw3 CHnz PPnw
depth (m) 12-47 47-70 70-165 165-339  339-355 355-453 453-7

The domain for the one-dimensional model used in the single-phase version of the TOUGH2
code is shown in Figure 6.3. There are 85 elements (each 6 m high x 10 m wide x 1 m thick) in
the vertical direction spanning a height of 510 meters. A water table is specified at the bottom
boundary, and a constant infiltration source is used at the top boundary. Based on results from
Benchmarks 2 and 3, the initial saturation is assumed to be uniform at 0.85 to expedite the steady-
state solution. The matrix porosity that is assigned to each element is interpolated from the
measured matrix porosities shown in Figure 6.2. The porosities assigned to each element are
shown in Figure 6.4 along with the actual data. The matrix porosity of each element is then used
to obtain the matrix permeability of each element through the correlation shown in Figure 5.3.7
Recall that this regression does not account for the anomalous behavior of samples taken from the
zeolitized Calico Hills unit—namely, the high porosities of the CHnz unit yield very low
permeabilities that do not fit the regression shown in Figure 5.3. Thus, predictions of the
saturations in the Calico Hills unit are expected to be poor if the Calico Hills unit in the vicinity of
UZ-16 is predominantly zeolitized. Alternative correlations of permeability and porosity in the
CHnz unit are examined in subsequent sections.

T The permeability is obtained by multiplying the saturated conductivity in the regression by 1077,
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The additional regressions shown in Figure 5.3 are used to obtain the unsaturated van
Genuchten parameters for each matrix element. The fracture properties are derived in a manner
consistent with the procedure described in section 5.1.2, and the relevant regressions are shown in
Figure 5.4. The unit specifications shown in Table 6.1 are necessary to determine the fracture
spacing and matrix residual saturation of the elements within a particular unit given in Table 3.2.
The fracture spacings are then used with the fracture porosities (correlated to the matrix porosities
as shown in Figure 5.4) to calculate fracture apertures, and the fracture apertures are used to
calculate fracture permeabilities and air entry pressures. The Prow Pass unit is assumed to be non-
welded beyond 453 meters, so the fracture spacing and matrix residual saturation were assumed to
be the same as those listed for the CHnz unit in Table 3.2.

If the ECM model is used, the domain contains 85 elements, each with it own unique set of
material properties and characteristic curves consisting of a combination of fracture and matrix
parameters derived from the regressions. If the DK model is used, the domain contains 85 fracture
elements and 85 matrix elements, each with it own unique set of material properties and
characteristic curves derived from the regressions (see Appendix B for a discussion of the
formulation of the DK parameters). The following section presents one-dimensional TOUGH?2

simulations for both models, and comparisons are made to the measured saturations.

6.2 1-D ECM and DK Simulations of UZ-16

Figure 6.5 shows the hydrostatic saturation distribution simulated by TOUGH?2 using the
ECM with no infiltration. The saturations are seen to be generally lower than the measured
saturations at UZ-16, especially in the CHnz unit (355 < depth < 453 m). Figure 6.6 shows the
resulting saturations when a steady infiltration source of 0.1 mm/year is applied to the top element
of the ECM model (in the DK models, infiltration is applied to the fracture elements). The
predicted saturations are seen to fall within the scatter of measured saturations except in two
regions: the TCw unit and the CHnz unit. As discussed in the previous section, the predicted
saturations in the CHnz unit are not expected to match well with the measured saturations because
of the anomalous correlation between porosity and permeability in that unit. The measured
saturations in the TCw unit are considerably lower than the predicted values presumably because of
near surface processes that act to dry out the TCw unit (e.g. evapo-transpiration and capillary
wicking).T An additional possibility that is investigated in this section is that the ECM model is

T To correct for this discrepancy in the TCw unit, a constant saturation (say, ~0.4) could be specified at the top
boundary to represent surface processes that include all losses due to evaporation, capillary wicking, etc. A higher
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overestimating the matrix saturation in the TCw unit. In previous chapters, the DK model showed
lower saturations in the upper unit as a result of higher fluxes being carried through the fractures.
In addition, reducing the fracture-matrix connection area in those studies further reduced the
saturations in the TCw unit. Thus, the following analysis describes simulations using the
TOUGH2 DK model.

Figure 6.7 shows the predicted saturations resulting from the TOUGH2 DK model (see
Table 3.3) along with the measured saturation. The results are nearly identical to the ECM
saturations. The saturations near the upper part of the TCw are slightly lower than those predicted
by the ECM, but they are still significantly higher than the measure values. Figure 6.8 shows the
results of the DK model with a fracture-matrix connection area that has been reduced by two orders
of magnitude to represent small-scale processes that reduce the conductance between the fractures
and matrix elements (see Appendix B). The saturations are slightly lower along the upper TCw
unit than the previous models, but they are considerably higher than the measured saturations.
Elsewhere in the domain, the ECM and DK saturations are nearly identical. This is in contrast to
the results of Benchmark 2, which showed that reducing the fracture-matrix conductance by two
orders of magnitude decreased the matrix saturations noticeably. It is postulated that the significant
layering being modeled in each unit of this case reduces the discrepancy between matrix saturations
in the ECM and DK models in this one-dimensional system. The heterogeneities act to increase the
mass flow between the fractures and matrix as a result of processes such as capillary barrier effects
in the fracture and matrix domains. In general, the dual permeability models produce nearly
identical results to the ECM model for these low infiltration rates (matrix flow predominates). To
better replicate the saturations in the TCw unit, it appears that surface processes such as
evaporation will need to be considered. We now focus our attention on the CHnz unit and the

proper correlation between porosity and permeability for this zeolitized unit.

Because the CHnz unit has relatively high porosities and low permeabilities that do not fit the
regression used in Figure 5.3, the following analysis forces the permeability of elements in the
CHnz unit to be equal to the expected value for the permeability given by TSPA-93 in Table 3.2.
The other regressions in Figure 5.4 are then used to obtain the remaining hydraulic parameters.
Figure 6.9 shows the predicted saturations resulting from this adjustment to the TOUGH2 ECM
model. The match between the predicted and measured saturations is greatly improved over the
previous results using the correlated values for permeabilities in the CHnz unit. Therefore,
correlations between permeability (or saturated conductivity) and porosity in the zeolitized units

should be developed independently of data from non-zeolitized units to produce reasonable results.

infiltration rate would then be needed to simulate saturations in the lower units that are commensurate with the
measured saturations.
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6.3 2-D ECM and DK Simulations of UZ-16

In this section, the one-dimensional vertical domain described in the previous section is
stretched in the horizontal direction by adding additional columns of identical elements. The
resulting domain is a two-dimensional region (10 elements (500 m) wide x 85 elements (510 m)
high) stratified vertically but homogeneous in the x-direction. All parameters remain identical to
those described for the one-dimensional case (the CHnz conductivity is specified rather than
correlated). Also, the gravity vector is tilted 6.7° to add an appropriate dip to the two-dimensional
domain. Figure 6.10 shows the two-dimensional domain and the corresponding matrix porosities.
This two-dimensional region allows investigation of processes such as lateral diversion and
localized infiltration.

Figure 6.11 shows the predicted saturation distribution and superimposed velocity profile
using the ECM and a constant infiltration rate of 0.1 mm/year. The velocities are predominantly
downward with slight evidence of lateral flow above the PTn unit. The saturations of each element
are plotted in Figure 6.12 with the measured saturations. In this plot, the measured saturations are
plotted as symbols while the predicted saturations are plotted as a small horizontal line. This
facilitates visualization of the range of predicted saturations in this two-dimensional system. As in
Benchmark 3, the range of saturations results from the imposed no-flow vertical boundaries and
lateral diversion. Figure 6.12 shows that the range of predicted saturation in this two-dimensional
case matches closely with the measured saturations over most of the data. The measured
saturations in the TCw are still considerably lower than the predicted range of saturations, and the
measured saturations just beneath the PTn are slightly lower than those predicted by TOUGH?2
using ECM.

Figure 6.13 shows the matrix saturation and velocity distribution resulting from the DK
model in TOUGH2 using an infiltration rate of 0.1 mm/year. The results are similar to those
predicted by the ECM, as are the saturations plotted in Figure 6.14 for the DK simulation. The
predicted saturations are seen to be higher in the TCw unit and slightly higher than the measured
saturations just below the PTn unit.

One final sensitivity analysis is performed in an attempt to rectify these discrepancies. The
infiltration boundary is altered to localize the source of infiltration to just one element at x=75 m.
The rate of infiltration is increased from 0.1 mm/year (across ten elements) to 1 mm/year (across
one element) to make the total mass flow into the system equivalent. Figure 6.15 shows the
resulting steady-state matrix saturations and velocities. The localized infiltration causes the flow to

be focused just beneath the source. Significant diversion of the flow occurs in the TCw as a result
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vectors are scaled to a maximum pore velocity of 3.6 mm/year.
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of lower saturations further away from the source (see discussion on capillary diversion in section
4.2.2). Just beneath the source, flow passes through the PTn and then spreads throughout the
TSw unit. The resulting steady-state saturation distribution shows higher saturations beneath the
source, but considerably lower saturations away from the source at x = 400 m in the welded units.
Figure 6.16 shows the full range of predicted saturations (each element's saturation is plotted as a
small horizontal line) as well as the measured saturations plotted as symbols (diamonds). The
saturations in the TCw still remain high, but lower than the previous models. The predicted
saturations just below the PTn now fall more closely in the range of measured saturations as a
result of the reduced saturation at the top of the TSw unit away from the localized source of

infiltration. Elsewhere, the predicted saturations match well with the measured values.

6.4 Summary

Simulations using data obtained from UZ-16 have been performed in this chapter. Attempts
were made to replicate the measured saturations using one- and two-dimensional ECM and DK
models in TOUGH2. Hydraulic parameters were derived through regressions from measured
matrix porosities at UZ-16. Results showed that a separate regression for the conductivity and
porosity of the CHnz must be used to obtain reasonable matches in saturation. The relatively high
porosities and low permeabilities of the zeolitized Calico Hills unit do not fit the regression used
for the other units. Forcing the permeability of the CHnz unit to be the expected value given in
TSPA-93 (Table 3.2) yielded good matches with the measured saturations.

The ECM and DK models were found to produce nearly identical results except at the very
top of the TCw unit. The DK model produced slightly lower matrix saturations there, which is
consistent with previous analyses in this report. However, the measured saturations in the TCw
are considerably lower than any predicted values. It was concluded that surface processes
contributing to mass loss such as evaporation must be incorporated to better replicate the measured
saturation in the TCw unit.

Two-dimensional models of the UZ-16 data produced ranges of saturations throughout the
domain that were consistent with the measured saturations and those of the one-dimensional
model. However, localized infiltration in the two-dimensional DK model produced greater ranges
of saturations that better matched the measured range of saturations just beneath the PTn. Lateral
flow along the top of the PTn was also observed in the two-dimensional case with local infiltration.
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Figure 6.15. Two-dimensional steady-state TOUGH2 DK matrix
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Figure 6.16. Comparison of predicted 2-D TOUGH?2 saturations
and measured saturations at UZ-16. The DK model was used in
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In general, these simulations have provided a “reality check” for the processes and
parameters being proposed for the GWTT calculations. Although these deterministic models
cannot be expected to provide unique solutions based on the limited data, the good match between
the predicted and measured saturations at UZ-16 using a variety of conceptual models and
boundary conditions builds confidence in the codes and procedures currently being used.
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Chapter

SEVEN

Conclusions

A suite of benchmark studies and analyses have been performed to assess alternative
conceptual models and codes for calculating flow in fractured media. Each benchmark was
designed to address a specific aspect of modeling flow through a fractured rock domain
representative of Yucca Mountain. In addition, field-scale simulations and comparisons to data at
drillhole UZ-16 have been made to provide a “reality check” on the methods and models being
used in this study. Important results, conclusions, and recommendations from each study are

summarized below.

Benchmark 1: Homogeneous 1-D Infiltration
The implementation and function of the ECM in the numerical codes DUAL, FEHMN, and

TOUGH2 were tested using simulations of 1-D infiltration into a homogeneous domain. Both
FEHMN and TOUGH? yielded accurate steady-state solutions when compared to a semi-analytical
solution (Appendix A). DUAL could not replicate the semi-analytical saturation distribution—
simulated steady-state saturations using DUAL were considerably lower than the semi-analytical
solution and the results of FEHMN and TOUGH?2.

Sensitivity analyses revealed that older versions of FEHMN may require modification of the
parameter SUPM found in the FEHMN source files. This parameter defines an upper cut-off
saturation which is used in the calculation of the two-phase characteristic curves. A value of
SUPM between 0.99 and 1.0 was required to obtain good matches of saturations near the water
table. However, a recently released version of FEHMN (FEHMN 95-05-O1p-sun4) has

circumvented this problem.

Single-phase models based on Richards’ equation were investigated in FEHMN and
TOUGH?2 for this benchmark. Results showed that saturation profiles were nearly identical

between single- and two-phase simulations through most of the unsaturated region. Near the water
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table, the single—phase model produced slightly lower saturation than the two-phase model in
TOUGH2. FEHMN produced nearly identical results throughout the entire domain.

Benchmark 2: Layered 1-D Infiltration

DUAL, FEHMN, and TOUGH2 were compared using simulations of steady infiltration into
a layered one-dimensional domain. An interesting finding unrelated to the simulation results was
that an initial uniform saturation of 0.85 was useful to expedite the steady-state solution. Thus,
values for initial saturations expected to be close to the steady-state values are recommended for
codes such as TOUGH2 and FEHMN, which require transient simulations to achieve a steady-
state solution.

The comparison of the codes revealed that FEHMN and TOUGH?2 produced very similar
saturation profiles for infiltration rates ranging from 0.1 to 4.0 mm/year. Additional comparisons
of these codes with previous analyses by Dykhuizen and Barnard (1992) showed that the results
were consistent with other codes. DUAL had troubles simulating infiltration rates other than 0.2
mm/year. At this infiltration rate, resulting saturations from DUAL were lower than the saturations
of either FEHMN or TOUGH?2.

The ECM and DK models were also assessed using FEHMN and TOUGH2. It was found
that the geometric conductance term between the fractures and matrix could be made equivalent
between the two codes through the appropriate specification of a length scale parameter in
FEHMN. The parameter, APUV1, in FEHMN should be set equal to the fracture spacing divided
by ¥12 to provide equivalent conductances between the fractures and matrix in FEHMN and
TOUGH?2 (see Appendix B). Results of these models showed that the two codes produced similar
saturation profiles for both the ECM and DK models at infiltration rates of 0.1 and 4.0 mm/year.
However, some discrepancies were observed at 4.0 mm/year, at which the DK model showed
evidence of further propagation of flow in the fractures than the ECM. Reducing the conductance
between the fractures and matrix by two orders of magnitude to simulate small scale processes
such as fingering and channeling had a noticeable effect on the saturation profiles and velocity
profiles. In general, reducing the fracture-matrix conductance increased the flux through the
fractures, thereby reducing the saturations in the matrix.? It would be desirable to quantify the
fracture-matrix conductance term through field studies or laboratory experiments.

T In chapter 6, reduction of the fracture-matrix conductance did not significantly reduce the matrix saturations. It was
hypothesized that the increased number of layers modeled in that study offset the effects of the reduced fracture-matrix
conductance.
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Further comparisons of the single- and two-phase models in FEHMN and TOUGH?2 were
made using the ECM model. Results showed that the single- and two-phase results were identical
for FEHMN, and the simulation times for FEHMN were similar. TOUGH?2 yielded similar single-
and two-phase results through most of the unsaturated domain, but the single-phase model yielded
slightly lower saturation near the water table. The calculation times using the single-phase version
of TOUGH2 were nearly 20 times faster than the two-phase version.

Benchmark 3: Layered 2-D Infiltration

TOUGH?2 and FEHMN were used to investigate infiltration into a two-dimensional layered
domain with a 6.7° dip. Results showed that capillary diversion of flow occurred at the top of the
PTn under unsaturated conditions (infiltration < 0.1 mm/year). For higher infiltration rates (= 1.0
mm/year), the welded TCw and TSw units were nearly saturated and maintained low capillary
pressures as opposed to the unsaturated PTn unit, which maintained higher capillary pressures. As
a result, flow though the unsaturated PTn experienced a capillary diversion at the PTn-TSw
interface. Results also showed that lateral diversion in the PTn was very sensitive to the choice of
two-phase matrix parameters that were used in the PTn unit. In particular, smaller values of the air

entry parameter, ¢, that were used for the PTn matrix yielded greater lateral diversion through the
PTn.

The use of the DK model produced results similar to those presented for the one-dimensional
system in Benchmark 2. Propagation of flow through the fractures in the TCw unit caused lower
matrix saturations in the TCw and, hence, greater capillary diversion above the PTn. When the
fracture-matrix geometric conductance was reduced by two orders of magnitude, the matrix
saturations were reduced everywhere as a result of greater fracture flow throughout the entire

domain.

Finally, the use of a localized source of infiltration produced a greater range of saturations
throughout the two-dimensional domain. Matrix saturations were higher directly beneath the
infiltration source, but further away from the infiltration source, the matrix saturations were greatly
reduced. This resulted in more focused flow downwards beneath the source as well as a

significant amount of lateral diversion in the TCw away from the source.

Benchmark 4: Heterogeneous 2-D Infiltration
Simulations using DUAL and TOUGH?2 showed that both codes were capable of simulating

flow in the heterogeneous domain with a large number of material parameters. Common trends

were observed in the steady-state saturation distribution for an average infiltration rate of 0.065
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mm/year. Regions of high saturation corresponded to regions of low porosity, while low
saturations were found in regions of high porosity. In general, the saturations resulting from
DUAL were lower than the saturations predicted by TOUGH2, which was consistent with

discrepancies found in previous analyses in this report.

An assessment of alternative conceptual models of fracture flow using a ponded boundary
condition for Benchmark 4 was also performed using TOUGH?2. Results showed that the ECM
model predicted large amounts of water entering the system, but very little propagation. The high
infiltration near the saturated boundary was influenced by the fracture properties of the composite
domain, while the restricted movement resulted from the high capillary suction of the matrix
properties. The DK model resulted in significantly more extensive flow and higher saturations
through the fracture continuum, but less water entered the system. Channeling, capillary
diversions, and preferential flow patterns were observed as a result of the heterogeneities in the
fracture and matrix hydrologic parameters. Reduction of the fracture-matrix conductance term (see
Appendix B) caused even more extensive flow and higher saturations to occur through the
fractures. More tortuous flow paths were also observed as a result of the reduced retardation from

matrix imbibition.

Reality Check: Comparison to UZ-16 Data

Simulations using field data obtained from drillhole UZ-16 at Yucca Mountain were
performed. Attempts were made to replicate the measured saturations using one- and two-
dimensional ECM and DK models in TOUGH2. Hydraulic parameters were derived through
regressions from measured matrix porosities at UZ-16. Results showed that a separate regression
for the conductivity and porosity of the CHnz must be used to obtain reasonable matches in
saturation. The relatively high porosities and low permeabilities of the zeolitized Calico Hills unit
do not fit the regression used for the other units. Forcing the permeability of the CHnz unit to be
the expected value given in TSPA-93 (Table 3.2) yielded good matches with the measured

saturations.

The ECM and DK models were found to produce nearly identical resuits except at the very
top of the TCw unit, which showed the DK model producing slightly lower matrix saturations.
The measured saturations in the TCw were considerably lower than any predicted values. It was
concluded that surface processes contributing to mass loss such as evaporation must be
incorporated to better replicate the measured saturation in the TCw unit. Elsewhere in the domain,
the ECM and DK results were nearly identical, even when the fracture-matrix conductance was
reduced by two orders of magnitude in the DK model. This contrasts with the homogeneous




models studied in Benchmarks 2 and 3, which showed significant reductions in the matrix
saturations as a result of a reduction in the fracture-matrix conductance. One hypothesis for the
discrepancy is that the significant amounts of heterogeneity included in this analysis had
pronounced effects on forcing equilibrium-like conditions between the fractures and matrix under
steady-state conditions. Processes such as capillary barriers may have occurred within the fracture
and matrix domains, causing more favorable conditions for equilibrium between the fractures and

matrix.

Two-dimensional models of the UZ-16 data produced ranges of saturations throughout the
domain that were consistent with the measured saturations and those of the one-dimensional
model. However, localized infiltration in the two-dimensional DK model produced greater ranges
of saturations that better matched the measured saturations just beneath the PTn. Lateral flow
along the top of the PTn was also observed in the two-dimensional case with local infiltration.

Remarks and Recommendations:

In general, these benchmarks and analyses have provided assessments, verifications, and a
“reality check” for the processes and parameters being proposed for the GWTT calculations. Both
FEHMN and TOUGH2 appear to be capable of simulating the desired domains chosen to represent
various cross-sections of Yucca Mountain using a variety of alternative conceptual models of
fracture flow. Because of its success in these benchmarks and the relatively long “track record”
associated with TOUGH?2, it is recommended that TOUGH2 be used for UZ calculations in
GWTT-95. However, efforts should be made to continue the use of FEHMN in these calculations

for further comparisons and calculation of a groundwater travel time.

The dual permeability model should be implemented in GWTT-95 so that both steady-state
and transient infiltration boundaries can be simulated. Results of this study have shown that the
DK model is necessary to show reasonable propagation of fracture flow under high infiltration
rates. Although GWTT-95 may only incorporate steady-state infiltration, future iterations should
investigate the effects of transient and spatially varying boundary conditions. It should be noted,
however, that the success of the dual permeability model will rely on computational factors. The
extreme heterogeneities (which significantly increase the number of different materials required for
the fracture and matrix elements) and the subdivision of the matrix elements (to increase accuracy)
will negatively impact the computational performance of the dual permeability model. Further
studies should be considered to assess these aspects. In addition, parameters that affect the
accuracy of the DK model, including the fracture-matrix conductance, need to be more thoroughly
assessed through laboratory and/or field analyses.
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Appendix

A

Semi-Analytical Solution for an
Equivalent Continuum Model of 1-D
Steady-State Infiltration

In order to compare various numerical codes and their implementation of the equivalent
continuum model for unsaturated flows, a semi-analytical solution has been developed as a
reference. The one dimensional, steady-state equation for conservation of mass of a liquid in an

unsaturated homogeneous domain can be written as follows:

kk,[dP
T

where k is the permeability, k, is the relative permeability, [ is the viscosity of water, P; is the
liquid pressure, pg is the specific gravity of water, and y is the vertical coordinate (positive

upwards) for the composite domain composed of both fractures and matrix. The liquid pressure

can be expressed as a function of the capillary pressure and the gas pressure:

Pj=Py-P,

Since the gas pressure is assumed constant, equation (A.1) becomes

kk[dP
(8o

Integrating equation (A.2) with respect to y yields the following:




kk,[dP
uf(i;_pg)=C1=—q (A3)

where cy is a constant of integration. The constant of integration is determined by setting the left-
hand side of equation (A.3) equal to the specified infiltration rate (Darcy velocity [m/sec]). The
imposed downward infiltration rate is negative since the velocity defined by the left-hand side of
equation (A.3) is positive upwards. Equation (A.3) can be rearranged and integrated to yield the

following:

P, ()
y2 dP
dy= ———&7 (A4)
71 P&~ %%,
PC (yl) r

Therefore, the elevation can be determined as a function of capillary pressure:

P.(»)
dP
Iy
PC (yl) r

In equation (A.5), the only unknown is the relative permeability, k,, which must be
expressed as a function of capillary pressure. An expression relating saturations to capillary
pressures is also desired so that saturations can be plotted as a function of y. The van Genuchten
equations (1980) describing relative permeability and saturation as a function of capillary pressure
can be used to obtain these relations:

2
A

R T (R I

k, = s (A.6)

[+ (o)

A2




-,
: J
S;=S, j+(ss, =S, j)(l + (o PC)BJ) (A7)
J = matrix or fracture

where o and [ are fitting parameters, A is equal to 1-1/B, S; is the residual saturation, Sy is the

maximum saturation, and the subscript j denotes either the fracture or matrix materials.

If the domain were comprised of a single porosity material, equation (A.6) could be used
directly in equation (A.S) to determine the capillary pressure distribution. Equation (A.7) could
then be used to determine the saturation distribution. However, since the equivalent continuum
model is being addressed here, the domain is comprised of both fractures and matrix where only
the pressure is assumed to be in equilibrium between the two. The saturations, and hence relative
permeabilities, can be drastically different in the two media. Therefore, the relative permeability
that must be used in equation (A.5) is a combination of the fracture and matrix relative
permeabilities given in equation (A.6). The intrinsic permeability, &, is also a combination of
fracture and matrix intrinsic permeabilities. The resulting product of the intrinsic permeability and

the relative permeability in equation (A.5) is expressed as follows.

kkp=kpky g Op+ Kk (1-0) (A8)!

where the subscripts f and m denote the fracture and matrix materials. Equations (A.6) and (A.8)
can be used in equation (A.5) to determine the capillary pressure distribution using numerical
quadrature. Once the capillary pressure distribution is determined, the individual fracture and
matrix saturations can be solved using equation (A.7). These individual saturations are then used
in the following equation to determine the composite saturation:

_ Sf¢f+Sm(1—¢f)¢m

05 +(1-07) O (A2

Equations (A.5)—(A.9) can be used to determine the equivalent continuum saturation distribution
resulting from one-dimensional infiltration into a homogeneous, unsaturated domain consisting of
both fractures and matrix materials. As an illustrative example of the effects of combining fracture

T Note that the fracture porosity in equations (A.8) and (A.9) is defined relative to the total volume (In3 pore in
fracture/m> total), while the matrix porosity is defined relative to the matrix volume (m3 pore in matrix/m3 matrix).
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and matrix materials in the equivalent continuum model, Figure A.1 shows the fracture, matrix,
and composite saturations as a function of capillary pressure for TSw2. In addition, Figure A.2
shows the relative permeabilities of the fracture, matrix, and composite materials as a function of
capillary pressure. The material properties for TSw2 are taken from Klavetter and Peters (1986)
and are listed in Table A.1.

Table A.1. Material properties for TSw2 (Klavetter and Peters, 1986).

Fracture Matrix
permeability, k [m?] 1.7x10-12 1.9x10-18
porosity, ¢ 1.8x10-4 0.11
o [1/Pa] 1.31x10-4 5.78x10-7
B 4.23 1.798
A=1-1/B 0.764 0.444
Sr 0.0395 0.08
Ss 1.0 1.0
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1986).
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Appendix

B

Dual Permeability Fracture-Matrix
Conductance in FEHMN and TOUGH2

An important parameter affecting the response of a dual permeability system is the
conductance between the fractures and matrix. In FEHMN and TOUGH?2, the conductance terms
are defined differently, but they can be made equivalent through the proper definition of a length
scale used in FEHMN. The following analysis details the formulation of the conductance terms in
FEHMN and TOUGH2, which leads to the definition of an equivalent length scale for FEHMN.

B.1 Fracture-Matrix Conductance in FEHMN

The mass flow rate (kg/sec) between a fracture and matrix element in FEHMN is given by the
following equation (Zyvoloski et al., 1995b):

, kk

where 7 is the geometric conductance term, p is the water density, p is the water viscosity, k is the
permeability, &, is the relative permeability, P;yis the liquid pressure of the fracture, and Py, is

the liquid pressure of the matrix. The geometric conductance term, 7, is given as follows:

14 14

T= ~ (B.2)
2 2

Ly, (1-¢97) L%

where V is the volume of the computational cell (m3), Ly, is an input parameter defined as a length
scale (m), and ¢ is the fracture porosity. Figure B.1 shows a sketch of flow occurring between
fracture and matrix elements in a dual permeability system and the use of some of the parameters
given in Equations (B.1) and (B.2).
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Figure B.1. Sketch of dual permeability system with mass flow occurring
between the fracture and matrix elements.

B.2 Fracture-Matrix Conductance in TOUGH?2

The mass flow rate (kg/sec) between a fracture and matrix element in TOUGH?2 is given by

the following equation:

kk, [PLr—Fm
70 =pA,_ L :
fom=PAf-m T Lf—m

(B.3)

where Af.p, is the connection area between the fracture and matrix elements and Ly, is a distance
between the fracture and matrix elements. Comparing equations (B.1) and (B.3), the geometric
conductance term, 7, in FEHMN is equivalent to the following term in TOUGH2:

At _p

T (B.4)

The connection area, Af.p, is based on the geometry of a regular set of fractures and matrix
blocks lumped into a computational cell, which is often much larger than the actual matrix block

size as shown in Figure B.2.T On the matrix block scale (left sketch in Figure B.2), the connection

T Note that Figure B.2 is used only as an illustrative tool to visualize and formulate the fracture-matrix connection
area. lt does not represent the dual permeability computational model used in the benchmarks. Figure 1.1 shows a
better representation of the computational grid used in the dual permeability models.
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Figure B.2. Conceptual sketch of fractures and matrix blocks lumped into a computational
cell for calculation of the connection area between the fracture and matrix elements.

area between the fractures and matrix can be calculated as the length of the sides of the matrix block
contacting fractures. In this study, however, the fractures are assumed to be unidirectional (as
opposed to bidirectional as shown in Figure B.2) based on the methods of measuring fracture
frequency (spacing) from core logs. Therefore, only two sides of the matrix blocks are exposed to
the fractures. In Figure B.2, this would correspond to either the vertical or horizontal set of
fractures, but not both. The connection area between the fractures and matrix on the matrix block

scale, A't, can then be written as follows assuming cubic matrix blocks:
Ay _p=2(D-b) (B.5)

The area in equation (B.5) is then multiplied by the number of matrix blocks that can occupy
a single computational cell with volume, V, to yield the connection area between the fracture and

matrix element on the computational scale, Af.:

4. V. _2V
Afom=Af_m75="5 (B.6)

Equation B.6 defines the connection area between fracture and matrix elements assuming one-

dimensional fracture sets in the dual permeability models used in this report. Although this relation
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could also have been derived using a simpler illustration containing just parallel fractures, Figure
B.2 provides a conceptual picture of how the fracture-matrix connection area can be derived using

two- and three-dimensional fracture sets as well.

The distance between the fracture and matrix elements, Lf., is estimated based on methods
described in Zimmerman et al. (1993), Pruess (1983), and Warren and Root (1963). Since only
one element is used to describe the matrix, the distance used in equation (B.3) is determined such
that the quasi-steady flux between the fractures and matrix is comparable to the flux between a
fracture and a continuous matrix unit. For a unidirectional fracture domain assumed here, the
distance is given by Pruess (1983) as follows:

_D-b_D
Le_ = e~ (B.7)
Equations (B.6) and (B.7) can be used in equation (B.4) to yield the geometric conductance term
for TOUGH2:

712V (B.8)

B.3 Equivalent Length Scale

If dual permeability models are to be compared between FEHMN and TOUGH2, the
geometric conductance terms given in equations (B.2) and (B.8) should be equal. Equating these

two equations yields the following expression for the length scale used in FEHMN as a function of
the fracture spacing, D:

Lfo = ﬁ (B.9)

The length scale in equation (B.9) is input as APUV1 in the DPDP macro in FEHMN. It is
interesting to note that the expression in equation (B.9) yields a conductance between the fractures
and matrix (equation B.2) that is three times larger than the conductance resulting from a length
scale equal to half the fracture spacing.
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B.4 Important Issues

The calculated connection area between the fractures and matrix is based on the assumption
that the entire area between the fractures and matrix is available to flow. This would mean that all
sides of the matrix blocks shown in Figure B.2 are wetted and available for flow between the
fractures and matrix. However, small scale processes such as fingering within a single fracture
(Glass and Tidwell, 1991) and mechanical aspects such as fracture coatings (Thoma et al., 1990)
may effectively reduce the conductance between the fractures and matrix. In addition, observations
of flow in a fracture network have shown that only a fraction of the fractures are actually flowing
(Nicholl and Glass, 1995). As a result, the calculated connection area between the fractures and
matrix may be significantly overestimated. If only a tenth of the fracture plane is wetted due to
fingering, and only a tenth of the fractures in a given region are flowing, then the connection area
between the fractures and matrix can be effectively reduced by two orders of magnitude. This

hypothetical reduction in the connection area has been used in several of the analyses in this report.

Finally, the permeability and relative permeability given in equations (B.1) and (B.3) also
play an important role in the overall conductance between the fractures and matrix. If upstream
weighting of these parameters is used in the codes, then the fracture permeabilities may be used in
the calculations if flow is from the fracture element to the matrix element. Intuitively, one would
think that the matrix permeabilities should be used in calculations of the flux between fractures and
the matrix. In TOUGH2, if the distance between the centroid of the fracture and the interface of
the fracture and matrix elements is specified as zero, then the matrix permeabilities are used (this
approximation has been used in the dual permeability analyses in this report). It is unclear whether
FEHMN has the capabilities to allow for a similar adjustment. If not, then the permeabilities that
are used in equations (B.1) and (B.3) may be different between FEHMN and TOUGH2 when
upstream weighting is used in FEHMN.
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RIB Information

Information from the Reference Information Base
Used in this Report

This report contains no information from the Reference Information Base.

Candidate Information for the
Reference Information Base

This report contains no candidate information for the Reference Information Base.

Candidate Information for the
Geographic Nodal Information Study and Evaluation System

This report contains no candidate information for the Geographic Nodal Information Study and
Evaluation System.
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