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Effect of point defects on the thermal conductivity of UO2: 

molecular dynamics simulations  
 

X.-Y. Liu, C. R. Stanek, D. A. Andersson 

Los Alamos National Laboratory, Los Alamos, NM 87545 

 

The thermal conductivity of uranium dioxide (UO2) fuel is an important materials 

property that affects fuel performance since it is a key parameter determining the 

temperature distribution in the fuel, thus governing, e.g., dimensional changes due to 

thermal expansion, fission gas release rates, etc. [1] The thermal conductivity of UO2 

nuclear fuel is also affected by fission gas, fission products, defects, and microstructural 

features such as grain boundaries. Here, molecular dynamics (MD) simulations are 

carried out to determine quantitatively, the effect of irradiation induced point defects on 

the thermal conductivity of UO2, as a function of defect concentrations, for a range of 

temperatures, 300 – 1500 K. The results will be used to develop enhanced continuum 

thermal conductivity models for MARMOT and BISON by INL. These models express 

the thermal conductivity as a function of microstructure state-variables, thus enabling 

thermal conductivity models with closer connection to the physical state of the fuel [2].  

 

Computational methods 

The non-equilibrium direct method [3-5] is employed in the MD simulations. In this 

method, a heat current (J) is applied to the system, and the thermal conductivity κ is 

computed from the time-averaged temperature gradient (∂T / ∂z ) from the Fourier’s law, 

κ = −
J

∂T /∂z
      (1) 

The thermal conductivity calculations are carried out with the direct method as 

implemented in LAMMPS package [6]. All atoms in the system are initially assigned 

Gaussian distributed velocities representing two times of the target temperature. After 

that, the system is equilibrated for 100 ps in the NVE ensemble so the system relaxes to 

the target temperature. Then, non-equilibrium MD runs are applied to the system, for a 

period of 9 – 26 ns. After the thermal equilibration, the initial 4 ns in the thermal 
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simulation are used to accommodate the transient behavior of the system. After that, the 

temperature profiles are averaged over the rest of the MD time. The heat control 

algorithm is based on the method of Jund and Jullien [3]. In this scheme, a fixed amount 

of energy (ΔE) is added or subtracted from the hot or cold regions by the velocity 

rescaling at every time step while preserving the total momentum (P

= miV


i

i=1,N
∑ ) of the 

atoms in the regions, so that 

V i
New
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The original Jund and Jullien algorithm was derived for single species systems. 

We find that it applies to multiple species systems as well. The heat flux used in the 

simulations is 1.9 – 3.7 x 10-4 eV/nm2 per time step. To fit the temperature profiles, a 

least-squares fit for the linear regression is used. The temperature profiles are fitted in the 

ranges w < z < Lz/2 – w, and Lz/2 + w < z < Lz – w, where Lz is the length of the 

simulation supercell in the heat flow direction, with the choice of the excluded width w as 

0.13 Lz, as suggested from earlier studies [7]. The obtained gradients from left and right 

slopes in the temperature profiles are then averaged to determine the thermal 

conductivity.    

The Buckingham type of empirical potential is used to describe the U4+ - O2- [8], 

O2- - O2- [9] interactions in UO2, as well as the U3+  - O2- [10], U5+  - O2- [11] interactions. 

For computational efficiency, the Wolf summation [12] is used to compute the long-

range Coulombic interactions. The computational supercells are initially set to the 

optimized lattice constant 0.5469 nm, with Lz ranging from 19 to 76 nm. For all the 

simulations, the heat flow direction is in the <100> crystal orientation of UO2. NPT 

simulations are carried out to determine the thermal expansions at different temperatures. 

The thermal expansion strains determined are 0.001865, 0.003803, 0.005827, 0.007905, 

0.010089  at 300, 600, 900, 1200, and 1500 K. All thermal conductivity MD simulations 

are carried out with the thermal expansion taken into account. 
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In the MD simulations, a fairly significant portion of phonons propagate 

ballistically through the system due to the significant large phonon mean free path 

relative to the simulation supercells, but scatter from the hot and cold plates. This causes 

the thermal conductivity obtained from MD simulations to be lower than they should be, 

especially at low temperatures. The conventional method to extrapolate the value to an 

infinitely large system is based on a linear formula, 

 1
κ
=
1
κ∞

+
c
Lz

       (4) 

where c is a constant related to the scattering by the hot and cold plates, κ∞  is the thermal 

conductivity for a simulation cell of infinite length. As shown in our recent work [1], we 

find that a quadratic correction is sometimes needed in order to take the non-linear effect 

in the UO2 lattice into account, which brings the fitting formula to a more general one, 

    1
κ
=
1
κ∞

+
c1
Lz
+
c2
Lz
2       (5) 

where c1 and c2 are both constants.  

 

Results  

We start with results for pure UO2 before going into the results for point defects. The 

thermal conductivity for UO2 obtained from MD simulations at different temperatures 

using the above methodology is shown in figure 1(a). MD simulations of pure UO2 are 

carried out at 300, 600, 900, 1200, and 1500 K. At each temperature, a set of simulations 

using boxes of different length are performed, 19, 24, 32, 49, and 65 nm, followed by 

extrapolation according to Eq. 5. We find that long MD simulation times are necessary to 

provide accurate results for extrapolation to an infinitely large system. For pure UO2, MD 

times of 26 ns are used in all simulations. In figure 1(b) MD results for the thermal 

resistivity κ-1 as function of inverse sample length Lz
-1 for UO2 at 300 K are shown for 

several simulation conditions. Due to the stochastic nature of the simulations, even  

modest long MD simulation time of 10 ns is not enough for pure UO2 simulations. This is 

reflected in the changes in the MD data obtained from the three different random 

processes as shown in Fig. 1(b), as well as the deviation from the 26 ns MD simulation 

data. The line is a fit to the 26 ns MD data using Eq. 5. From Fig. 1(b), the MD data at 
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300 K suggests a strong quadratic correction. Also, the extrapolated value to the infinite 

length, κ∞ , 28.12 W/Km is significantly larger than the MD obtained data, 25.56 W/Km 

at the largest sample, 65 nm in length.  

 
(a)      (b) 

Figure 1. (a) Thermal conductivity for UO2 at different temperature from MD 
simulations. (b) MD results for the thermal resistivity κ-1 vs. inverse sample length Lz

-1 
for UO2, at 300 K. The line is a fit to the 26 ns MD data using Eq. 5. The symbols are 
MD data taken under different simulation conditions. 

 

For point defects, we considered oxygen interstitials (IO), oxygen vacancies (VO), 

uranium interstitials (IU), and uranium vacancies (VU). For each VO or IU defect, two or 

four U3+ ions are created in the supercell and randomly distributed in order to achieve 

charge compensation. Similarly, for each IO or VU defect, two or four U5+ ions are created 

in the supercell and randomly distributed. We also considered the Schottky trio vacancies 

in the study, and compared the effect of Schottky defects to that of uranium vacancies.  

Figure 2 shows the effect of IO and VO on the thermal conductivity of UO2, as a 

function of x in UO2+x at different temperatures. The locations of the defect sites are 

chosen according to a random distribution for the specified composition. The IO position 

is in the center of the cubic UO2 fluorite unit cell, as determined from DFT [13]. Three 

compositions of oxygen defects, with x = 0.0135, 0.0262, and 0.0397, or 0.67, 1.31, 1.98 

atomic percent of IO (VO) are introduced to the UO2 samples. MD simulations are carried 

out for the UO2 samples containing oxygen defects at 300, 600, 900, and 1500 K. The 

sample lengths used to determine the thermal conductivity values are 19 nm, 38 nm, and 
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57 nm, and in some cases, 76 nm. The impurity scattering from the oxygen defects is 

fairly strong, leading to a strong decrease in the thermal conductivity at modest 

temperatures (< 900 K), even for the smallest defect concentrations. The changes in 

thermal conductivity due to the IO or VO defects are approximately the same, suggesting 

that the impurity scatterings due to these two oxygen defects are similar. At higher 

temperatures, the reduction of thermal conductivity is smaller, but still shows a clear 

dependence on the defect concentrations. 

 
Figure 2. The effect of IO and VO defects on the thermal conductivity of UO2, as a 
function of x in UO2+x at different temperatures. 

 

Figure 3 shows the effect of IU and VU on the thermal conductivity of UO2, as a 

function of x in U1+xO2 (the notation used to indicate uranium defects) at different 

temperatures. The IU position is also in the center of the cubic UO2 fluorite unitcell [13]. 

Two compositions of uranium defects, with x = 0.0135 and 0.0206, or 1.35 and 2.06 

atomic percent of IU (VU) are introduced to the UO2 samples. Both MD simulation 

temperatures and the sample lengths used to determine the thermal conductivity values 

are similar to the oxygen defect cases. The impurity scattering from the uranium defects 
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is stronger than the oxygen defect cases for the same x values. Although at the same x 

value, the concentration of the uranium defects is twice that of the oxygen defects, the 

total number of uranium defects is the same as that of the oxygen defects for the same 

simulation supercell, so the comparison for the same x value is still meaningful. The plot 

in Fig. 3 is slightly asymmetric around x = 0, reflecting that the scattering effect of IU is 

slightly stronger (lower thermal conductivity) than that of VU.  

 
Figure 3. The effect of IU and VU defects on the thermal conductivity of UO2, as a 
function of x in U1+xO2 at different temperatures. 

 

There are three types of Schottky trivacancy defects in UO2: with two VO aligned 

as nearest neighbors in [100] directions, or with two VO aligned as next nearest neighbors 

in [110] directions, or a linear orientation of the O–U–O vacancies along [111] directions. 

We have chosen the Schottky trivacancy defect with two VO aligned as next nearest 

neighbors in [110] directions since this defect configuration is one of the two lowest 

energy Schottky defect configurations [14-16] and is reported to be the most frequently 

observed of the three types of Schottky defects formed during displacement cascades 

[17]. There are two orientations of VO pairs with respect to the heat flow direction, 

perpendicular to the direction or non-perpendicular. These two different orientation 
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configurations are named as Vsch
1 , and Vsch

2. Figure 4 shows the comparison of the 

thermal conductivity of VU and two different orientation configurations of Schottky 

trivacancy defects in UO2, in two defect concentrations (x=0.013 and 0.02). From Fig. 4, 

it is suggested that there is no clear trend which configuration has more impurity 

scattering than the other configurations. The difference among the thermal conductivities 

of these different configurations is generally small. In reality the orientation is probably 

random, but that does not matter if different orientations give rise to the similar 

scattering. 

 

Figure 4. Comparison of the thermal conductivity of UO2 with VU defects and UO2 with 
two different configurations of Schottky trivacancy defects (Vsch

1 , and Vsch
2), as a 

function of temperature, for two defect concentrations (x=0.013 and 0.02). The thermal 
conductivity of bulk UO2 is also plotted.  

 

Conclusions 

 MD simulations have been carried out to determine quantitatively the effect of 

irradiation induced point defects on the thermal conductivity of UO2, as a function of 

defect concentrations, for a range of temperatures, 300 – 1500 K. Allowing long-time 

MD runs is necessary to provide solid results for extrapolation to an infinitely large 
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system. The impurity scattering from the oxygen defects is fairly strong, leading to a 

strong decrease in the thermal conductivity at modest temperatures (< 900 K), even for 

low defect concentrations. The change of thermal conductivity due to the IO or VO defects 

are approximately the same, suggesting that the impurity scattering due to these two 

defects are similar. The impurity scattering from the uranium defects is stronger than the 

oxygen defects. Finally, the differences among the thermal conductivities of UO2 with 

uranium vacancy or with various Schottky defects are generally small. 
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