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ABSTRACT

We describe the challenges posed to the Mercury Monte Carlo particle transport code development
team from emerging and future advanced computing architectures. We review recent work to scale
Mercury to large numbers of MPI processes as well as to improve compute node parallelism via OpenMP
threading and demonstrate these capabilities using a reactor eigenvalue calculation. We then describe
initial progress for enabling Mercury for the Intel Xeon Phi-based MIC architecture. We present
preliminary results of research investigations into the use of event-based algorithms in a Monte Carlo test
code for application to GPU architectures. We then briefly describe work to enable storage of nuclear
data in shared memory and to enable the use of the Generalized Nuclear Data format in Mercury via the
General Interaction Data Interface.
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1 INTRODUCTION

Mercury is a Monte Carlo particle transport code under development at Lawrence Livermore
National Laboratory (LLNL) [1, 2]. Mercury can transport neutrons, photons, and light element
(hydrogen and helium) charged particles. Both fixed source and criticality problems are treated.
Mercury runs efficiently on current generation massively parallel computing platforms, and a major
current focus is to enable its use on emerging advanced computing architectures.

Mercury uses domain decomposition and domain replication [3] along with load balancing [4]
to enable efficient and scalable calculations with MPI parallelism. We have recently performed
a significant amount of algorithmic work to enable Mercury to scale to large numbers of MPI
processes [5, 6] and to improve compute node parallelism via OpenMP threading [1].
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Power consumption considerations are driving future high performance computing platforms
toward advanced computing architectures. Mercury is expected to run efficiently on the advanced
architecture machines being procured through the National Nuclear Security Administration (NNSA)
Advanced Simulation and Computing (ASC) Program. The current Sequoia machine [7] at Lawrence
Livermore National Laboratory is an IBM 20 petaFLOP/s machine with 16 PowerPC A2 1.6 GHz
cores per node (with four hardware threads per core) and 16 GB memory per node – lower memory
per core than typical current generation platforms. The Trinity machine to become available at Los
Alamos National Laboratory (LANL) beginning in the late 2015 time frame will use both Intel Xeon
Haswell processors and Intel Xeon Phi Knights Landing many integrated core (MIC) architecture
coprocessors. The Sierra machine to be available at LLNL beginning in the 2018 time frame will
use an IBM PowerPC architecture along with Nvidia graphics processing unit (GPU) architecture
accelerators. As a result of these different advanced architectures, the computing landscape for the
upcoming years is complex. A significant challenge for the Mercury project is to simultaneously
support efficient versions of the code for both the current generation and advanced computing
architectures within a single source code base.

In this paper, we briefly review the work of the Mercury code development team to prepare
for the emerging diversity of computing architectures. In Section 2, we describe recent efforts to
assess and improve the scalability of the code to large numbers of MPI processes. In Section 3, we
briefly describe the OpenMP threading capability in the Mercury code. Section 4 describes initial
work to enable Mercury to run on Intel MIC architectures and presents initial numerical results.
Section 5 presents preliminary research investigations of an event-based Monte Carlo algorithm
implemented on a GPU for a Monte Carlo test code. We conclude with a discussion of a new shared
memory implementation of nuclear data that reduces memory usage in Section 6 as well as initial
capabilities to use the Generalized Nuclear Data format in Mercury in Section 7.

2 MPI PARALLEL SCALING

We have devoted a substantial amount of effort in recent years to improving the parallel
scalability of Mercury to large (of order millions) numbers of MPI processes. Here we define
scalability as the ability of a code to perform efficiently as the number of processes increases. An
example of a code that is non-scalable is one that exhibits a run time proportional to the number
of processes. An example of a code that is scalable is one that exhibits a run time proportional to
the logarithm of the number of processes. Enabling a code to be scalable to millions of processes
requires attention to the details of algorithms and memory usage that can be safely ignored when
considering scaling to only a few thousand processes.

The specific Mercury algorithms improved for scalability include the algorithms for sourcing
particles, for globally resolving particle locations onto the correct process, for load balancing
the particle workload across processes, and for determining at what point particle streaming
communication has completed for domain-decomposed problems [6]. Sourcing only process-local
particles coupled with a scalable global particle find algorithm leads to scalable particle sourcing.
The scalable load balancing algorithm considers only process-wise pairs instead of using a non-
scalable global view of the workload. In addition to addressing parallel scalability of the algorithms
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themselves, the memory usage of the various algorithms has also been carefully scrutinized to
enable scalability. Further details of this work are described in Refs. [5] and [6].

We previously presented [1] weak scaling results for a Godiva critical sphere calculation up to
over two million MPI processes on the LLNL IBM Sequoia computer [7]. Mercury exhibited excel-
lent weak scaling in the particle tracking time for this geometrically simple eigenvalue calculation,
with the particle tracking time varying by less than 7% as the number of MPI processes increased
from 64 to 2,097,152.

To further examine the efficiency of the Mercury MPI parallel implementation for a more com-
plicated calculation, we used a Mercury model of the Annular Core Research Reactor (ACRR) [8]
located at Sandia National Laboratory. The ACRR is a water-moderated pool research reactor that
can be operated in steady-state or pulsed mode. The reactor core is composed of a 236 element array
of uranium dioxide/beryllium oxide (enriched to 35 weight percent) with stainless steel cladding.
The ACRR has a dry irradiation cavity in the center of the core that can be used to expose experi-
ments to neutron and gamma fluxes. The Mercury ACRR model is composed of 2,846 geometric
cells and is shown (without the water moderator) in Fig. 1. We present results for the “Up DC”
control rod position for delayed neutron criticality in the ACRR with the transient rods in the “full
up” configuration and the 32 inch pedestal in the central cavity [8].

Figure 1. Mercury ACRR model

We performed a weak scaling study in which the amount of computational work per MPI
process is maintained approximately constant as the number of MPI processes is increased. We
performed a k-eigenvalue calculation using continuous energy LLNL TART2004 nuclear data, 25
initial generations discarded prior to averaging the eigenvalue, and 25 active generations. The
64 MPI process run used 106 Monte Carlo particles per generation, and we doubled the number
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of particles each time we doubled the number of MPI processes. We performed the simulations
on the LLNL IBM Sequoia machine [7], an IBM 20 petaFLOP/s machine with 16 PowerPC A2
1.6 GHz cores per node (with four hardware threads per core) and 16 GB memory per node. We
investigated weak scaling for both the total calculation time and the particle tracking time by
computing a parallel efficiency defined as the ratio of the wallclock for 64 MPI processes divided
by the wallclock for the given number of MPI processes. The Mercury calculation with 64 MPI
processes produced keff = 1.000854±0.000254 which statistically agrees with the reported MCNP
value of keff = 1.000146± 0.001313 [8] obtained by averaging eleven calculated keff values used
to compute the delayed critical rod position.

The weak scaling results are shown in Table I. The particle tracking exhibits nearly perfect
weak scaling as the number of MPI processes is increased from 64 to 131,072. The total calculation
also demonstrates excellent weak scaling up to 131,072 MPI processes, with a parallel efficiency of
0.95 and higher at all MPI process counts.

Table I. ACRR Eigenvalue Calculation Sequoia Weak Scaling
Number Total Calculation Particle Tracking

MPI Processes Time [s] Parallel Efficiency Time [s] Parallel Efficiency

64 3.77e+04 — 3.48e+04 —
128 3.78e+04 1.00 3.46e+04 1.00
256 3.80e+04 0.99 3.47e+04 1.00
512 3.81e+04 0.99 3.46e+04 1.00

1,024 3.86e+04 0.98 3.49e+04 1.00
2,048 3.90e+04 0.97 3.50e+04 0.99
4,096 3.95e+04 0.96 3.52e+04 0.99
8,192 3.91e+04 0.97 3.48e+04 1.00

16,384 3.94e+04 0.96 3.50e+04 0.99
32,768 3.95e+04 0.95 3.50e+04 0.99
65,536 3.93E+04 0.96 3.46E+04 1.01
131,072 3.96E+04 0.95 3.46E+04 1.01

We note that the calculation times shown in Table I for the Sequoia machine and a given number
of MPI processes are significantly longer than on a current generation capacity platform (which
is one driver to use larger numbers of processes on Sequoia). For example, the ACRR eigenvalue
calculation using 64 MPI processes on the LLNL RZMerl Linux cluster with 16 Intel Xeon Sandy
Bridge 2.6 GHz cores per node required 3.36e+03 seconds, over a factor of eleven less than on
Sequoia. For the 64 MPI process case, utilizing the four hardware threads with OpenMP (more
details in the next section) available on the Sequoia cores produces a calculation time of 1.68e+04
seconds, or a factor of five times longer than RZMerl.
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3 OPENMP THREADING

Mercury originally exclusively used pure MPI to achieve parallelism on massively parallel
computers. In this approach, MPI is used across compute nodes of the computational platform as
well as on the cores of individual nodes. We have added the ability for Mercury to use threads via
OpenMP to enable parallelism across the cores of each node. The user can now use a combination
of both MPI and OpenMP to distribute the Monte Carlo work across the cores of a node. Each node
may have one or more MPI processes, and each MPI process may use one or more threads to access
compute cores on the node (and any hardware threads available for the cores). OpenMP pragmas
are used to thread over particles, cells, and other sections of the code that perform significant work.
OpenMP may be used with both spatial decomposition and spatial replication [3]. We note that
MCNP has a similar combined MPI/OpenMP parallelism for the replication-only case [9]. The
threading capability can also potentially result in significant memory savings, because nuclear data
can be stored once per MPI process instead of once per core. This memory savings is expected to
be important as future computer platforms move toward a larger numbers of nodes and cores per
node coupled with lower memory available per node.

Coarse grain threading is achieved by creating a particle vault (list of particles to be tracked)
for each thread and distributing particles evenly across the vaults. At a high level, each thread works
on the particles in its vault. Implementing this capability requires an additional thread dimension
in tally data structures to enable multiple threads to operate on particles independently without
requiring thread critical sections that can degrade efficiency. This additional thread dimension in
tally data structures does increase memory as compared to the use of critical sections; however, this
memory would have also been used for per-process tallies in the MPI-only case. We also plan to
assess the use of atomic memory updates as an alternative to duplication of memory. At the end of
the particle transport, non-threaded code sums tallies over the threads to thread zero. Mercury also
uses fine grained OpenMP parallelism at lower loop levels outside of the particle processing loop.

To examine the efficiency of the Mercury threading implementation, we performed a scaling
study using the Mercury model of the Annular Core Research Reactor (ACRR) [8] described above.
We performed a k-eigenvalue calculation using continuous energy LLNL TART2004 nuclear data,
107 Monte Carlo particles per generation, 25 initial generations discarded prior to averaging the
eigenvalue, and 25 active generations. We performed a strong scaling study in which we fixed the
problem size (geometry and number of Monte Carlo particles) and varied the number of processes
used to simulate the problem from 256 to 8,192. We used a larger number of particles per generation
for this strong scaling study so that the number of particles per core was not too small at higher core
counts. We performed these strong scaling simulations on the LLNL IBM Sequoia computer [7].
We investigated the impact on the particle tracking time of the number of threads per node used
(varied from one to sixteen) for each of the total number of core values. We also investigated the
performance gains obtained by using the four hardware threads available on each IBM PowerPC A2
core of the node.

The wallclock time spent tracking particles is shown in Table II. The strong scaling of Mercury
for this problem is excellent – doubling the number of processors consistently produces nearly a
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factor of two decrease in particle tracking time. For a given number of cores, the particle tracking
time is only weakly sensitive to the number of threads used (except when using sixteen MPI
processes and one thread). These results demonstrate that the threading implementation for particle
tracking is essentially as efficient as using MPI processes within a node. For this problem, the least
efficient approach on Sequoia appears to be the use of sixteen MPI processes and one thread per
MPI process. The wallclock times shown in Table II exclude the initialization and finalization times;
including those times introduces up to approximately a 40% loss of efficiency at 8,192 cores as
the number of particles to be tracked per core becomes small. This degradation in total calculation
time efficiency implies that additional opportunities for threading exist in the initialization and
finalization portions of the code.

Table II. ACRR Particle Tracking* Wallclock Time [s] Sequoia Strong Scaling
Number MPI Processes ×

Number Threads Per MPI Process

Number Cores 16 × 1 8 × 2 4 × 4 2 × 8 1 × 16 16 × 4

256 8.63e+04 8.18e+04 8.06e+04 8.09e+04 8.14e+04 3.60e+04
512 4.32e+04 4.12e+04 4.05e+04 4.08e+04 4.10e+04 1.85e+04

1,024 2.20e+04 2.08e+04 2.06e+04 2.07e+04 2.10e+04 9.53e+03
2,048 1.11e+04 1.06e+04 1.05e+04 1.06e+04 1.08e+04 4.94e+03
4,096 5.63e+03 5.42e+03 5.42e+03 5.50e+03 5.61e+03 2.63e+03
8,192 2.90e+03 2.81e+03 2.81e+03 2.89e+03 2.97e+03 1.39e+03

* Excludes initialization and finalization time

Finally, we examined the performance gains produced through the use of the four hardware
threads available on each Sequoia PowerPC A2 core. The final column in Table II shows the particle
tracking time for the case of sixteen MPI processes per node and four threads per MPI process (each
core has four hardware threads). For all cases, the use of four hardware threads gives greater than a
factor of two decrease in the particle tracking time.

4 INITIAL INTEL XEON PHI MIC ARCHITECTURE INVESTIGATIONS

The Trinity machine to become available at Los Alamos National Laboratory (LANL) beginning
in the late 2015 time frame will use both Intel Xeon Haswell processors and Intel Xeon Phi Knights
Landing many integrated core (MIC) architecture coprocessors. Our initial research approach
for enabling Mercury to run efficiently on the Trinity machine is to leverage the recent OpenMP
threading investment. We have ported Mercury to the Sandia National Laboratory (SNL) Morgan
machine that has nodes with ten Intel Xeon Ivy Bridge 2.5 GHz cores and two Intel Xeon Phi
Knights Corner MIC coprocessors. Each Knights Corner coprocessor has 57 1.1 GHz cores with
four hardware threads per core, resulting in a maximum number of 228 threads per MIC coprocessor.
Efficient use of Intel Xeon Phi MIC coprocessors requires a code that can continue to achieve
speedups at this large number of threads.
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To examine the initial efficiency of Mercury on the Intel Xeon Phi MIC coprocessors, we
performed a strong scaling study on the SNL Morgan machine using the Mercury model of the
Annular Core Research Reactor (ACRR) [8] described above. We performed a strong scaling study
in which we fixed the problem size (geometry and number of Monte Carlo particles), used one
MPI process on a single MIC coprocessor, and varied the number of threads from 2 to 224. (We
attempted to leave one core on the MIC coprocessor unassigned to handle system operations.)
We performed a k-eigenvalue calculation using continuous energy LLNL TART2004 nuclear data,
105 Monte Carlo particles per generation, 5 initial generations discarded prior to averaging the
eigenvalue, and 5 active generations. We used fewer particles per generation and fewer generations
on this platform to reduce the run time for the calculations with a small number of threads. We
investigated strong scaling for the total calculation time, the total physics (particle tracking plus
physics initialization/finalization) time, and the non-physics time by computing a parallel efficiency
defined as the ratio of the observed speedup divided by the ideal speedup.

The strong scaling results for the ACRR problem are shown in Table III. The total physics time
exhibits excellent scaling with a parallel efficiency above 0.94 up to 56 threads (using approximately
all of the cores) and a parallel efficiency above 0.79 up to 112 threads (using approximately all of
the cores and two hardware threads per core). The total physics efficiency degrades to 0.53 by 224
threads (using approximately all of the cores and four hardware threads per core). At 224 threads,
each thread has less than 500 particles to track, however, so the degradation in efficiency is not
completely unexpected. The time associated with the non-physics initialization and finalization parts
of the code is also shown in Table III for each of the calculations. The time for the non-physics part
of the code is approximately constant but increases slightly with the number of threads. The total
calculation parallel efficiency is reduced as a result of the non-physics parts of the code. Additional
investigation is required to understand the cause of the time spent in the the non-physics parts of the
code.

Table III. ACRR Eigenvalue Calculation Morgan Strong Scaling
Number Total Calculation Total Physics Non-Physics
Threads Time [s] Parallel Eff Time [s] Parallel Eff Time [s] Parallel Eff

2 3.51E+04 1.00 3.45E+04 1.00 5.67E+02 1.00
4 1.74E+04 1.01 1.68E+04 1.03 5.68E+02 0.50
7 1.09E+04 0.92 1.03E+04 0.96 5.68E+02 0.29
14 5.55E+03 0.90 4.99E+03 0.99 5.69E+02 0.14
28 3.05E+03 0.82 2.48E+03 1.00 5.69E+02 0.07
56 1.89E+03 0.66 1.32E+03 0.94 5.71E+02 0.04
84 1.56E+03 0.53 9.90E+02 0.83 5.72E+02 0.02

112 1.36E+03 0.46 7.83E+02 0.79 5.74E+02 0.02
140 1.30E+03 0.38 7.28E+02 0.68 5.75E+02 0.01
168 1.24E+03 0.34 6.65E+02 0.62 5.77E+02 0.01
224 1.16E+03 0.27 5.81E+02 0.53 5.80E+02 0.01
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5 PRELIMINARY NVIDIA GPU ARCHITECTURE INVESTIGATIONS

The Sierra machine to be available at LLNL beginning in the 2018 time frame will use an IBM
PowerPC architecture along with Nvidia graphics processing unit (GPU) architecture accelerators.
In this section, we describe the preliminary research investigations we have carried out related to
GPU architectures.

Previous researchers [10–12] have noted that the use of an event-based Monte Carlo particle
transport algorithm [13] may be beneficial for GPU or vector-based architectures. We investigated
the implementation of an event-based Monte Carlo algorithm in the ALPSMC Monte Carlo test
code [14] that models particle transport in a one-dimensional planar geometry binary stochastic
medium. The ALPSMC code was originally implemented using a standard history-based Monte
Carlo algorithm as shown in Alg. 1.

Algorithm 1: History-based Monte Carlo algorithm
1 foreach particle history do
2 generate particle from boundary condition or source
3 while particle not escaped or absorbed do
4 sample distance to collision in material
5 sample distance to material interface
6 compute distance to cell boundary
7 select minimum distance, move particle, and perform event
8 if particle escaped spatial domain then
9 update leakage tally

10 end particle history

11 if particle absorbed then
12 update absorption tally
13 end particle history

We investigated the event-based algorithm shown in Alg. 2 as a way to potentially optimize
performance on GPU or vector-type architectures. In event-based particle tracking, the individual
events can be treated by a series of data parallel operations. The data parallel model matches the
GPU hardware with an emphasis on performing the same operations on many pieces of data at one
time.

We implemented the event-based version of ALPSMC using both the Nvidia CUDA program-
ming model [15] and the Nvidia C++ Thrust library [16] (based on C++ STL algorithms and syntax).
Thrust is a useful and portable library that compiles into multiple language backends (serial C++,
CUDA, OpenMP, etc.) and provides data containers such as a host and device vector. In addition,
the Thrust library provides data parallel operations/algorithms such as map, gather, scatter,
scan, reduce, and sort. Our Thrust implementation of ALPSMC utilizes many data parallel
operations and utilizes Thrust data types for managing memory. However, using CUDA directly
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Algorithm 2: Event-based Monte Carlo algorithm
1 foreach batch of particle histories (fits in GPU memory) do
2 generate all particles in batch from boundary condition or source
3 determine next event for all particles (collision, material interface crossing, cell

boundary crossing)
4 while particles remaining in batch do
5 foreach event E in (collision, material interface crossing, cell boundary crossing) do
6 identify all particles whose next event is E
7 perform event E for identified particles and determine next event for these

particles

8 if particle escaped spatial domain then
9 update leakage tally

10 if particle absorbed then
11 update absorption tally

12 delete particles absorbed or leaked

enables more fine grained control at the kernel level and enables important access to different
memory spaces such as GPU shared memory. For example, Monte Carlo particles were initially
allocated in GPU global memory and then copied to shared memory for all further operations within
a kernel. All problem constants such as cross sections and mean chord length values were placed in
GPU constant memory. In the native CUDA implementation of ALPSMC, we found it to be useful
to continue to use Thrust algorithms in building various maps. ALPSMC is implemented using
double precision floating point numbers throughout. The Thrust and CUDA implementations of
ALPSMC give identical physics results to the original history-based implementation.

We performed scaling studies in which we varied the number of Monte Carlo particle histories
(problem size) and the implementation methodology (Thrust or CUDA). (The results presented are
for Case 1a [14] with a spatial domain of 10 cm.) We also examined the differences in performance
on two different computer platforms. The RZGPU platform has Intel Xeon Westmere-EP 2.8 GHz
host cores with Nvidia Tesla M2070 GPU device accelerators. The Max platform has Intel Sandy
Bridge 2.6 GHz host cores with Nvidia Tesla K20X GPU device accelerators. The Tesla K20X
GPU has improved double precision performance over the Tesla M2070. We computed speedups
over a serial calculation by dividing the wallclock time of a serial run of the history-based version of
ALPSMC on the host core of the given machine by the wallclock time of the event-based version of
ALPSMC running on both the host and GPU device. The speedups obtained are shown in Table IV.

The speedups obtained using the CUDA implementation of the event-based algorithm are
significantly larger than those obtained using the Thrust implementation by up to over a factor
of four. We attribute this improved performance to the fact that CUDA offers more control over
the memory spaces available on the GPU (e.g. shared memory). Thrust does not offer such
flexibility and manages the memory allocation internally. We conclude based on these preliminary
investigations that a direct CUDA implementation is more efficient than a Thrust implementation
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for event-based Monte Carlo. Also, the speedups on the Tesla K20X GPU are larger than on the
Tesla M2070 GPU by up to a factor of approximately two, presumably a result of the improved
double precision performance of the K20X.

Table IV. ALPSMC Event-Based Monte Carlo GPU Speedups
Number Particle Histories
106 107 108

CUDA (K20X) 5.90 11.88 11.91
CUDA (M2070) 3.96 6.05 6.05
Thrust (K20X) 2.11 2.60 2.60
Thrust (M2070) 1.42 1.64 1.63

6 SHARED MEMORY MPI FOR NUCLEAR DATA

The general expectation is that the memory available per core on future advanced architectures
will continue to decrease. For example, current generation massively parallel capacity computers
at LLNL typically have 2 GB per core, whereas the Sequoia machine has only 1 GB per core.
Nuclear data can use a significant amount of memory in a Monte Carlo particle transport calculation
depending on the number of isotopes in the calculation, and that nuclear data memory is duplicated
across MPI processes on a node when the cores available on a node are all utilized as MPI processes.

One approach to reducing memory usage is to store a single copy of the nuclear data in shared
memory on the node, with each of the MPI processes accessing as necessary the single copy of the
nuclear data from shared memory. The MPI Shared Memory (MPISM) library [17] has recently
been developed at LLNL to enable the use of shared memory on a node that can be accessed by any
MPI process running on the node. Mercury uses the Monte Carlo All Particle Method (MCAPM)
library [18] to access nuclear data and to perform collision physics. The MCAPM library has been
modified to use the MPISM library such that one copy of the nuclear data can be stored per node
instead of one copy per MPI process.

For example, a single copy of the nuclear data for the ACRR eigenvalue calculation described
previously requires approximately 38 MB of memory. For a calculation on a machine with 16 cores
per node in which all cores are treated as MPI processes, the total nuclear data storage is 38 MB
× 16 MPI processes = 608 MB per node. Using the shared memory capability, a single copy of
the nuclear data (38 MB) is stored per node for a memory savings of 570 MB per node. Identical
physics answers are obtained with and without the use of shared memory, and the wallclock times
for the two calculations are the same to within approximately 1%.

7 INITIAL GND/GIDI INTEGRATION

The Generic Nuclear Data (GND) format [19] is currently being developed at LLNL as
a replacement for the legacy ENDL format used to store nuclear data at LLNL. The General
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Interaction Data Interface (GIDI) library [19] is also being developed as the eventual replacement
for the MCAPM library. The MCAPM library uses a monolithic data structure to store the nuclear
data and related information for all isotopes in the problem. GIDI provides more flexibility to store
and use the data for each isotope individually. The Mercury project views GIDI as an essential
component of our strategy to enable the code to run efficiently on future computer architectures
due to its more flexible data structures. GIDI is being actively integrated into Mercury, and current
results will be presented in a companion paper [20].

8 CONCLUSIONS

We have reviewed the ongoing efforts of the Mercury Monte Carlo particle transport code
development team to enable efficient use of emerging and future advanced computing architectures.
We presented numerical results for an eigenvalue calculation of the ACRR reactor demonstrating
excellent MPI scaling and threading performance. We also presented initial investigations of
Mercury on an Intel Xeon Phi MIC-based architecture machine. Our results demonstrate that the
transport physics part of the code exhibits excellent scaling, but the non-physics part of the code
requires additional improvements to achieve acceptable overall performance. We also described
preliminary investigations of event-based Monte Carlo algorithms for GPU architectures using a
research Monte Carlo test code. We found that a CUDA implementation of an event-based Monte
Carlo algorithm performed significantly better than a Thrust implementation, most likely a result
of additional flexibility in access to different memory spaces on the GPU. We briefly described
work to reduce memory usage by storing nuclear data in shared memory and quantified the memory
savings for an ACRR eigenvalue calculation. Finally, we reviewed efforts to access and use nuclear
data based on the Generic Nuclear Data format in Mercury.
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