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Executive Summary:  
 
The goal of this project was to develop a sensor that incorporates the field-tested concepts of the passive flux 
meter to provide direct in situ measures of flux for uranium and groundwater in porous media. Measurable 
contaminant fluxes [J] are essentially the product of concentration [C] and groundwater flux or specific 
discharge [q ]. The sensor measures [J] and [q] by changes in contaminant and tracer amounts respectively on 
a sorbent.  By using measurement rather than inference from static parameters, the sensor can directly 
advance conceptual and computational models for field scale simulations.  The sensor was deployed in 
conjunction with DOE in obtaining field-scale quantification of subsurface processes affecting uranium 
transport (e.g., advection) and transformation (e.g., uranium attenuation) at the Rifle IFRC Site in Rifle, 
Colorado. Project results have expanded our current understanding of how field-scale spatial variations in 
fluxes of uranium, groundwater and salient electron donor/acceptors are coupled to spatial variations in 
measured microbial biomass/community composition, effective field-scale uranium mass balances, 
attenuation, and stability. The coupling between uranium, various nutrients and micro flora can be used to 
estimate field-scale rates of uranium attenuation and field-scale transitions in microbial communities. This 
research focuses on uranium (VI), but the sensor principles and design are applicable to field-scale fate and 
transport of other radionuclides. Laboratory studies focused on sorbent selection and calibration, along with 
sensor development and validation under controlled conditions. Field studies were conducted at the Rifle 
IFRC Site in Rifle, Colorado.  These studies were closely coordinated with existing SBR (formerly ERSP) 
projects to complement data collection. Small field tests were conducted during the first two years that 
focused on evaluating field-scale deployment procedures and validating sensor performance under controlled 
field conditions. In the third and fourth year a suite of larger field studies were conducted. For these studies, 
the uranium flux sensor was used with uranium speciation measurements and molecular-biological tools to 
characterize microbial community and active biomass at synonymous wells distributed in a large grid. These 
field efforts quantified spatial changes in uranium flux and field-scale rates of uranium attenuation (ambient 
and stimulated), uranium stability, and quantitatively assessed how fluxes and effective reaction rates were 
coupled to spatial variations in microbial community and active biomass. Analyses of data from these field 
experiments were used to generate estimates of Monod kinetic parameters that are ‘effective’ in nature and 
optimal for modeling uranium fate and transport at the field-scale. 

 
This project provided the opportunity to develop the first sensor that provides direct measures of both 
uranium (VI) and groundwater flux. A multidisciplinary team was assembled to include two geochemists, a 
microbiologist, and two quantitative contaminant hydrologists. Now that the project is complete, the sensor 
can be deployed at DOE sites to evaluate field-scale uranium attenuation, source behavior, the efficacy of 
remediation, and off-site risk. Because the sensor requires no power, it can be deployed at remote sites for 
periods of days to months. The fundamental science derived from this project can be used to advance the 
development of predictive models for various transport and attenuation processes in aquifers. Proper 
development of these models is critical for long-term stewardship of contaminated sites in the context of 
predicting uranium source behavior, remediation performance, and off-site risk.  
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1.0 Introduction 
 
In recent years the DoE has supported research to understand microbial and geochemical factors 
controlling uranium fate and transport in the field. This research showed that the addition of acetate (an 
electron donor) stimulated spatial changes in the subsurface microbial community that in turn reduced 
soluble U(VI) (UO2

2+) to insoluble U(IV) as the oxide, uraninite (UO2) (Anderson et al. 2003; and Vrionis 
et al. 2005). Once the amendment with acetate was terminated, the microbial community again changed in 
space, but U(IV) remained quite stable (Vrionis et al. 2005). Thus, a bioremediation strategy aimed at 
UO2

2+ reduction would appear to be a promising approach to reducing uranium transport from source 
areas (Lloyd and Macaskie, 2000).  The ultimate goal for DOE is to develop field-scale descriptions of 
subsurface processes affecting contaminant transport or transformations of uranium. Current DOE 
supported research at the Rifle IFRC site is focusing on testing hypotheses related to 1) geochemical and 
microbial controls on stimulated uranium bioreduction, 2) uranium sorption under iron-reducing 
conditions, 3) uranium stability and removal after biostimulation, and 4) natural rates of uranium 
bioreduction. Given DOE’s ultimate goal, it is necessary to develop appropriate sensors and associated 
modeling tools to quantify reaction mass balances, uranium stability, and uranium attenuation rates at the 
field-scale. With these tools and the field-scale assessments they provide, we can expand our 
understanding of uranium fate and transport across spatial scales and 1) derive or validate methods of 
upscaling local or pore-scale measures of uranium attenuation rates and mass balances, 2) quantify 
relationships between spatial changes in uranium and nutrient mass discharges and spatial changes in 
microbial communities, 3) apply insight gained at the molecular scale to interpret or predict reactions and 
processes occurring at the field scale, and 4) refine field-scale conceptual and computation models of 
uranium transport using available data from the local scale. 
 
The current preferred method for estimating field-scale reaction mass balances and contaminant 
attenuation rates in the subsurface is to measure or estimate contaminant mass fluxes or contaminant mass 
discharges at multiple well transects. Contaminant mass flux [J] (mass flow per unit area per unit time) is 
often expressed as the product of the contaminant concentration [C] and groundwater specific discharge 
[q] or CqJ  . Contaminant mass discharge (mass per unit time) is the integrated mass flux over an 
area or transect. Mass flux and contaminant mass discharge obtained at multiple locations along a flow 
path are used to quantify spatial changes in geochemistry, field-scale reaction mass balances, and field-
scale rates of in situ reactions.  
 
Accuracy varies between techniques used to measure or estimate flux. Most techniques estimate flux from 
the equation CqJ  ; where contaminant concentrations are measured and the specific discharge is 
either measure or estimated [Ballard, 1996, Bockelmann et al. 2003; Borden et al 1997; King et al. 1999; 
Kao and Wang 2001, and Newell et al. 2004].  Kuebert and Finkel [2006] evaluated eight methods and 
found that spatially integrated measures from the passive flux meter (PFM) produced the most accurate 
estimates of contaminant mass discharge with the fewest number of wells in heterogeneous aquifers. The 
PFM is a sensor developed by Hatfield et al. [2004] which provides direct in situ measures of both 
contaminant and water fluxes (J and q).  
 
Prior to this project, and to the best of our knowledge, direct measures of radionuclide fluxes have not 
been conducted in laboratory or in the field by PFM or any other technology. Instead, radionuclide fluxes 
were typically estimated using observed aqueous contaminant concentrations and measured or calculated 
groundwater flows. This approach, as suggested above, tends to produce discharge estimation errors in 
the field because contaminant concentrations and water fluxes used in calculations are rarely sampled and 
applied over coincident or appropriate time and space scales [Hatfield et al. 2004]. For example depth 
variations in concentration may have been measured, but not with associated measures of water flux that 
would then permit a local determination of contaminant flux (the product of concentration and water 
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flux).  A major objective of this project was to demonstrate uranium PFM can be used to quantify 
uranium stability, mass balances, and attenuation rates at the field-scale. 
 
In order to do this, the initial project objective was to develop a passive flux meter (PFM) for 
simultaneous and direct in situ measurement of both uranium and water fluxes. This was done by 
adapting field-tested concepts from PFMs designed to measure the fluxes of hydrophobic organics 
(Hatfield et al 2004; Annable et al. 2005; Campbell et al 2006; and Klammler et al. 2007). Laboratory 
studies were conducted for sensor development and validation under controlled conditions. Field studies 
involving the sensors were conducted at the Rifle IFRC site in close coordination with existing DOE 
projects to complement data collection. The sensors were used to quantify field-scale subsurface 
processes affecting uranium transport (e.g., measuring advection) and transformation (e.g., uranium 
attenuation). The uranium PFM and existing molecular biological tools were then used in concert to 
examine how field-scale rates of measured uranium attenuation are spatially correlated to field-scale 
transitions in microbial communities.  These data can in turn be applied to estimate effective field-scale 
parameters for microbially-mediated Monod reactions attributed to field-scale uranium attenuation under 
ambient and stimulated conditions.  
 
The specific research objectives of this project are listed below along with citations for the resulting peer 
reviewed publications:  
 

1) Conduct a series of laboratory and field tests to select and characterize PFM components 
(sorbents and resident tracers) and evaluate the overall performance of the multi-layer PFM 
design (Stucker et al., 2011 and Klammler et al., 2012A).  

2) Conduct geochemical modeling to predict sensor performance under a broad range of conditions 
(Leavitt et al., 2011). 

3) Validate the uranium PFM performance under a range of geochemical and microbiological 
conditions at both the laboratory and field scale (Klammler et al., 2012B; Klammler et al., 
2011A; Klammler et al., 2014; and Klammler et al., 2011B). 

4) Analyze field results to obtain field-estimates of effective parameters for microbially-mediated 
Monod reactions attributed to field-scale uranium attenuation under ambient and stimulated 
conditions (Mohamed and Hatfield, 2010 and Mohamed et al., 2010). 

 
The research results for each objective are summarized in section 2 of this report, and the corresponding 
peer reviewed publications are provided in the appendix. 
   
2.0 Peer Reviewed Publications  
Listed below are the titles and abstracts of nine peer reviewed publications that are direct products of this 
project. The publications are included in their entirety in the appendix. 
 
Evaluation and application of anion exchange resins to measure groundwater uranium flux at a 
former uranium mill site.  (Stucker et al., 2011) Laboratory tests and a field validation experiment were 
performed to evaluate anion exchange resins for uranium sorption and desorption in order to develop a 
uranium passive flux meter (PFM).  The mass of uranium sorbed to the resin and corresponding masses of 
alcohol tracers eluted over the duration of groundwater installation are then used to determine the 
groundwater and uranium contaminant flux.  Laboratory based batch experiments were performed using 
Purolite A500, Dowex 21K and 21K XLT, Lewatit S6328-A resins and silver impregnated activated 
carbon to examine uranium sorption and extraction for each material. The Dowex resins had the highest 
uranium sorption, followed by Lewatit, Purolite and the activated carbon.  Recoveries from all ion 
exchange resins were in the range of 94 to 99% for aqueous uranium in the environmentally relevant 
concentration range studied (0.01 to 200 ppb).  Due to the lower price and well-characterized tracer 
capacity, Lewatit S6328 A was used for field-testing of PFMs at the DOE UMTRA site in Rifle, CO. The 
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effect on the flux measurements of extractant (nitric acid)/resin ratio, and uranium loading were 
investigated.  Higher cumulative uranium fluxes (as seen with concentrations > 1 ug U / gram resin) 
yielded more homogeneous resin samples versus lower cumulative fluxes (<1 ug U / gram resin), which 
caused the PFM to have areas of localized concentration of uranium.  Resin homogenization and larger 
volume extractions yield reproducible results for all levels of uranium fluxes.  Although PFM design can 
be improved to measure flux and groundwater flow direction, the current methodology can be applied to 
uranium transport studies. 
 
Water and contaminant flux estimation from multi-layer passive flux meter measurements.  
(Klammler et al., 2012A)  The passive flux meter (PFM) enables measuring cumulative water and 
contaminant mass fluxes in porous aquifers. It consists of a sorbent material, which is installed in a 
monitoring well to intercept groundwater flow. Tracer losses and contaminant retention on the sorbent are 
used to estimate water and contaminant mass fluxes through the device. In the multi-layer PFM different 
(sorbent) materials are used in an annulus (layer-type) configuration. This allows for retaining leached 
tracers inside the PFM (no tracer release into aquifer) and facilitates simultaneous deployment of different 
sorbent types in a single device. In order to estimate undisturbed ambient fluxes in the aquifer, 
measurements need to be corrected for flow convergence or divergence induced by the well and PFM 
components. We make use of an analytical solution to the potential flow problem of uniform flow 
disturbed by a system of concentric rings of contrasting hydraulic conductivities. A flow convergence 
factor is defined as a function of PFM ring conductivities and radii, where tracer elution and contaminant 
sorption may occur in arbitrary layers. Results are used for calibration of convergence factors of a multi-
layer PFM to laboratory sand box experiments. 
 
Equilibrium modeling of U(VI) speciation in high carbonate groundwaters: Model error and 
propagation of uncertainty.  (Leavitt et al., 2011)  The reliability and applicability of geochemical 
reactive transport models may be limited by determinate (model) errors and random (uncertainty) errors in 
the equilibrium speciation calculations. Determinate errors in calculated uranium concentrations in high-
carbonate groundwaters were investigated using several equilibrium speciation programs and databases.  
The most significant errors were caused by using databases which were not recently updated. Differing 
ionic strength equations were not a source of significant errors, but due to the importance of uranyl-
carbonate interactions it may be useful to measure dissolved inorganic carbon directly rather than to infer 
the carbonate concentration from alkalinity titrations. 
 
Uncertainty propagation was examined using first-derivative sensitivity calculations and Monte Carlo 
simulations. Two types of systems were considered: I. Dissolved U(VI) speciation based on measured 
analytical constraints and solution phase equilibrium and II. Overall U(VI) speciation which combined 
the dissolved phase equilibria with previously published adsorption reactions. Dissolved speciation 
calculations were robust, with minimal amplification of analytical uncertainty. Although calculations 
using the adsorption model were robust with respect to adsorbed U(VI) concentration prediction, bimodal 
distributions of dissolved U(VI) concentrations were observed in simulations with background levels of 
total U(VI) and field estimates of analytical constraints, indicating the model may not be robust with 
respect to levels of uncertainty comparable to spatial and temporal variability. 
 
Contaminant Discharge and Uncertainty Estimates from Passive Flux Meter Measurements. 
(Klammler et al., 2012B)  A method is presented, which combines (1) a nonparametric method for 
assigning confidence intervals to mean estimates of independent but skewed data with (2) basic 
geostatistical principles accounting for data correlation. The former has been proposed by a series of 
authors and uses a simple cubic transformation of the classic Student t-variable. The latter uses the 
concepts of dispersion and estimation variance to introduce an effective number of data as a measure of 
reduction in variance and skewness due to averaging. With the effective number of data an estimation 
variance, which is conditional to observed data, is defined and its properties compared to other 
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approaches in literature. The method is discussed with respect to estimating mass discharges at transects 
from local passive flux meter measurements regarding (1) the benefits of additional sampling in terms of 
uncertainty reduction and (2) the sensitivity of results to not well defined spatial correlation parameters. 
Charts are given for this purpose and for a rapid first order determination of the effective number of data 
independent of transect shape, number of observation wells and spatial correlation parameters.  
 
A Trigonometric Interpolation Approach to Mixed Type Boundary Problems Associated with 
Permeameter Shape Factors.  (Klammler et al., 2011A)  Hydraulic conductivity is a fundamental 
hydrogeological parameter, whose in-situ measurement at a local scale is principally performed through 
injection tests from screened probes or using impermeable packers in screened wells. The shape factor, F 
[L], is a proportionality constant required to estimate conductivity from observed flow rate to injection 
head ratios and it depends on the geometric properties of the flow field. Existing approaches for 
determination of F are either based on geometric or mathematical simplifications and are limited to 
particular assumptions about the flow domain’s external boundaries. The present work presents a general 
semi-analytical solution to steady-state axisymmetric flow problems, where external boundaries may be 
nearby and of arbitrary combinations of impermeable and constant head type. The inner boundary along 
the probe / well may consist of an arbitrary number of impermeable and constant head intervals resulting 
in a mixed type boundary value problem, for which a novel and direct solution method based on 
trigonometric interpolation is presented. The approach is applied to generate practical non-dimensional 
charts of F for different field and laboratory situations. Results show that F is affected by less than 5 % if 
a minimum distance of 10 probe / well diameters is kept between the injection screen and a nearby 
boundary. Similarly, minimum packer lengths of 2 well diameters are required to avoid increasing F by 
more than 10 %. Furthermore, F is determined for laboratory barrel experiments giving guidelines for 
achieving equal shape factors as in field situations without nearby boundaries. A fully analytical solution 
is presented for the theoretical case of infinitely short packers.   
 
Effect of injection screen slot geometry on hydraulic conductivity tests. (Klammler et al., 2014)  
Hydraulic conductivity and its spatial variability are important hydrogeological parameters and its 
measurement is typically performed by injection tests at different scales. For injection test interpretation, 
shape factors are required to account for injection screen geometry. Existing results for such shape factors 
assume either an ideal screen (i.e., ignoring effects of screen slot geometry) or infinite screen length (i.e., 
ignoring effects of screen extremes). In the present work we investigate the combined effects of 
circumferential screen slot geometry and finite screen length on injection shape factors. This is done in 
terms of a screen entrance resistance by solving a mixed type boundary value problem in an axi-
symmetric flow domain using a semi-analytical solution approach. Results are compared to existing 
analytical solutions for circumferential and longitudinal slots on infinite screens, which are found to be 
identical. Based on an existing approximation, an expression is developed for a dimensionless screen 
entrance resistance of infinite screens, which is a function of the relative slot area only. For anisotropic 
conditions, e.g., when conductivity is smaller in the vertical direction than in the horizontal, screen 
entrance losses for circumferential slots increase, while they remain unaffected for longitudinal slots. 
 
Approximate Unconditional Up-Scaling of Spatially Correlated Non-Gaussian Variables. 
(Klammler et al., 2011B)  We present a series of simple approximate methods for up-scaling the 
cumulative distribution function of spatially correlated variables by using an effective number ne of 
independent variables. Methods are based on the property of distribution permanence of the gamma and 
inverse Gaussian distributions under averaging, bootstrap sampling and expansions about the normal and 
gamma distribution. A stochastic simulation study is used to validate each method and simple parameters 
are defined to identify respective ranges of applicability. A practical example is presented where core 
sample rock strength data is up-scaled to shaft size for probabilistic deep foundation design. Supplemental 
material is available online. 
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Dimensionless monod parameters to summarize the influence of microbial growth kinetics and 
inhibition on the attenuation of groundwater contaminants.  (Mohamed and Hatfield, 2010)  Monod 
expressions are preferred over zero- and first-order decay expressions in modeling contaminants 
biotransformation in groundwater because they better represent complex conditions. However, the wide-
range of values reported for Monod parameters suggests each case-study is unique. Such uniqueness 
restricts the usefulness of modeling, complicates an interpretation of natural attenuation and limits the 
utility of a bioattenuation assessment to a small number of similar cases. In this paper, four Monod-based 
dimensionless parameters are developed that summarize the effects of microbial growth and inhibition on 
groundwater contaminants. The four parameters represent the normalized effective microbial growth rate 
(η), the normalized critical contaminant/substrate concentration (S*), the critical contaminant/substrate 
inhibition factor (N), and the bioremediation efficacy (η*).  These parameters enable contaminated site 
managers to assess natural attenuation or augmented bioremediation at multiple sites and then draw 
comparisons between disparate remediation activities, sites and target contaminants Simulations results 
are presented that reveal the sensitivity of these dimensionless parameters to Monod parameters and 
varying electron donor/acceptor loads.  These simulations also show the efficacy of attenuation (η*) 
varying over space and time.  Results suggest electron donor/acceptor amendments maintained at relative 
concentrations S* between 0.5 and 1.5 produce the highest remediation efficiencies. Implementation of 
the developed parameters in a case study proves their usefulness. 
 
Stochastic evaluation of subsurface contaminant discharge under physical, chemical, and biological 
heterogeneities.  (Mohamed et al., 2010)  A finite element 2D Monte Carlo approach is used to evaluate 
the sensitivity of groundwater contaminant discharges to a Damkohler number and spatial variability in 
aquifer hydraulic conductivity, initial microbial biomass concentrations, and electron acceptor/donor 
concentrations. Bioattenuation is most sensitive to spatial variations in incipient biomass and critical 
electron donors/acceptors for   (i.e., when pore-water residence times are high compared to the time 
needed for microbial growth or contaminant attenuation).  Under these conditions, critical reaction 
processes can become substrate-limited at multiple locations throughout the aquifer; which in turn 
increases expected contaminant discharges and their uncertainties at monitored transects. For, 
contaminant discharge is not sensitive to incipient biomass variations. Physical heterogeneities expedite 
plume arrival and delay departure at transects and in turn attenuate peak discharges but do not affect 
cumulative contaminant discharges. Physical heterogeneities do, however, induce transect mass discharge 
variances that are bimodal functions of time; the first peak being consistently higher.  A simple 
streamtube model is invoked to explain the occurrence of peaks in contaminant discharge variance.  
 
Publications in preparation 
In addition to the publications listed above, at least three additional peer reviewed publications are in 
preparation:  
 

1. Newman, M., J. Cho, H. Klammler, K. Hatfield, M. Annable, A. Peacock, V. Stucker, J. Ranville. 
2015. Innovative technologies developed to extend the applicability for passive measurement of 
aqueous contaminant fluxes at the field-scale. ES&T. (In Preparation). 

2. Newman, M., H. Klammler, K. Hatfield, J. Cho, M. Annable, A. Peacock, V. Stucker, J. Ranville. 
2015. Temporal and spatial characterization of field-scale water and uranium fluxes in a shallow 
aquifer. Journal of Contaminant Hydrology. (In Preparation). 

3. Peacock, A., M. Newman, H. Klammler, J. Cho, K. Hatfield, M. Annable, V. Stucker, J. Ranville. 
Passive methods for quantifying field-scale biomass flux. (In Preparation). 
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4.0 Summary and Conclusions 
  
The overarching goal of the Subsurface Biogeochemical Research (SBR) program is to advance a 
predictive understanding of the biogeochemical structure and function of subsurface environments in 
order to enable systems-level environmental prediction and decision support. Part of this goal is to 
provide the DOE with field-scale descriptions of subsurface processes affecting contaminant transport or 
transformations. Current DOE supported research at the Rifle IFRC Site in Rifle, Colorado is focused on 
testing hypotheses related to 1) geochemical and microbial controls on stimulated uranium bioreduction, 
2) uranium sorption under iron-reducing conditions, 3) uranium stability and removal after 
biostimulation, and 4) natural rates of uranium bioreduction. Given the ultimate goal of SBR, it is 
reasonable to assume sensors, like the uranium PFM, and associated modeling tools, like scalable inverse 
models, must be developed to quantify reaction mass balances, uranium stability, and uranium attenuation 
rates at the field-scale. With these tools and the field-scale assessments they provide, we can expand our 
understanding of uranium fate and transport across spatial scales and 1) derive or validate methods of 
upscaling local or pore-scale measures of uranium attenuation rates and mass balances, 2) quantify 
relationships between spatial changes in uranium and nutrient mass discharges and spatial changes in 
microbial communities, 3) apply insight gained at the molecular scale to interpret or predict reactions and 
processes occurring at the field scale, and 4) refine field-scale conceptual and computation models of 
uranium transport using available data from the local scale. 
 
From a general contaminant hydrology perspective, PFM measurements of water and contaminant fluxes 
have significant utility in long-term monitoring, aquifer restoration, and contaminant source remediation.  
For example, as a tool for long-term monitoring, a transect of flux meters installed immediately 
downgradient from a groundwater contaminant source can be used to characterize source strength.  The 
spatial distribution of measured fluxes, when integrated over the transect, produce estimates of 
contaminant mass loadings to groundwater.  Because water and contaminant fluxes measured by PFM 
represent cumulative values acquired over several weeks to several months, reliable time-averaged values 
can be calculated; making it is possible to calculate reliable monthly and annual contaminant mass 
loadings to an aquifer.  When traditional methods are used, transient contaminant concentrations and 
groundwater velocities are measured infrequently and at discrete times; as a result, it is not possible to 
calculate reliable time-averaged fluxes or mass loadings. 
 
Measuring contaminant fluxes over the long-term also has important consequences with respect to natural 
attenuation.  The assimilative capacity of an aquifer can be assessed using the flux meter to quantify the 
total contaminant flux at two or more sequential transects.  This is possible because in the absence of 
natural biotic or abiotic transformations, the integrated fluxes across each transect will be the same for a 
stable plume or for transects situated near the source.  Unless contaminant fluxes are measured, it is not 
feasible to quantitatively isolate the attenuation effects of dispersion from degradation.  Thus, the uranium 
PFM can be used to verify the effectiveness of monitored natural attenuation and provide suitable 
information for assessing environmental risks to downgradient receptors. 
 
The PFM can be an effective tool for monitoring uranium source remediation.  Depth variations of both 
water and uranium fluxes can be measured using a single flux meter; however, a transect of PFM 
positioned immediately down gradient of a site boundary can isolate the location of large uranium fluxes 
originating from the site.  This type of data can be used to optimize hydraulic management activities 
and/or source remediation efforts designed to meet ‘near source’ or down gradient aquifer remediation 
goals (i.e., plume stabilization or meeting maximum contaminant levels at compliance boundaries).   In 
addition, measured fluxes near the source provide useful information for verifying remedial action 
performance. 
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Laboratory tests and a field validation experiment were performed to evaluate anion

exchange resins for uranium sorption and desorption in order to develop a uranium

passive flux meter (PFM). The mass of uranium sorbed to the resin and corresponding

masses of alcohol tracers eluted over the duration of groundwater installation are then

used to determine the groundwater and uranium contaminant fluxes. Laboratory based

batch experiments were performed using Purolite A500, Dowex 21K and 21K XLT, Lewatit

S6328 A resins and silver impregnated activated carbon to examine uranium sorption and

extraction for each material. The Dowex resins had the highest uranium sorption, followed

by Lewatit, Purolite and the activated carbon. Recoveries from all ion exchange resins were

in the range of 94e99% for aqueous uranium in the environmentally relevant concentra-

tion range studied (0.01e200 ppb). Due to the lower price and well-characterized tracer

capacity, Lewatit S6328 A was used for field-testing of PFMs at the DOE UMTRA site in Rifle,

CO. The effect on the flux measurements of extractant (nitric acid)/resin ratio, and

uranium loading were investigated. Higher cumulative uranium fluxes (as seen with

concentrations > 1 ug U/gram resin) yielded more homogeneous resin samples versus

lower cumulative fluxes (<1 ug U/gram resin), which caused the PFM to have areas of

localized concentration of uranium. Resin homogenization and larger volume extractions

yield reproducible results for all levels of uranium fluxes. Although PFM design can be

improved to measure flux and groundwater flow direction, the current methodology can be

applied to uranium transport studies.

ª 2011 Elsevier Ltd. All rights reserved.
1. Introduction Mill Tailings Radiation Control Act (UMTRCA) in 1978, tail-
Uranium is a contaminant of concern at many DOE former

mining and milling sites. With the passing of the Uranium
nville).
ier Ltd. All rights reserve
ings were removed to repositories and the surface soil was

remediated from 24 inactive uranium mill sites. In Rifle,

Colorado, the site of a former uranium and vanadium mill,
d.
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the contamination remains in the soils and shallow

groundwater due to uranium leached from the tailings prior

to removal. Monitored natural attenuation (MNA) was the

chosen method for remediating the uranium below ground

surface (USEPA, 1999). Surface remediation was completed in

1996, but groundwater treatment is ongoing. Uranium,

vanadium, and selenium are the main contaminants of

concern at this site (DOE, 2008).

The Rifle, CO site is situated directly adjacent to the Colo-

rado River and has a semi-arid climate, receiving on average

300 mm of precipitation. The first 20e30 feet below ground

surface is Colorado River alluvium, which covers the sands,

silts and clays of the Wasatch Formation. A more complete

description of the Rifle mill site geology and hydrology can be

found elsewhere (Yabusaki et al., 2007). By natural flushing,

soluble uranium discharges under a natural gradient to the

Colorado River where it is further diluted to background

levels. Initial groundwater modeling predicted this process to

take 100 years to reach background levels (DOE, 2008).

Decrease in uranium concentration is, however, occurring

slower than anticipated and other remediation strategies are

being investigated.

Since 2002, biostimulation experiments have been per-

formed at the site to stimulatemicrobial reduction of uranium

(VI), which is the soluble, mobile form, to immobile uranium

(IV) using acetate injections (Anderson et al., 2003; Lovley

et al., 1991; Ortiz-Bernad et al., 2004; Yabusaki et al., 2007).

To determine the effectiveness of the biostimulation, it is

necessary to measure the uranium concentrations upgradient

and downgradient of the injection wells. It is also valuable to

know the rate of groundwater flow. A rapid flow combined

with a high soluble contaminant concentration is of greater

concern than a slow moving plume of similar contaminant

concentration. To be considered successful, bioremediation

usually needs to achieve low soluble contaminant concen-

trations, however a high concentration may be allowed to

remain if little or no flow occurs. Examining the concentration

alonemay lead to an incomplete understanding of the system.

Measuring contaminant flux (Jc), which is the product of the

volumetric water flux, or specific discharge (q0) and the flux-

averaged contaminant concentration (c) provides better

insight into the outcome of remediation efforts (Hatfield et al.,

2004).

There are limitations with the current methods for esti-

mating flux. Concentrations are typically measured indepen-

dently of the specific discharge, possibly at separate sampling

times or location, leading to significant variations and errors

in flux calculations. Flux estimates generally rely on modeled

flow rates or laborious and intrusive hydrologic tests (tracer

injections or pump tests). To acquire more reliable informa-

tion, the passive flux meter (PFM) was developed to provide

simultaneous direct measures of the specific discharge (qo)

and contaminant mass flux (Jc) (Annable et al., 2005; Hatfield

et al., 2004). Contaminant measurements made using PFM

represent cumulative local fluxes, which can then be used to

estimate flux-averaged aqueous concentrations (c), according

to Equation (1), for comparison to measured aqueous

concentrations.

Jc ¼ qoc (1)
PFM schematics and the details of the calculations are

provided by Hatfield et al. (2004). The PFMs were initially used

to measure the flux of organic contaminants and used silver

impregnated (antimicrobial) granulated activated carbon

(GAC Ag) as the sorbent material (Annable et al., 2005).

Previously, anion exchange resins such as Dowex 21K and

1-X8, Purolite A500, A600 and A520E, and Lewatit K 6367 have

been proven to remove uranium from aqueous solutions

(Kolomiets et al., 2005; Phillips et al., 2008) under a large range

of pH conditions, from acidic to alkaline, with the most

effective sorption observed near neutral pH to alkaline

conditions. Chelating resins (Merdivan et al., 2001; Pesavento

et al., 2003), such as Chelex 100 and Amberlite XAD-16, and

cation exchange resins, such as Dowex-50 (Schumann et al.,

1997), have been shown to be most effective at sorbing

aqueous uranium in acidic solutions. Due to the near neutral

pH at the Rifle site and the expected dominance of anionic

uranyl carbonato species, this work focused on anion

exchange resins previously shown to be effective.

The goal of the overall project was to develop a PFM to

quantify aqueous uranium fluxes at the Rifle site that can be

used to evaluate the effectiveness of biostimulation by

comparing upgradient and downgradient uranium fluxes. To

have an effective PFM, thematerialmust quantitatively sorb all

of the uranium passing through it, be capable of releasing the

sorbed uranium upon extraction, and predictably retain and

release the chosen tracers, preferablywithoutmicrobial growth

occurring on the resin. Because the PFMwill be used to evaluate

the effectiveness of biostimulation an additional constraint for

this application was that elution of resident tracers must not

affect results of the other experiments being performed simul-

taneously at the site. To keep total remediation andmonitoring

costs at a minimum, resin cost is also a factor for making the

final choice. Therefore resins will be evaluated for uranium

sorbed and desorbed, tracer capacity and finally, cost. In this

specific study uranium speciation and water chemistry condi-

tions (pH, alkalinity, major ions, etc.) were investigated to find

the best sorbent material for use in the PFMs at Rifle, CO.
2. Methods

A sample of background Rifle groundwater was analyzed for

speciation. Modeling tests were performed to determine the

aqueous uranium (VI) speciation using Visual MINTEQ,

Version 3.0, over a pH range of 3e10 using the Multi-problem/

Sweep function. Only aqueous species were included and

sorption and precipitation were ignored. Data on metal and

ligand concentrationswere obtained from inductively coupled

plasma atomic emission spectroscopy (ICP-AES) using a Per-

kin Elmer 3000 for cation metals, ion chromatography (IC)

using a Dionex ICS-90 system for major anions, a Shimadzu

TOC analyzer for dissolved organic carbon (DOC) and

carbonate was determined by alkalinity titration. The

concentrations of these major components in Rifle ground-

water can be found in Table 1. These concentration values

were used as input for the model and updated constants for

the calcium and magnesium species provided by Dong and

Brooks (2006) were used to update the database.

http://dx.doi.org/10.1016/j.watres.2011.06.030
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Table 1 e Concentrations of components used to model
uranium speciation. Only major components affecting
uranium species are included.

Component Concentration

U(VI) 226 ug/L

Ca2þ 262 mg/L

Naþ 202 mg/L

Mg2þ 128 mg/L

SO2�
4 795 mg/L

CO2�
3 168 mg/L

Cl� 192 mg/L

NO�3 12 mg/L

DOC 4.5 mg/L

wat e r r e s e a r c h 4 5 ( 2 0 1 1 ) 4 8 6 6e4 8 7 64868
2.1. Materials

Numerous sorbents have been developed and used for the

removal of uranium from water at near neutral pHs. Organic

resins with quaternary amine sites, strong anion-exchange

resins, bind uranyl complexes strongly and are available

from several manufacturers, for example the Dowex 21K and

Purolite A series. (Barton et al., 2004; Chanda and Rempel,

1992a,b; Jelinek and Sorg, 1988; Kolomiets et al., 2004;

Vaaramaa et al., 2000) Purolite A500, Dowex 21K and 21K

XLT, Lewatit S6328 A and silver impregnated granular acti-

vated carbon (GAC Ag) were investigated as possible sorbent

materials in the PFMs. The Lewatit resin has been previously

used for anion capture in PFMs (Cho et al., 2007). These resins

were expected to have good sorption for the uranyl carbonate

anion complexes predicted in the Rifle groundwater. Each

resin was examined for uranium sorption and desorption and

tracer elution properties relative to price. Table 2 shows

a comparison of the resin properties and prices at the time of

the experiment (fall 2008). Resins were used in the chloride

form and rinsed thoroughly five times with deionized water

and allowed to air dry. No cleaning procedure was necessary

for the GAC Ag.

Adsorption studies were initially done in new, sterile 15mL

polypropylene centrifuge tubes (BD, Franklin Lakes, NJ, PN

352196) using water with added sodium bicarbonate (1 mM) to

simulate Rifle alkalinity and pH. Some wall-sorption of

uranium was observed using these tubes. After 24 h, poly-

propylene had sorbed 8% of the uranium present, and 25%
Table 2e Comparison of sorbentmaterials tested using data pr
given for educational groups and may not reflect current indu

Resin Type Functional Group Exchange C
(min.eq

Purolite A500 Type 1 strong

base anion

quaternary amine 1.15

Dowex 21K 1630 Type 1 strong

base anion

quaternary amine 1.2

Dowex 21K XLT Type 1 strong

base anion

quaternary amine 1.4

Lewatit S6328 A Type 1 strong

base anion

quaternary amine 1.0

GAC Ag activated carbon carbon unknow
after 72 h. Polystyrene tubes (BD, PN 352095) were then used

for comparison. Polystyrene tubes showed less uranium

sorption to the walls than did the polypropylene tubes with

17% sorbed after 72 h. Uranium sorption to the tubes increased

over time for both materials; however, based on the near

complete uranium recovery and mass balance from the resin

after material transfer, we concluded that uranium prefer-

entially sorbed to the resin regardless of time or tube material

and the tube sorption seen earlier in the blanks was deemed

negligible in actual samples. Remaining experiments were

done using polystyrene as a precaution to ensure most

uranium was sorbing to the resin. Cleaning with nitric acid

(3% v/v) was effective in removing all uranium from tubes.

All uranium solutions were made by diluting

a 1000 � 3 ppm U (in 2% nitric acid) ICP standard (High-Purity

Standards, Charleston, SC). Dilutions were done using Nano-

Pure deionized water for neutral pH, and trace metal grade

nitric or hydrochloric acids (Fisher Scientific) for the lower pH

standards. Sodium bicarbonate, used to create the ground-

water simulant, and the silver nitrate used to impregnate the

GAC were ACS grade.

2.2. Adsorption batch studies

Sorbent materials were weighed (100 � 5 mg) into centrifuge

tubes. Uranium standard solutions at concentrations of 5, 10,

50, 100 and 300 ppbwere prepared in 1mM sodiumbicarbonate

(pH 7.3 � 0.1) to simulate Rifle groundwater. Uranium

concentrations in Rifle groundwater average around 200 ppb.

The effects of pH, which will influence the aqueous uranium

speciation, were tested by lowering the pH with nitric and

hydrochloric acid to pH 3.8. 10 mL of uranium solution were

added to each tube containing resin. Each concentration was

examined in triplicate at both pHs. The sampleswere placed on

a shaker for 24 h to allow mixing and ion exchange. After the

24-h equilibration period, the resins were allowed to settle and

the overlying solutions were decanted into new centrifuge

tubes, leaving the resins for the next extraction step. In some

cases this procedure was repeated with a 72 h equilibration

time to verify that complete ion exchange had been achieved

over the shorter time period. Since the PFMs will be in place in

the aquifer for weeks at a time, testing the sorption for shorter

times was deemed unnecessary based on estimated residence

times (of groundwater passing through PFM) that were greater
ovided bymanufacturer fact sheets. *Prices listed are values
stry prices.

apacity
/L)

Ionic Form
(as shipped)

Water Content
(%)

Specific
Gravity

Price* $/ft3

chloride 53e58 1.08 163.00

chloride 50e58 1.06 449.50

chloride 50e60 1.08 384.50

chloride 58e63 1.06 150.00

n none 5 266.00
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than 24 h. The solutions were analyzed for uranium by

inductively coupled plasma-mass spectrometry (ICP-MS).
2.3. Extraction

A 1% nitric acid solution (10 mL) was added to all tubes with

resins and shaken overnight. By lowering the pH to less than 1,

the uranyl, UO2þ
2 cation, becomes the dominant form and

should be extracted from the anion exchange resin. Further-

more, the high level of nitrate should also cause desorption

through competition for anion exchange sites. After 24 h, the

acidic solution was decanted, verified to still be acidic (pH <2)

by indicator paper, and analyzed by ICP-MS. The same

extraction procedure was used for field PFMs, using larger

volumes as described later. A uranium mass balance was

computed using the values of desorbed uranium and the

uranium remaining in solution following the sorption

experiments.
2.4. ICP-MS analysis

A Perkin Elmer Elan 6100 ICP-MS was used for all analyses. All

samples were acidified with nitric acid prior to analysis and

introduced simultaneously into the argon plasma with

a 40 ppb In internal standard using a Gilson peristaltic pump.

A check standard was used every ten samples to verify

instrument performance to be within 10% of the true value.

Instrument calibration was done using uranium standards

made in 1% nitric acid (Fisher Optima grade). Running condi-

tions complied with manufacturer recommendations and

standard quality controls were practiced.
2.5. Resin selection

The ideal resin should have a high uranium sorption capacity

that is linear over the concentration range of interest. Line-

arity allows for predictability in performance and ease in

calculations. Linear partition sorption isotherms were devel-

oped from the results of each resin batch experiment. The

linear partition equation is given as:

Ca ¼ KdCs (2)

where Ca is the concentration of uranium adsorbed to the

resin (ug/kg). Kd is the sorption equilibrium coefficient (kg/kg)

and Cs is the concentration of uranium remaining in solution

(ug/kg).

Sorption (determined from Kd and average percentage

sorbed over linear range) and desorption properties (deter-

mined by percentage of sorbed uranium extracted with acid),

were evaluated. The data was also analyzed using Langmuir

and Freundlich isotherms to investigate non-linearity. Fitting

the data to the Freundlich isotherm:

Ca ¼ KCn
s (3)

provided a better fit than the Langmuir isotherm. If the

exponential term, n, is equal to one, this equation reduces to

the linear isotherm equation. This linear formwas found to be

sufficient to describe resin sorption with the exception of the

Purolite resin.
Along with the use of ion exchange resin for uranium

sorption, a second media consisting of granular activated

carbon (GAC) pretreated with a suite of short chain alcohol

tracers is used to measure volumetric water flux as presented

in Hatfield et al. (2004) and Annable et al., 2005. Additional

details of device construction and sampling is provided in

Section 3.4 Field Application of this paper.

Flow through experiments were performed in a bench-

scale three-dimensional aquifer model using similar

methods as presented in Hatfield et al. (2004) and Cho et al.,

2007. These tests were used to confirm performance of the

resin and estimate the requisite flow convergence terms as

presented in Hatfield et al. (2004).

2.6. Field studies

Resins were tested for microbial growth to ensure minimal

interference with uranium sorption and desorption. As

a precaution for field samples, resins were pretreated with

silver nitrate solution to add ionic silver to the resin for anti-

bacterial properties. The solutions were then analyzed by

ICP-AES for residual silver (the difference assumed to be sor-

bed to the resin). Silver was added to the resin to be compa-

rable to the silver concentration (w0.03% by weight Ag:resin)

on the GAC-Ag used in the initial PFM studies reported by

Hatfield et al. (2004).

PFMs were installed in Rifle over a three week period in

the summer and the late fall of 2009. The meters were

removed from the wells, and a number of vertical segments

were separated and homogenized by complete mixing of

each sample before being split for uranium, tracer, and

microbial analyses. For the data presented in this paper PFM

were deployed in 4-inch wells, and each PFM was con-

structed with six alternating segments of granular activated

carbon (GAC) and Lewatit resin (three segments of GAC and

three segments of Lewatit). The bottom segment of each PFM

was composed of GAC. The PFM were retrieved and sampled

with a deployment length of 23 days. Tracer analysis from

the GAC segments were used for groundwater flux estimates,

and the Lewatit segments were used for uranium flux

estimates.

Uranium was extracted from the resins using additions of

10 mL of 1% nitric acid, which were replicated until no addi-

tional uranium removal was observed as determined by ICP-

MS. Initially, small amounts of resin were used for the

extracts to minimize waste produced and mirror the lab

experiments. Samples of 100e150 mg and 1e1.5 g of resin

were extracted for uranium and concentration values were

compared between the different resin sample masses. For the

100 mg resin samples, this took one acid extraction with

a second to verify complete uranium removal. Poor repro-

ducibility was observed at lower concentrations (<1 ug U/g

resin). Three acid extractions were necessary for the 1 g resin

samples, but this larger resin amount had better reproduc-

ibility, regardless of uranium concentration or flux. In

extractions performed later in the project, 4 g resin samples

were extracted in 40 mL of 1% nitric acid, which provided

sufficient acid extractant for multiple analyses for uranium

and other groundwater anions, while also giving a more

representative sample size for improved reproducibility at low

http://dx.doi.org/10.1016/j.watres.2011.06.030
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fluxes. The uranium concentration data presented herewill be

used to calculate the uranium flux through the PFM.
3. Results

3.1. Speciation

Visual MINTEQ computations suggest that over the environ-

mentally relevant pH range (7e8), most of the uranium is

present as uranyl carbonato anions or uranyl calcium tris-

carbonato neutral species (d in Fig. 1). In fact, across the pH

range, all of the dominant species are neutral (b,c, and d) as

uranyl sulfate, UO2SO4, at lower pHs, uranyl carbonate,

UO2CO3, at the mid range, and uranyl calcium triscarbonato

above pH 5.5. The uranyl cation, UO2þ
2 , becomes more

important at the lower pHs (see a in Fig. 1), and this is the basis

for removal of uranium from the anion exchange resins using

nitric acid. Despite the speciation being predominantly

neutral aqueous species, the resins still show strong uranium

sorption, demonstrating that anion speciation is not neces-

sarily needed for sorption to an anion exchange resin. More

complete geochemical modeling of this system, including

sensitivity and error analyses on these samples, can be found

in Leavitt et at 2010 (in review).

3.2. Adsorption

All of the sorbent materials tested showed nearly complete

uranium adsorption at the near neutral pH in the artificial

groundwater sodium bicarbonate solutions. The GAC Ag,

which had the lowest sorption at the higher concentrations as

seen in Fig. 2, still sorbed an average of 89% of the uranium in

solution.

Both of the Dowex resins showed very good linear sorption

across the range of concentrations investigated. These resins

sorbed an average of 99% of the uranium in solution. The only
Fig. 1 e Rifle speciation mode
difference between the resins is the mesh size, from 16 to 30

for the 21K, and around 30 (but withmore uniform size) for the

21K XLT. At the examined range of uranium concentrations,

there is no advantage to the smaller resin beads. Lewatit S6328

A also had a linear sorption isotherm, but with a slightly lower

sorption percentage, averaging 95% with a Kd of 2000 (kg/kg)

for aqueous uranium. These linear sorption isotherms are

desirable over the concentration range, so the amount sorbed

can easily be used to calculate mass flux.

Purolite A500 shows increased uranium sorption at higher

concentrations, a pattern that is different from the other

resins. Repeating the procedure for Purolite over 72 h rather

than 24 h showed the same trend, with a slight increase in

sorption at higher concentrations. While equilibrium had been

reached for the other resins after 24 h, the Purolite resin was

still sorbing uranium; an average of 94% of the uranium sorbed

in 24 h, and 97% had sorbed over 72 h. This same trend was

seen in sulfuric acid solutions used by Kolomiets et al. (2005).

The other resins tested by this group had reached equilibrium

within 25 h, while the Purolite A500 had not (Kolomiets et al.,

2005). While the linear isotherm has a good R2 value (0.91), it

was not a linear trend, evidenced by a trend in the residuals,

whichwas not seenwith the other resins. Using the Freundlich

isotherm equation, this was confirmed with an exponent

statistically greater than 1 (1.6� 0.1). Currently, we do not have

a clear explanation for this phenomenon. One possibility is

a surface precipitation process that could be tested using

infrared or Raman spectroscopy, but this was not done in this

experiment since there were other resins with simpler

adsorption trends to use in the PFM.

An overview of the sorption calculations is shown in Table

3. While there could be some improvement in the R squared

values and the errors on the slope for our sorption data, the

errors were deemed unimportant relative to instrumental

errors. With the exception of Purolite A500, each of the other

sorbent materials produced Freundlich exponents near one,

with only minor statistical differences. The residuals from the
led using Visual MINTEQ.

http://dx.doi.org/10.1016/j.watres.2011.06.030
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Fig. 2 e Sorption isotherms for all materials tested comparing mass uranium sorbed to the resin (mg U/g resin) versus to

mass uranium remaining in solution (mg/kg). Each point represents an average of the three replicates with error bars

omitted for clarity (values given in text). Lines indicate the linear sorption isotherm from which Kd values were calculated.
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linear partition isotherms were also investigated to verify

linearity and showed no trend that would indicate a deviation

from linearity. Thus, the linear isotherms were presented.

When resinswere tested using groundwater collected from

the Rifle, CO field site, all of the anion exchange resins per-

formed in a similar manner as in the lab experiments with

quantitative sorption at 99% sorbed. This matched the sorp-

tion performance seen with Dowex resins in laboratory

studies, suggesting improved sorption with all resins in

natural waters. Each of the resins maintained the original

groundwater pH of 7.2, with only a minor drop to 7.1 for the

Dowex resins. The activated carbon did not follow the same

pattern of uranium sorption in Rifle groundwater. The pH

increased slightly to 7.4. It sorbed around 33% of the calcium

in the water, but it removed only 5% of the uranium. This

result ruled out the GAC as a sorbent choice for the field PFMs,

but it could still be considered in the use of tracers for

groundwater flux measurements. This work focused on U(VI)

sorption since the solubility of U(IV) is so low and was not

expected to influence the results. It has been suggested that
Table 3 e Results of resin sorption studies. Kd was
determined from the linear slopes, and errors on those
slopes are shown along with the R squared value of the
linear fit.

Resin Kd Error R squared % Sorbed

Purolite A500 1400 160 0.91 94

Dowex 21K 1630 8800 1500 0.82 99

Dowex 21K XLT 12000 1700 0.86 99

Lewatit S6328 A 2000 70 0.97 95

GAC Ag 800 130 0.84 89
U(IV) complexation to organic ligands can increase solubility,

but since the groundwater samples showed complete sorption

and we are only interested in total uranium quantification,

U(IV) vs U(VI) speciation was not investigated further.

At a lower pH (3.8), uranium cations dominate speciation,

and so little uranium adsorption would be expected to sorb to

the resins. This was not the case for the Purolite and Lewatit

resins when pH was adjusted using nitric acid. With each of

the other resins, much lower masses of uranium were sorbed

at pH 3.8 than at neutral pH with the same bicarbonate

concentrations. Purolite A500 and Lewatit S6328 A both

showed the same 94e95% sorption at the lower pH. Gu et al.

(2004) had examined Purolite resins and suggested that this

phenomenon may be due to the concentration of nitrate on

the resin surface allowing for aided uranium adsorption since

the resin, has a very high affinity for nitrate anions. All of the

resins have quaternary amine groups, but they suggest that

the triethylamine groups have a higher affinity for nitrate

than the trimethylamine groups present in the Dowex resins.

In another experiment pH was lowered using HCl to test if

concentrated nitrate aided uranium sorption, and very

different results were obtained. As was expected with the

acidic pH, there was very little uranium sorption to the resins.

As an additional test to confirm this nitrate-aided sorption, we

exchanged the chloride ions already present on the resins

with nitrate ions by rinsing the resins in excess sodiumnitrate

before testing the resins for uranium sorption at the lower pH.

Uranium sorption was at 12% for Lewatit and 20% for Purolite;

these lower sorption results do not suggest a nitrate aided

sorption. One possibility is that there might be a uranyleni-

trate complex in solution that is sorbing to the resin rather

than the uranyl species sorbing to concentrated nitrates on

the resin. More work is necessary to fully understand these

results.

http://dx.doi.org/10.1016/j.watres.2011.06.030
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A 1%nitric acid solution (pHw1) was effective at extracting

uranium from all resins. Essentially all of the sorbed uranium

was desorbed into the acidic solution. This was not the case

for the GAC Ag. Repeat acid extractions as well as bicarbonate

and carbonate extraction solutions were used, but only

a combined, inconsistent 40e70% of the total uranium could

be removed from the GAC using the different extraction

solutions. This result again confirms the elimination of the

GAC Ag as the sorbent of choice for the uranium PFMs since it

would be nearly impossible to quantify uranium passing

through the meter without a more efficient and reliable

extraction method.
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Fig. 3 e a) Uranium extracted from PFM#4 and b) from PFM #6.

information, resin samples were 2, 4 and 6 (top) in the depth se

the total uranium concentration removed from the resin after a
3.3. Resin choice

Based on sorption capacity, tracer studies and resin price,

Lewatit S6328 A was the chosen resin for the field PFMs. GAC

had been eliminated due to poor extraction recovery and

lower sorption than the other resins, and Purolite was

eliminated due to the unexplained sorption phenomenon at

higher concentrations. Table 3 presents a summary of the

results from the resin sorption tests. While the Dowex resins

exhibited better uranium sorption, the price difference for

the 3e4% improvement in sorption, given the lower uranium

concentrations at Rifle, was deemed unnecessary for this
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Since Lewatit was alternated with GAC to obtain tracer

quence. The left-most bar (black) in each series represents

ll extractions using the two different masses.
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Fig. 4 e The results of using larger amounts of resin (4 g)

and acid (40 mL) for extractions. Samples were chosen for

this test based on the initial results so that a range of

concentrations would be presented. High, medium and low

represent the concentration/flux ranges expected from the

first set of tests.

Fig. 5 e Measured fluxes for PFM 4 showing vertical

distribution of uranium mass flux and volumetric water

flux (specific discharge or Darcy Velocity). The PFM flux-

averaged uranium concentration for this well was

167.25 mg/L which compares well with the aqueous

uranium concentration (180.95 mg/L) measured in the well.
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experiment, especially given the improved performance in

the actual groundwater samples. If it was necessary to get

more accurate flux measurements, without having to make

a minor correction for incomplete sorption, either Dowex

resin would be a better choice. Using this method, the

greatest uncertainty a fluxmeasurement lies in the up to 10%

error of the ICP-MS, not the slight loss that may be seen by

using the Lewatit resin over one of the Dowex resins. Since

the resins did not reach a sorption capacity, it would be

difficult to use these results to choose the best resin for use in

high uranium flux contaminated sites. One consideration for

testing samples is that as the U fills the strongest resin

binding sites, the apparent partitioning K will change

(decrease) and the actual U flux would be underestimated.

However, based on the levels of U bound to the resin (Fig. 3),

we are in fact well within the experimental range (Fig. 2), so

this is not a problem for this work.

3.4. Field application

For the initial field test six PFM were deployed in six 4-inch

wells. Each PFM was constructed using a new flux pod

design having six alternating segments of granular activated

carbon (GAC) and Lewatit resin (three pods or segments of

GAC and three pods of Lewatit). The bottom segment of each

PFM was GAC. The flux pods are self-contained segments of

sorbent that can be stacked on a common center tube. The

pods can then be retrieved individually for sampling on site or

packaged for shipment to an analytical laboratory for remote

sampling and analysis. The objective for using individual

segments of sorbent was two-fold: to test the individual

capability of the Lewatit resin to capture uranium under field

conditions while using the GAC to estimate groundwater flux

and to test the new modular flux pod design. This was

a necessary step to test the efficiency of the Lewatit as

a sorbent under field conditions. However, the alternating

segment design does not allow for measurement of water flux

and uranium flux at the exact same vertical location. One

design modification implemented following this experiment

was to develop a three-layer prototype which will allow both

groundwater and uranium flux measurements at the same

vertical location andmixedmedia sorbents are now also being

tested.

The PFMwere retrieved and sampled after a deployment of

23 days (approximately three weeks). Tracer analysis from the

GAC segments were used for groundwater flux estimates, and

the Lewatit segments were used for uranium flux estimates.

For comparison and validation of PFM performance, water

samples were collected in each well four days prior to PFM

deployment.

Silver additions to the Lewatit resin matched the concen-

trations on the alternating GAC layers. Solutions decanted

after silver addition indicated that the Lewatit resin had in fact

been coated to 0.03% silver by weight. This prevented micro-

bial growth on the resin while installed at Rifle. After coating

with silver (98% of silver sorbed to the resin), lab experiments

were conducted to ensure that the silver was not being

released from the resin and uranium sorption remained the

same aswithout added silver. Treating Rifle groundwater with

the silver coated resin showed release of silver to be 0.3% of

http://dx.doi.org/10.1016/j.watres.2011.06.030
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Table 4 e Summary of uranium mass flux, volumetric water flux (specific discharge or Darcy Velocity), flux-averaged
concentration for all PFM segments in all wells, and measured aqueous concentrations for all wells.

From Passive Flux Meter (PFM)

Uranium
Mass Flux

(mg/cm2 day)

Specific discharge
(Darcy Velocity)

(cm/day)

Flux averaged
uranium concentration

(mg/L)

Measured aqueous
uranium concentration

(mg/L)

Minimum 0.13 2.27 57.62 171.00

Maximum 3.57 6.83 615.31 192.30

Standard Deviation 0.84 1.38 140.31 8.84

Mean 0.13 5.00 188.43 180.63

Sample size (n) for each data set: For PFM: n ¼ 3 PFM segments (samples) per 6 wells ¼ 18, For aqueous samples ¼ n ¼ 1 sample per 6 wells ¼ 6.
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the sorbed silver and 99% of aqueous uranium sorbed to the

resin, which is unchanged from the sorption to resin with no

silver addition, making it suitable for use at the field site. We

are unsure of the mechanism by which Agþ sorbs to an anion

exchange resin, perhaps it is related to the matrix material. A

complete understanding of this was not necessary, however,

since we were only interested in just adding it for an antimi-

crobial purpose that would not interfere with uranium

sorption.

Uranium was extracted from the resins taken from the

Rifle PFMs by the same 1% nitric acid solution used for lab

studies. As mentioned before, small quantities of resin were

compared to a larger sample to determine homogeneity in

sample and method during the first sampling trips. Fig. 3

shows the results of the multiple extractions. If the samples

are homogeneous, the final total concentration of uranium

extracted from both quantities of resin should be the same.

There were some minor discrepancies that can be attributed

to either ICP-MS error or sample heterogeneity. PFMs that

were exposed to higher water and uranium fluxes were more

likely to have a homogeneous composition of uranium on the

resin (totals match in Fig. 3a). Lower flows yielded locally

concentrated uranium in the PFM on the upgradient side and

were more difficult to completely homogenize leading to

inconsistent concentration values in samples less than 1 g

(see Fig. 3b). Using a large quantity of resin, or the whole

sample for the extraction, will improve the accuracy of the

uranium masses used for flux calculations. Samples were

reanalyzed using the 4 g/40 mL method listed, and replicate

samples showed excellent reproducibility with a maximum

difference between replicates of 5%, even at the lower

concentrations of uranium (Fig. 4). All samples from subse-

quent trips were analyzed in this manner. Future PFM design

may examine water flow direction (which changes with the

river water stage) by cross-sectional quartering of samples.

This may also be useful for samples with localized concen-

trated uranium.

3.5. Summary of field results

Observed variations and trends in measured fluxes were

consistent amongst wells and similar to the results provided

for PFM 4 in Fig. 5, which shows the vertical distribution of

uranium mass flux and volumetric water flux (specific

discharge). It can be observed that vertical trends in uranium
flux tend to agree with water flux, and the resulting flux-

averaged concentration for this well (167.25 mg/L) compares

favorably with the aqueous concentration measured in the

well (180.95 mg/L).

Table 4 provides a summary of uranium mass flux, volu-

metric water flux (specific discharge), flux-averaged concen-

tration for all PFM segments, and measured aqueous

concentrations. The summary provides a comparison of flux-

averaged uranium concentrations estimated from all PFM

segments across all wells to aqueous uranium concentrations

measured in each well. One key point to observe is the simi-

larity ofmean concentrationswhile noting the larger standard

deviation for PFM-based flux-averaged estimates. This is

because the aqueous concentrations represent the volumetric

average within the entire borehole, while the flux-averaged

concentrations show much higher resolution with respect to

variation with depth (as shown in Fig. 5). The similar mean

values for flux-averaged and measured aqueous uranium

concentration provides a positive validation for PFM

measurement of uranium flux while also providing additional

detail with regard to the vertical variation of flux within the

well and surrounding formation.

As seen in Fig. 3a, when larger resin samples were

extracted for uranium, the second extraction removed the

most uranium, whereas the smaller resin amounts demon-

strated expected extraction patterns, with the most uranium

removed in the first extraction and less in each subsequent

extraction. This pattern was seen only in the first sampling

trip in samples with high uranium fluxes. This is possibly due

to high concentrations of organics binding to the resin and

preventing release of uranium in the first extraction. To

determine other anions sorbed to the resin and possible

desorption interferences, a larger resin sample and volume of

acid were used to have sufficient volume for both ICP-MS and

ICP-AES analyses. This larger volume also saw better consis-

tency in low flux samples and was used for all future extrac-

tions. It was also observed that significant sulfate was

removed, with less in each subsequent extraction. Based on

the acid strength and nitrate concentration, there were still

enough exchangeable nitrate anions to remove all uranium

and sulfate together, even with the 2:1 nitrate:sulfate molar

charge ratio, supporting the theory that organics are binding

and blocking the sites. However, if the binding strength of

sulfate to Lewatit resin is much higher than that of nitrate, an

excess of 5 times as many exchangeable ions of nitrate to

http://dx.doi.org/10.1016/j.watres.2011.06.030
http://dx.doi.org/10.1016/j.watres.2011.06.030
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sulfate may not have been sufficient, also contributing to the

pattern of uranium removal.
4. Conclusions

Anion exchange resins provide an effective material for use

in a passive flux meter under the water chemistry conditions

at the old mill site in Rifle, CO. The Dowex 21K resins had the

highest uranium sorption capacity, but are more costly than

some of the other resins (i.e. Lewatit) which have sufficient

uranium sorption for this purpose and concentration range.

Despite geochemical computations indicating mostly

neutral uranium species, anion exchange resins were very

useful as uranium sorbents. These resins may be good for

anionic and neutral species, but more work is needed to

understand the sorption mechanisms and speciation

covering a larger pH range. Coating the resins with silver

nitrate does not affect uranium sorption, and it prevents

microbial growth on the resins which could negatively

impact the flux measurements and concentrations obtained.

PFMs that were placed in high flux areas at the Rifle field site

allowed for simple, reliable flux measurements due to

homogeneity in the resin samples removed from the PFM;

uranium passed through the whole PFM. At sampling loca-

tions where uranium fluxes were low the mass of extracted

uranium was much more variable from small resin samples

and therefore contributed to the error in the flux calcula-

tions. When homogenization was incomplete, some of these

small resin samples were taken from the upgradient side

with more uranium and others were from the downgradient

side with little, if any, uranium. The best extraction method

found for good reproducibility with sufficient sample size

and minimal waste uses 40 mL of a 1% nitric acid solution

and 4 g of resin. This finding will be useful in future PFM

applications to quantify uranium mass contaminant fluxes

in groundwater.

Results from an initial field experiment demonstrated that

calculated flux-averaged uranium concentrations compared

well with measured aqueous uranium concentrations under

field conditions, which provided positive validation for use of

ion exchange resins for quantifying uranium flux. Ultimately,

these fluxmeasurementswill provide insight into themobility

of uranium and effectiveness of current remediation strate-

gies employed at the contaminated former mill site in Rifle,

Colorado.
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Abstract 

The passive flux meter (PFM) enables measuring cumulative water and 
contaminant mass fluxes in porous aquifers. It consists of a sorbent material, which 
is installed in a monitoring well to intercept groundwater flow. Tracer losses and 
contaminant retention on the sorbent are used to estimate water and contaminant 
mass fluxes through the device. In the multi-layer PFM different (sorbent) 
materials are used in an annulus (layer-type) configuration. This allows for 
retaining leached tracers inside the PFM (no tracer release into aquifer) and 
facilitates simultaneous deployment of different sorbent types in a single device. 
In order to estimate undisturbed ambient fluxes in the aquifer, measurements need 
to be corrected for flow convergence or divergence induced by the well and PFM 
components. We make use of an analytical solution to the potential flow problem 
of uniform flow disturbed by a system of concentric rings of contrasting hydraulic 
conductivities. A flow convergence factor is defined as a function of PFM ring 
conductivities and radii, where tracer elution and contaminant sorption may occur 
in arbitrary layers. Results are used for calibration of convergence factors of a 
multi-layer PFM to laboratory sand box experiments. 
Keywords:  aquifer, groundwater, plume, flow convergence, sand box. 



1 Introduction 

Groundwater contamination is recognized as a dangerous threat to ecosystems and 
human drinking water supplies. Besides contaminant concentrations (mass per 
volume), contaminant mass fluxes (mass per cross sectional area per time) have 
been used more recently as relevant measures for contaminant source 
identification, risk assessment, decision making and remediation performance 
control (ITRC [1]). Currently, three fundamental approaches are available for 
measuring contaminant fluxes: (1) Multi-level sampling (MLS; Einarson and 
Mackay [2]), which is based on separate measurements of contaminant 
concentrations and water fluxes for subsequent multiplication to obtain 
contaminant fluxes. (2) Integral pump tests (IPT; Bockelmann et al. [3]), which 
extract contaminated groundwater from the aquifer through pumping from a well 
and monitor contaminant concentrations at the well head over time. (3) Passive 
flux meter measurements (PFM; Hatfield et al. [4], Annable et al. [5]) based on 
the installation of sorbent materials in observation wells, where the sorbents 
initially contain known amounts of resident tracers. From detected tracer losses 
from a sorbent and contaminant masses sorbed onto a sorbent through laboratory 
analyses, cumulative (i.e., time integrated or averaged over the period of 
installation) water and contaminant fluxes may be obtained simultaneously as 
depth profiles along the well. 

PFMs have typically been deployed in observation wells as self-contained 
units consisting of a single sorbent material, which acts as both a leaching tracer 
reservoir and a contaminant trap. As a consequence, it has to be assured that (1) 
the sorption properties of the sorbent material are appropriate for both tracer(s) 
and target contaminants, and (2) that the chemical properties of the tracer(s) are 
such that tracer release (even though minimal) into the aquifer does not cause legal 
or environmental problems. In an effort to circumvent these two issues (e.g., for 
measuring water and contaminant fluxes at Rifle, CO, USA) a multi-layer PFM 
has been developed and tested, which consists of multiple concentric rings (layers) 
of different materials (which may be sorbents or not). 

Figure 1 compares the two different PFM configurations, where figure 1a 
shows a single sorbent installed inside a well screen, while figure 1b illustrates the 
annular composition of a multi-layer PFM installed in a screened well. From the 
periphery towards the center ki [L/T] and ri [L] denote the hydraulic conductivities 
and outer radii of the different rings. k0 corresponds to the aquifer, k1 is the well 
screen, k2 an outer sorbent layer for contaminant sorption (e.g., Lewatit resin for 
uranium), k3 an intermediate sorbent layer (e.g., granular activated carbon (GAC) 
for alcoholic tracers) to retain tracers eluded from an inner sorbent layer of k5 (e.g., 
also consisting of GAC for alcoholic tracers). Between the two GAC layers, there 
is a thin perforated stainless steel pipe of conductivity k4, which serves to separate 
the inner GAC from the outer one for installation and laboratory analysis. The 
center circle of radius r6 is an impermeable pipe for physical stabilization and 
water evacuation during PFM installation and removal. Table 1 summarizes the 
properties of the multi-layer PFM configuration used in laboratory sand box 



experiments for determination of k1 and k4 and subsequent deployment for 
measuring water and uranium fluxes at the uranium field site in Rifle. 
 

    
 
Figure 1: Horizontal cross sections of well screens and (a) a PFM consisting of a 

single sorbent and (b) a multi-layer PFM as used in laboratory testing. 
Bold black circle is of outer radius r4 and conductivity k4. 

 

Table 1:  Summary of multi-layer PFM properties as depicted in figure 1b with 
k1 and k4 to be determined from laboratory box experiments. 

Ring no. i  
[-] 

Conductivity ki 
[m/day] 

Outer radius ri 
[cm] 

Material / purpose 

0 33 infinite Aquifer (sand) 

1 k1 5.7 Well screen (slotted PVC pipe) 

2 250 5.1 Lewatit resin for uranium sorption 

3 350 3.8 GAC for tracer retention 

4 k4 2 Perforated pipe for separation 

5 350 1.9 GAC for tracer elution 

6 0 0.8 Impermeable center pipe 

 
Similar to the simple PFM, the multi-layer PFM provides data in terms of 

tracer losses from sorbent ring 5 and contaminant masses retained from sorbent 
ring 2. Following the method of Hatfield et al. [4] the apparent flux qPFM,i [L/T] 
through the i-th ring of a PFM may be found as 
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where mri [-] is the relative mass of a tracer remaining (with respect to the initial 
mass of that tracer) after time of exposure t [T] in the i-th ring of relative water 
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content θi [-] and retardation factor Ri [-]. The attribute “apparent” indicates that 
flow is generally not uniform inside a multi-layer PFM and qPFM,i is to be 
understood as a discharge per unit transect area of the i-th ring perpendicular to 
incident flow direction. In analogy, an apparent contaminant mass flux JPFM,i 
[M/(TL2)] trough the i-th ring may be obtained from 
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where Msi [M] is the mass of contaminant sorbed in the i-th layer over a PFM 
interval of length b [L]. Eqn (1) is valid as long as none of the stream tubes through 
the i-th layer are completely cleared (empty) of tracer, while eqn (2) is valid as 
long as none of the contaminant previously sorbed onto the i-th layer is again 
released from it. As a consequence, within their ranges of validity eqns (1) and (2) 
do not depend on the properties (e.g., non-uniformity) of the flow field in the 
respective rings. Note that for ri+1 = 0 (i.e., the i-th layer is the center circle) eqn 
(1) reduces to eqn (18) of Hatfield et al. [4], whose coefficient of 1.67 appears as 
π/2 ≈ 1.57 here. This is a consequence of the range of validity stipulated (an 
analogous observation applies to eqn (2)). 

However, due to the more complex configuration of the multi-layer PFM and 
flow refraction between layers of different conductivities, an assessment of 
undisturbed ambient water and contaminant fluxes in the aquifer is not straight-
forward. Klammler et al. [6] present an analytical solution to the potential flow 
problem through the multi-layer PFM and they develop flow convergence factors 
for estimation of undisturbed (uniform) ambient fluxes. These factors, however, 
are with respect to the inner-most ring (center circle) only and are not applicable 
to other rings. The present work generalizes the convergence factors of Klammler 
et al. [6] to arbitrary layers in a multi-layered PFM configuration and uses the 
result for calibration of unknown parameters (well screen and perforated pipe 
conductivities k1 and k4) through a laboratory sand box experiment, such that they 
may be applied to the multi-layer PFM deployment at Rifle for measuring water 
and uranium fluxes. 

2 General flow field solution 

The solution of Klammler et al. [6] is based on potential flow through porous 
media (Strack [7]). It makes use of a flow field analogy between uniform flow 
disturbed by a cylindrical inhomogeneity in hydraulic conductivity and uniform 
flow disturbed by an impermeable or infinitely permeable cylinder. Its application 
is best illustrated by a numerical example, for which we use the flow domain of 
figure 1b (table 1) with values of k1 = 2.3 m/d and k4 = 3.2 m/d. This leads to the 
flow field (stream lines) of figure 2 with the stream function Ψi [L3/T] in the i-th 
ring given by 
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where r [L] and γ [-] are the radial and angular coordinates, respectively, b [L] is 
the thickness of the flow domain (length of PFM interval in eqn (2)) and the 
parameters ai [L] and qi [L/T] are given in table 2 and obtained as follows: Starting 
with an initial value of a6 = 0 in table 2, the columns of kia [L/T] and ai are 
populated from bottom up by alternately applying eqns (4) and (5). Subsequently, 
the column of qi is populated from top down by consecutive use of eqn (6). Most 
parameters in table 2 are auxiliary variables without direct physical equivalences 
(some of them complex / imaginary). Exceptions are q0 (undisturbed flux in the 
aquifer; assumed uniform), k6a (equal to conductivity k6 of inner ring), k0a (equal 
to aquifer conductivity k0) and q6 (specific discharge in inner ring). Since k6 = 0, 
it is further seen that a5 is equal to the center pipe radius r6. Following this 
example, the step-wise solution scheme of eqns (3) through (6) is generally 
applicable to an arbitrary number of layers. 
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3 Flow convergence factors for arbitrary layers 

Using the solution of Ψi from eqn (3) for an arbitrary number of layers, the 
apparent flux qPFM,i [L/T] through the i-th ring of eqn (1) may be found. It is equal 
to the difference of the stream function between the lateral-most points (e.g., for i 
= 2 points A and B in figure 2) of the ring divided by the cross sectional area 
perpendicular to flow. 
 



 
 

Figure 2: Flow field solution depicted as stream lines (lines of 
constant Ψi) for flow domain of figure 1b (table 1). 

 

Table 2:  Summary of flow field parameters and convergence factors for multi-

layer PFM of figure 1b for k1 = 2.3 m/d and k4 = 3.2 m/d. 1j  

is the imaginary unit. 

Ring no. i  
[-] 

ai  
[cm] 

kia 
[m/day] 

qi/q0  
[-] 

αi  
[-] 

0 2.94 33 q0/q0 = 1 1 

1 5.05j 19.12 0.41 0.73 

2 0.79 238.38 0.83 0.81 

3 1.73 229.46 1.01 0.80 

4 1.88j 49.78 0.13 0.25 

5 0.80 244.59 0.32 0.26 

6 a6 = 0 0 0 0 
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In the undisturbed aquifer the flow is assumed to be of uniform flux q0, such that 
a flow convergence (or divergence) factor αi [-] for the i-th ring may be defined 
by 
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In other words, the flow convergence factor expresses how much flow crosses the 
i-th ring of a multi-layer PFM with respect to the ambient flow through a ring of 
the same size, if the aquifer was not disturbed by the well and PFM components. 
A value of αi larger than one may be viewed as a situation of flow convergence, 
while a value smaller than one reflects a condition of flow divergence. For a single 
layer PFM, flow convergence occurs when the PFM sorbent is more permeable 
than the aquifer and flow divergence occurs when the contrary is true. For multi-
layer PFMs, however, αi ≥ 1 and αi ≤ 1 may occur simultaneously in different 
layers of a single device depending on the sequence of ki. Returning to the example 
of figure 1b and using values of ri from table 1 with values of qi/q0 and ai from 
table 2, the values of αi as given in the last column of table 2 are directly obtained 
from eqn (8) (note hereby that some values of ai are imaginary). 

The flow convergence factor αi from eqn (8) is a generalization over that of 
Klammler et al. [6], because it is applicable to any layer. If i is equal to the total 
number of layers present, such that αi applies to the center circle of the flow 
domain as shown in figure 1, for example, then eqn (8) becomes equal to αi from 
Klammler et al. [6]. Moreover, for i = 1, 2 and 3 (and an arbitrary total number of 
layers), eqns (3), (12) and (13) of Klammler et al. [6] may be written in a 
generalized form by using k1a, k2a and k3a from eqn (4) instead of k1, k2, and k3 
resulting in 
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For i = 4, the result of Appendix B in Klammler et al. [6] is incomplete and after 
substituting k4 by k4a it should be 
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Note that eqns (9) through (13) are equivalent formulations to the step-wise 
procedure of eqns (4) through (6). While closed form expressions of αi for i > 4 
may be derived, they become increasingly lengthy and computational 
implementation of eqns (4) through (6) (e.g., in a spreadsheet) may be more 
convenient. 

Not immediately obvious from eqns (9) through (13) and more easily 
verifiable using eqns (5), (6) and (8) is that the ratio αi/αi-1 is only a function of km 
and rm, where m ≥ i – 1. More intuitively, this means that flow refraction between 
two adjacent layers does not depend on the radii and conductivities of any outside 
layers or the aquifer. This may be convenient for comparing flux estimates from 
different layers independent of the perhaps uncertain aquifer conductivity k0 and 
will be explored for estimating k1 and k4 below. However, it also precludes the 
possibility of estimating an unknown k0 from two flux estimates in different layers 
(as may be attempted in analogy to the method presented in Klammler et al. [6]). 

Assuming that contaminant transport is dominated by advection (i.e., 
contaminant particles travel along the same stream tubes as water particles and 
effects of diffusion and dispersion are neglected), qPFM,i and q0 in the first equality 
of eqn (8) may be substituted by JPFM,i from eqn (2) and the undisturbed ambient 
contaminant mass flux J0 [M/(L2T)], respectively. It is recalled that mri for 
estimation of qPFM,i and Msi for estimation of JPFM,i do not have to stem from the 
same PFM layer (i.e., index i in eqns (1) and (2) generally takes different values). 



However, if mri and Msi are obtained from the same layer, then the same flow 
convergence factor αi applies. 

4 Laboratory experiments and calibration 

For application of the multi-layer PFM configuration of figure 1b at the uranium 
site in Rifle and determination of unknown conductivities k1 and k4, laboratory 
sand box experiments are performed. Box size is 39 x 30.5 x 17.9 cm (length L x 
width W x height H) and table 1 contains the sand conductivity as well as well 
screen and PFM parameters. “Ambient” water fluxes q0 and uranium fluxes J0 
through the box are obtained from 
 

 
WH

Q
q 0

0   (14) 

 
 uCqJ 00   (15) 

 
where Q0 [L3/T] is the independently measured water discharge through the box 
and Cu [M/L3] is the uranium concentration in the influent water. Eleven tests of 
different durations were run for water flux obtaining estimates qPFM,5 from eqn (1) 
for comparison to q0 of eqn (14). In five of these tests uranium was added at Cu ≈ 
200 μg/l for comparison of JPFM,2 from eqn (2) with J0 of eqn (15). 
 

Table 3:  Summary of results from sand box experiments. 

t 
[days] 

q0 
[cm/day] 

qPFM,5 
[cm/day] 

α5 
[-] 

J0 
[μg/(cm2day)]

JPFM,2  
[μg/(cm2day)]

α2 
[-] 

3.00 15.95 4.12 0.26 

N/A 

2.87 16.85 4.03 0.24 

2.92 16.85 3.44 0.20 

2.99 18.48 4.13 0.22 

4.24 17.03 3.84 0.23 

4.05 19.44 4.09 0.21 

5.92 7.87 2.40 0.30 1.68 1.86 1.11 

3.94 11.52 3.64 0.32 2.38 1.80 0.76 

1.95 25.02 6.17 0.25 5.05 2.16 0.43 

1.51 31.78 7.93 0.25 6.15 2.96 0.48 

12.00 3.87 1.68 0.43 0.80 1.05 1.30 

Average α5 = 0.26 Average α2 = 0.81 

 
Table 3 summarizes the results of the sand box experiments and indicates 

average values of α2 = JPFM,2/J0 = 0.81 and α5 = qPFM,5/q0 = 0.26. At this point we 



return to table 2 and revert the previous assumption that the conductivities k1 and 
k4 of the well screen and the perforated pipe are known. Instead, the experimental 
values of α2 and α5 are used to determine effective values of k1 and k4 to be used 
in the interpretation of field deployments. For this purpose, advantage is taken of 
the previous conclusion that the ratio α5/α2 = 0.32 is not affected by k1. Thus, k4 
may be directly found, which is most conveniently achieved by systematically 
varying k4 for an arbitrary value of k1 and observing the results in terms of α5/α2. 
Figure 3 shows the outcome of this process and leads to two possible values of k4 
= 3.2 and 18851 m/day. For each of the values found for k4, the same process is 
repeated with k1 to reach the required value of α2 = 0.81 (or equally α5 = 0.26). 
This is illustrated in figure 4 and shows that again two values of k1 may be 
combined with each value of k4, thus resulting in the four solutions given in the 
first two rows of table 4. 

For each of the four solutions pairs, a flow convergence factor αq for water 
flux and a flow convergence factor αJ for uranium may be computed for the 
deployment conditions at the Rifle site. These conditions are identical to those of 
figure 1b, except for the presence of a filter pack of radius 10.2 cm and 
conductivity 160 m/day around the well screen and inside an aquifer of 
conductivity of approximately 2.5 m/d. Considering these modifications, results 
for αq and αJ from application of eqns 4, 5, 6 and 8 are given in the last two rows 
of table 4. It may be seen that αq/αJ = α5/α2 = 0.32 remains constant and, more 
interestingly, that the solutions are pair wise identical (up to chart reading and 
rounding errors). It appears that this is not a coincidence as the same behaviour 
may be observed for other hypothetical values of aquifer and filter pack 
conductivities and radii. From the remaining two solution, αq = 0.20 and αJ = 0.61 
are proposed for use at the Rifle site, since they are associated with a low value of 
k1 = 2.3 (and either value of k4). This choice is justified by two related arguments: 
(1) From an independent borehole dilution test (no PFM installed) in the sand box 
a value of k1 = 87 m/day is estimated. This may be regarded as an upper bound for 
k1 as flow in the vicinity of an open borehole is radial. Flow components in the 
tangential direction through the well screen are hindered by the fact that screen 
slots are not continuous along the circumference of a PVC screen. (2) As 
illustrated by the flow field in figure 2, low k1 and k4 cause flow in the respective 
rings to be essentially radial, which is in agreement with the geometric properties 
of the screen slots and the pipe perforations acting as water conduits. Large values 
of k1 and k4, in turn, would lead to a certain degree of flow short circuiting along 
these rings, which is considered less plausible, particularly since the sorbents are 
granular and tend to settle into the well and close possible voids along the pipe or 
screen surfaces. 

5 Summary 

Based on an existing solution to the potential flow problem of uniform flow 
disturbed by an arbitrary number of concentric rings of contrasting conductivities, 
flow convergence (or divergence) factors are developed for interpretation of multi-
layer PFM measurements. Flow convergence factors convert water and 



contaminant fluxes measured in an arbitrary layer of the PFM into estimates of 
respective undisturbed ambient fluxes (i.e., unaffected by the presence of well and 
PFM). Using the results in combination with laboratory sand box experiments, 
effective conductivities of a well screen and another separation screen between 
layers are determined. With these conductivities, flow convergence factors for 
measuring water and uranium fluxes at a site in Rifle, CO, USA, are proposed. 
 

 
 

Figure 3: α5/α2 as a function of k4 for arbitrary k1 to achieve 
target value α5/α2 = 0.32. 

 

 
 

Figure 4: α2 as a function of k1 for k4 = 3.2 and 18851 m/day 
to achieve target value α2 = 0.81. 

 

Table 4:  Possible combinations of k1 and k4 in m/day to achieve  
α2 = 0.81 and α5 = 0.26 from box experiments and resulting 
αq and αJ for the Rifle deployment. 
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k1 2.3 3450 2.2 5278 

k4 3.2 18851 

αq 0.20 0.36 0.20 0.37 

αJ 0.61 1.13 0.61 1.16 
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Remediation of U-contaminated sites relies upon thermodynamic speciation calculations to predict U(VI)
movement in the subsurface. However, reliability and applicability of geochemical speciation and reac-
tive transport models may be limited by determinate (model) errors and random (uncertainty) errors
in the equilibrium speciation calculations. This study examines propagated uncertainty in two types of
subsurface calculations: I. Dissolved U(VI) speciation based on measured analytical constraints and solu-
tion phase equilibria and II. Overall U(VI) speciation which combined the dissolved phase equilibria with
previously published adsorption reactions. Three levels of uncertainty, instrumental uncertainty, tempo-
ral variation and spatial variation across a site, were investigated using first-derivative sensitivity calcu-
lations and Monte Carlo simulations. Dissolved speciation calculations were robust, with minimal
amplification of uncertainty and normal output distributions. The most critical analytical constraints in
the dissolved system are pH, DIC, total U and total Ca, with some effect from dissolved SO2�

4 . When con-
sidering adsorption equilibria, calculations were robust with respect to adsorbed U(VI) concentration
prediction, but bimodal distributions of dissolved U(VI) concentrations were observed in simulations
with background levels of total U(VI) and higher (spatial and temporal variability) estimates of input
uncertainty. Consequently, sorption model predictions of dissolved U(VI) may not be robust with respect
these higher levels of uncertainty.

� 2011 Elsevier Ltd. All rights reserved.
1. Introduction

Contamination resulting from U mining and milling is an issue of
concern due to the radioactivity, toxicity and solubility of U. Ura-
nium(VI) minerals are soluble in circumneutral groundwaters at
micromolar levels, well in excess of recommended levels for poten-
tial drinking water (USEPA, 2000; WHO, 2003). The mobility of U(VI)
in groundwater can be influenced by speciation since UO2þ

2 exhibits
cation adsorption behavior with subsurface minerals, resulting in
decreased mobility (Davis et al., 2002). In the presence of high car-
bonate concentrations, the major species shifts to uranyl-carbonates
resulting in decreased adsorption to the minerals and allowing U(VI)
to remain mobile (Davis and Curtis, 2003, Barnett et al., 2000). In the
presence of high carbonate and alkaline earth metals such as Ca, the
major species shifts to Ca-triscarbonato-uranyl species which fur-
ther decrease U adsorption (Bernhard et al., 1996, 1998, 2001; Dong
and Brooks, 2006). Therefore, determining the speciation of U at gi-
ven conditions is crucial to the reliability of predicting its fate and
transport in natural waters.
ll rights reserved.

.

The measurement of U speciation in the subsurface environment
is prohibitively difficult and expensive, and speciation calculations
are often employed to estimate in situ speciation (Abdelouas et al.,
1998; Davis and Curtis, 2003; Fox et al., 2006; Yabusaki et al.,
2007; Fang et al., 2009). These calculations, performed by various
speciation codes, rely upon a database of reactions and reaction
energies (thermodynamic constraints) and a set of measured or pos-
tulated concentrations (analytical constraints).

The algorithms used by the speciation codes should provide suf-
ficiently exact and consistent answers; however, the reliability of
the predicted concentrations is subject to potential problems re-
lated to the user-defined thermodynamic and analytical con-
straints. Principal problems may include:

(i) important reactions omitted from or incorrectly defined in
the database (Serkiz et al., 1996; Bernhard et al., 1996,
1998; Unsworth et al., 2002),

(ii) choice of approximations used to represent complex phe-
nomena, e.g., ionic strength correction or adsorption model
(Davis and Curtis, 2003; Weber et al., 2006),

(iii) uncertainty in thermodynamic constraints (equilibrium con-
stants) (Criscenti et al., 1996; Cabaniss 1997, 1999; Nitzsche
et al., 2000; Denison and Garnier-LaPlace, 2005; Weber et al.,
2006),
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Table 1
Input parameters used to define the Old Rifle site for thermodynamic equilibrium
calculations (Ranville and Stucker, pers. comm.).

Old Rifle groundwater sample
Component Mean (M) Standard

deviation
(Log M)

Component Mean (M) Standard
deviation
(Log M)

Ca2+ 6.54E�03 0.007 Cl� 5.42E�03 0.004
Na+ 8.79E�03 0.007 NO�3 1.94E�04 0.013
Mg2+ 5.27E�03 0.007 UO2þ

2
8.37E�07 0.007

SO2�
4

8.26E�03 0.007 K+ 3.07E�04 0.007

CO2�
3

8.85E�03 0.043 Sr2+ 3.42E�05 0.007

Temperature
(�C)

25 – pH 7.18 0.02
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(iv) uncertainty in analytical constraints, e.g., measurement
error or representing ‘groundwater concentration’ as an
average over several wells or sampling depths (Criscenti
et al., 1996; Cabaniss 1997, 1999).

Errors associated with (i) and (ii) will here be termed determi-
nate error, while those associated with (iii) and (iv) will be referred
to as indeterminate error or uncertainty.

Quantifying the reliability of model predictions is not routine
(Criscenti et al., 1996; Denison and Garnier-LaPlace, 2005; Weber
et al., 2006; Meinrath et al. 2006). Provided that determinate errors
are adequately addressed, first-derivative sensitivity analyses and
Monte Carlo simulations can suggest bounds of reliability or uncer-
tainty for calculated speciation results of a defined system. First-
derivative sensitivity analyses can be used to identify critical input
parameters by evaluating the effect of each input constraint (ther-
modynamic or analytical) on calculated equilibrium concentra-
tions. Monte Carlo simulations can estimate the effects of
thermodynamic and analytical uncertainties of known distribution
on calculated equilibrium concentrations (Criscenti et al., 1996;
Cabaniss, 1997, 1999; Nitzsche et al., 2000; Denison and Garnier-
LaPlace, 2005; Weber et al., 2006). For the Monte Carlo simula-
tions, the equilibrium system is solved for P trials in which differ-
ent values of input constraints are selected randomly from the
uncertainty distributions of those constraints. The resulting distri-
bution of calculated concentrations as P approaches infinity repre-
sents the predicted uncertainty in that concentration. If the
resulting distribution is approximately Gaussian (normal), a mean
and standard deviation can be specified. Sometimes non-Gaussian
distributions, such as a bimodal distribution may occur and as a re-
sult a mean and standard deviation cannot be adequately deter-
mined (Cabaniss, 1999; Denison and Garnier-LaPlace, 2005).

This article describes an investigation of the impact of thermo-
dynamic and analytical uncertainty on the speciation of U(VI) in
high-carbonate groundwaters. First-derivative sensitivity analyses
and Monte Carlo simulations were performed to determine the
uncertainty in U(VI) speciation resulting from typical levels of ana-
lytical uncertainty, spatial variability and temporal variability.

2. Computational data and methods

2.1. Site

The specific site of interest is the Uranium Mill Tailing Remedial
Action (UMTRA) Old Rifle Site in Rifle, Colorado, USA. This site
Fig. 1. Old Rifle Area. Wells pictured are d
covers approximately 9 ha and consists of an alluvial floodplain
6–7.5 m deep directly above an impermeable boundary. It is sur-
rounded to the north, west and east by the Wasatch Formation
and bounded by the Colorado River to the south (Fig. 1). Aqueous
U(VI) concentrations at this site, considering spatial and temporal
variability, range between 0.32 lM and 1.48 lM (Yabusaki et al.,
2007; DOE, 2009) with dissolved inorganic carbonate (DIC) levels
in the average range of 7.8–8.6 mM. Solution chemistry at this site
is believed to be typical of high-DIC groundwaters at other con-
taminated sites (Davis and Curtis, 2003).
2.2. Equilibrium systems

Two equilibrium systems are considered here, both using
groundwater measurements from the Old Rifle Site (Table 1, V.
Stucker and J. Ranville, pers. comm.). Each system requires a set
of analytical constraints (total concentration and pH) and a set of
thermodynamic constraints (equilibrium reactions with formation
constants, K).

System I represents only dissolved species, and uses the analyt-
ical constraints in Table 1. Total concentrations, not free ion con-
centrations are given for all values except pH; thus, total
dissolved U(VI) = U(VI)diss = 0.837 lM. Thermodynamic constants
for dissolved U species are given in Table 2. Additional data were
taken from the National Institute of Standard and Technology
(NIST) Reference database 46 ver. 8.0 (NIST, 2004) and the Visual
MINTEQ ver. 2.53 database (Gustafsson, 2009). Equilibrium con-
stants for the Ca(II)-triscarbonato-uranyl species, Ca2UO2ðCO3Þ03
and CaUO2ðCO3Þ2�3 , were taken from recent work by Dong and
Brooks (2006). As noted by those authors, the previous equilibrium
ata sources for Monte Carlo analysis.



Table 2
Thermodynamic constraints used in Titrator uncertainty calculations. Formation
constants written using H+, UO2þ

2 , Ca2+, Mg2+, Sr2+, Na+, K+, CO2�
3 ; SO2�

4 ; NO�3 , Cl� and
H2O as components.

Species name Log K Uncertainty (±) Source

ðUO2Þ2ðOHÞ2þ2
�5.620 0.040 Guillaumont et al. (2003)

ðUO2Þ2CO3ðOHÞ�3 �0.858 0.851 Guillaumont et al. (2003)
(UO2)2OH3+ �2.700 1.000 Guillaumont et al. (2003)

ðUO2Þ3ðCO3Þ6�6
54.000 1.000 Guillaumont et al. (2003)

ðUO2Þ3ðOHÞ2þ4
�11.900 0.300 Guillaumont et al. (2003)

ðUO2Þ3ðOHÞþ5 �15.550 0.120 Guillaumont et al. (2003)
ðUO2Þ3ðOHÞ�7 �32.200 0.800 Guillaumont et al. (2003)
(UO2)4(OH)7+ �21.900 1.000 Guillaumont et al. (2003)
Ca(NO3) (aq) �4.500 0.100 Gustafsson (2009)
Ca2UO2(CO3)3 (aq) 30.700 0.050 Dong and Brooks (2006)
CaCl+ 0.400 0.000 NIST (2004)
CaCO3 (aq) 3.220 0.070 NIST (2004)
CaHCOþ3 11.529 0.100 NIST (2004)

CaNOþ3 0.500 0.200 NIST (2004)
CaOH+ �12.700 0.100 NIST (2004)
CaSO4 (aq) 2.360 0.070 NIST (2004)

CaUO2ðCO3Þ2�3
27.180 0.060 Dong and Brooks (2006)

H2CO3
�

(aq) 16.681 0.006 NIST (2004)
HCO�3 10.329 0.009 NIST (2004)
HSO�4 1.990 0.010 NIST (2004)
KCl (aq) �0.300 0.100 NIST (2004)
KNO3 (aq) �0.190 0.080 NIST (2004)
KOH (aq) �13.757 0.100 NIST, 2004
KSO�4 0.850 0.010 NIST (2004)

Mg2CO2þ
3

3.590 0.100 NIST (2004)

MgCl+ 0.600 0.100 NIST (2004)
MgCO3 (aq) 2.920 0.070 NIST (2004)
MgHCOþ3 11.339 0.060 NIST (2004)
MgOH+ �11.417 0.030 NIST (2004)
MgSO4 (aq) 2.260 0.070 NIST (2004)
NaCl (aq) �0.300 0.000 NIST (2004)
NaCO�3 1.270 0.100 NIST (2004)
NaHCO3 (aq) 10.029 0.010 NIST (2004)
NaNO3 (aq) �0.550 0.000 NIST (2004)
NaOH (aq) �13.897 0.030 NIST (2004)
NaSO�4 0.790 0.090 NIST (2004)
OH� �13.997 0.003 NIST (2004)
SrCl+ 0.220 0.050 NIST (2004)
SrCO3 (aq) 2.810 0.000 NIST (2004)
SrHCOþ3 11.539 0.030 NIST (2004)

SrNOþ3 0.600 0.200 NIST (2004)
SrOH+ �13.177 0.100 NIST (2004)
SrSO4 (aq) 2.300 0.100 NIST (2004)

UO2ðCO3Þ2�2
16.610 0.090 Guillaumont et al. (2003)

UO2ðCO3Þ4�3
21.840 0.040 Guillaumont et al. (2003)

UO2(OH)2 (aq) �12.150 0.070 Guillaumont et al. (2003)
UO2ðOHÞ�3 �20.250 0.420 Guillaumont et al. (2003)

UO2ðOHÞ2�4
�32.400 0.680 Guillaumont et al. (2003)

UO2ðSO4Þ2�2
4.140 0.070 Guillaumont et al. (2003)

UO2Cl+ 0.170 0.020 Guillaumont et al. (2003)
UO2Cl2 (aq) �1.100 0.400 Guillaumont et al. (2003)
UO2CO3 (aq) 9.940 0.030 Guillaumont et al. (2003)
UO2NOþ3 0.300 0.150 Guillaumont et al. (2003)
UO2OH+ �5.250 0.240 Guillaumont et al. (2003)
UO2SO4 (aq) 3.150 0.020 Guillaumont et al. (2003)

UO2ðSO4Þ4�3
3.020 0.38 Guillaumont et al. (2003)

SrUO2ðCO3Þ2�3
26.860 0.040 Dong and Brooks (2006)

MgUO2ðCO3Þ2�3
26.110 0.040 Dong and Brooks (2006)

Mg2UO2(CO3)3 (aq) 28.360 0.200 Dong and Brooks (2006)

Table 3
Parameters used to determine adsorption site concentration and equilibrium
calculations. All adsorption reactions were taken from Fang et al. (2009) and assigned
a standard deviation of 0.1 for uncertainty analysis.

Particle density (kg/L) 2.75 Very strong binding sites (%) 0.01
Porosity 0.23 Strong binding sites (%) 0.1
Particle fraction < 2 mm 0.27 Weak binding sites (%) 99.89
Concentration of adsorption

sites (lmol/g < 2 mm) 16.34

Adsorption species Equilibrium data (log K)
SSOUOþ2 12.28

SOUOþ2 6.950

WOUOþ2 2.740
SSOUOOH 0.033
SOUOOH �2.120
WOUOOH �5.010
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value obtained for the neutral species by Bernhard et al. (2001) and
Kalmykov and Choppin (2000) appear mutually consistent. The va-
lue obtained for the latter Ca(II)-triscarbonato-uranyl species is
higher than that obtained by Kalmykov and Choppin (2000) and
stated to be more reliable due to the obtained formation constants
indicating the binding of Ca2+ to UO2ðCO3Þ4�3 is larger than that of
Ca2+ to CaUO2ðCO3Þ2�3 which is in agreement with the predicted
orientation in stepwise formation constants.
System II represents both dissolved and adsorbed U(VI) species.
Adsorption of U(VI) to sediment surfaces was modeled using the
‘composite sediment’ model of Curtis, Davis and co-workers (Davis
and Curtis, 2003; Kohler et al., 2004) as implemented by Fang et al.
(2009). Briefly, adsorption of U(VI) over a restricted range of pH
(near pH 7) and ionic strength is represented by a set of three sur-
face sites of varying concentrations and formation constants. WOH,
SOH and SSOH are the weak, strong and strongest sites, occurring
in a ratio of 10,000:10:1 in the sediment, as given in Table 3. Cal-
culations based on this model are consistent with observed overall
sorption constants for the Old Rifle Site (Fang et al., 2009). The la-
bile U(VI) concentration U(VI)lab, the amount of U desorbable from
soil, was estimated to be 7.81 lM by assuming 5.25 nmol U(VI) g�1

of <2 mm sediment taken from the contaminated area within the
site (Kohler et al. 2004; S. Yabusaki, pers. comm.). It was assumed
that the <2 mm sediment was 20% of the total sediment and that
this fraction was the only sediment that contained labile U(VI).
For System II, U(VI)Tot = U(VI)lab + U(VI)diss.

2.3. Uncertainty calculations

Equilibrium calculations, including derivatives and Monte Carlo
simulations, used Titrator version 3.0 (Cabaniss, 1997, 2009). DIC
was specified as total carbonate, not alkalinity, and ionic strength
corrections used the Guntelberg approximation (Stumm and Mor-
gan, 1996).

First derivatives of each calculated concentration with respect
to each constraint were calculated numerically using log concen-
trations and uncertainties,

d log C
dX

¼ log CX�Dx � log CX þ Dx
2DX

where C is the molar concentration of a species, X is the log of a con-
straint (analytical or thermodynamic) and 2Dx is the small interval
over which the derivative is calculated (Cabaniss, 1997). Here,
Dx = 0.01 log units.

For Monte Carlo simulations, each constraint was assigned a
standard deviation in log molar units, Slog M. This is related to the
relative standard deviation in measured concentration (RSDM) by
the approximate ‘rule of thumb’ RSDM = 2.303 Slog M (Harris,
2007). Thus, a standard deviation in log concentration Slog M = 0.007
corresponds to a relative error of 0.016, or 1.6% in molar concentra-
tion. The assumption of log normal analytical uncertainty thus
corresponds to a constant relative error, which corresponds
reasonably well to observation.

The Monte Carlo simulations used three different levels of uncer-
tainty in the analytical constraints (Table 4). Based on the derivative
calculations, total Ca(II), U(VI), DIC, and SO2�

4 and pH were selected
as ‘critical parameters’ for which a standard deviation was



Table 4
Critical input concentrations as defined by first-derivative analyses used in Monte Carlo simulations. All other inputs parameters are standard as listed in Table 1 (data
from DOE (2009)).

Critical
parameter

Analytical uncertainty Temporal uncertainty Spatial uncertainty

Mean
(M)

Standard deviation
(log M)

Mean
(M)

Standard deviation
(log M)

Mean
(M)

Standard deviation
(log M)

Ca2+ 6.54E�03 0.007 4.94E�03 0.096 4.74E�03 0.096

SO2�
4

8.26E�03 0.007 8.25E�03 0.017 6.32E�03 0.161

CO2�
3

8.85E�03 0.043 8.37E�03 0.083 7.82E�03 0.113

UO2þ
2

8.37E�07 0.007 5.96E�07 0.078 4.04E�07 0.326

pH 7.18 0.020 7.04 0.120 7.13 0.160

Fig. 2. Log concentrations of calculated adsorbed and dissolved U(VI) as a function
of total U(VI) in the system. Note that although the concentration of adsorbed U is a
smooth function of total U(VI), the concentration of dissolved U is not, showing a
steep ‘endpoint’ corresponding to the concentration of the strongest adsorption
sites (�3.3 lM).
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calculated at each level; standard deviations for other parameters
remained constant. Instrumental uncertainty represents laboratory
measurement uncertainty, and is thus the minimum achievable le-
vel; the instrumental uncertainties in Table 4 are based on water
quality data taken from Well B1 in 2009 (Stucker and Ranville, pers
comm.). Temporal uncertainty represents seasonal variability at a
single well, and can be thought of as the uncertainty from using a
few samples per year to represent annual concentrations. The aver-
age concentrations and temporal standard deviations were calcu-
lated using 10 years of data (1998–2008, taken from DOE, 2009)
from Well 655. Spatial uncertainty represents variability due to
the location of wells within the subsurface U plume, ignoring back-
ground areas, and can be thought of as the uncertainty due to sam-
pling a large plume in only a few sites. The average concentrations
and spatial standard deviations were calculated from wells 305,
655 and 654 data obtained in 2007 (DOE, 2009).

For the Monte Carlo simulations which include adsorption reac-
tions, concentrations for U(VI)Tot are equal to U(VI)lab = 7.81 lM
(from above) plus the soluble concentrations for each uncertainty
level listed in Table 4. Uncertainties in the total U were assumed
to be the same as in System I. Because the site concentrations
are fixed by the model (for a given sediment composition and
porosity), they were assumed to have zero uncertainty in the
Monte Carlo simulations.

Standard deviations in the log formation constants are taken
from the same source as the constants (Guillaumont et al., 2003;
NIST, 2004) when available. When standard deviations were
unavailable, including the log Ks of adsorption in Table 3, a value
of 0.1 log units was assumed. This value is at the lower end of
the range for metal–ligand formation constants, slightly larger
than most well-studied systems (e.g., NIST, 2004) but smaller than
the values estimated for more complex constants and less well-
studied systems (Turner and Sassman, 1996).

Monte Carlo simulations were performed for six scenarios
based on instrumental, temporal and spatial uncertainty, each with
and without adsorption reactions. All simulations were performed
with P = 10,000 trials because the resulting distributions are not
significantly different with more trials (Cabaniss, 1997). All scenar-
ios incorporate the given thermodynamic (log K) parameters and
uncertainties listed in Table 2 and the critical parameter concen-
trations with uncertainties listed in Table 4.

3. Results

3.1. Speciation

In both System I and System II, dissolved U(VI) speciation is
dominated by Ca-triscarbonato-uranyl species. The highest
concentration species is Ca2ðCO3Þ3UO0

2, �80% of dissolved U(VI),
while CaðCO3Þ3UO2�

2 accounts for most of the remaining 20% of
the U(VI). Uranyl ion is only �10�15.4 M, not a significant fraction
of the total U but is a key modeling parameter since U sorption,
precipitation and complexation constants are typically expressed
in terms of this concentration.

In System II, most of the total U(VI) is adsorbed, but the fraction
dissolved depends strongly on the total U(VI). At low total U(VI)
(<3 lM), dissolved U accounts for less than 1% and as little 0.01%
of the total (Fig. 2), while at total U(VI) above 4 lM the fraction dis-
solved is >10%. This dramatic change in the partitioning of U be-
tween sorbed and dissolved species is due to the ‘titration’ of
strong adsorption sites (SSOH) with UO2þ

2 , and has a significant ef-
fect on uncertainty propagation as shown below.

3.2. Uncertainty in System I

The two dominant Ca-triscarbonato-uranyl species were less
sensitive (lower derivative values) to changes in input constraints
than the free uranyl ion concentration, as expected from their
much greater stability. Analytical input constraints with the largest
effect on calculated U(VI) speciation are the system pH, DIC, and
concentrations of total Ca(II), U(VI) and (to a lesser extent) SO2�

4

(Fig. 3). The first four of these all have a direct role in the formation
of the ternary Ca-uranyl-triscarbonato species, while SO2�

4 affects
the speciation less directly by complexing Ca(II). Based on this
analysis, these five constraints were selected as critical parameters
for the Monte Carlo simulations.

Distributions of calculated species concentrations for 10,000
Monte Carlo trials at all uncertainty levels are monomodal and
approximately symmetrical, consistent with a Gaussian distribu-
tion of propagated uncertainty (Fig. 4). For each level of uncer-
tainty, calculated standard deviations for the dominant species
concentrations ðCa2UO2ðCO3Þ03 and CaUO2ðCO3Þ2�3 in Table 5) are
similar to the input uncertainty for total U(VI) (from Table 4),
indicating minimal amplification of uncertainty in the calculation.
However, the standard deviation of the free uranyl ion concentration



Fig. 3. Sensitivity (first derivative) analysis for effects of uncertainty on three key
U(VI) species concentrations for 11 analytical constraints in a dissolved-only
system. Note the major roles played by total Ca(II), total U(VI), DIC and pH.
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[UO2þ
2 ] is much higher. Extending the range of the total U(VI) to

higher and lower values (0.1–2.0 lM total U(VI)) gives the
same critical species, the same monomodal distributions and
the same elevated amplification of uncertainty for uranyl ion
concentration.
Fig. 4. Monte Carlo simulations of System I (dissolved-only), showing frequency of resul
highest uncertainty (spatial). Plots normalized for consistent heights, not areas.

Table 5
Summary statistics of distributions in Fig. 4 (System I).

Error without adsorption reactions

Species Analytical uncertainty Tempo

Mean
(log M)

Standard deviation
(log M)

Mean
(log M

UO2þ
2

�15.4 0.152 �14.9

Ca2UO2(CO3)3 (aq) �6.20 0.020 �6.39

CaUO2ðCO3Þ2�3
�6.73 0.061 �6.80
If the chief purpose of the calculation is to predict principal
species concentrations, this system is robust. However, since the
uranyl ion concentration is used in the calculation of adsorption
and precipitation, the substantial amplification of uncertainty
(the output uncertainty in log [UO2þ

2 ] is more than double the log
U(VI)Tot input uncertainty) may be problematic.
3.3. Uncertainty in System II

First derivative calculations using 8.65 lM total U(VI) are some-
what similar to System I with the addition of significant sensitivity
to strong (SOH) and very strong (SSOH) surface site concentrations.
The pH, DIC and total concentrations of Ca and U(VI) have the larg-
est effects, although the magnitude of these derivatives is smaller
than in System I (compare Figs. 3 and 5). One notable difference
is the sensitivity of the Ca-triscarbonato-uranyl species concentra-
tions to DIC and pH, which is much greater than in System I. The
SOH and SSOH concentrations also have important effects,
although the system is not very sensitive to WOH concentration.

Monte Carlo simulations of System II with 8.65 lM total U(VI)
show Gaussian distributions of calculated concentrations at the
t versus log concentration. Top row is lowest uncertainty (analytical), bottom row is

ral uncertainty Spatial uncertainty

)
Standard deviation
(log M)

Mean
(log M)

Standard deviation
(log M)

0.501 �15.3 0.723

0.088 �6.55 0.328
0.113 �6.98 0.338



Fig. 5. Sensitivity (first derivative) analysis for effects of uncertainty on U(VI)
species concentrations for 14 analytical constraints in dissolved-solid partitioning
system. Note the major roles played by total Ca(II), total U(VI), DIC and pH and the
relatively modest effect of total surface sites (SSOH and SOH) under these
conditions of high total U(VI).

2024 J.J. Leavitt et al. / Applied Geochemistry 26 (2011) 2019–2026
lower levels of uncertainty (analytical uncertainty and temporal
variation). However, at the highest level of uncertainty represented
by spatial conditions specified in Table 4, asymmetric bimodal dis-
tributions are apparent (Fig. 6). With high uncertainty inputs, the
Fig. 6. Monte Carlo simulations of System II (dissolved and adsorbed) with 8.65 lM to
uncertainty (analytical), bottom row is highest uncertainty (spatial). Note the asymmetri
species. Plots normalized for consistent heights, not areas.

Table 6
Summary statistics of distributions in Fig. 6 (System II, 8.65 lM total U(VI)).

Adsorption reaction statistics

Species Analytical uncertainty Temporal un

Mean
(log M)

Standard deviation
(log M)

Mean
(log M)

UO2þ
2

�14.9 0.091 �14.6

Ca2UO2(CO3)3 (aq) �5.72 0.085 �6.18

CaUO2ðCO3Þ2�3
�6.23 0.098 �6.59

SSOUOþ2 �5.48 0.000 �5.48

SOUOþ2 �5.68 0.091 �5.52
standard deviation in log concentration of calculated U(VI) species
is 4 times the log standard deviation in U(VI)Tot (Table 6).

Unlike the System I simulations, varying total U(VI) concentra-
tion in calculations with adsorption has a pronounced effect on
both the shape of the output distributions and the uncertainty
amplification. At lower U(VI)Tot concentrations, output distribu-
tions of U(VI) are highly non-Gaussian and uncertainty amplifica-
tion is larger. As an example, Fig. 7 presents distributions from
System II simulations with U(VI)Tot = 3.50 lM, corresponding to
an uncontaminated portion of the Old Rifle site. Output distribu-
tions are bi-modal for all but the lowest (instrumental) uncertainty
levels in Table 4, and the uncertainties are significantly amplified
for all dominant species except SSOUOþ2 and for aquo UO2þ

2 (Table
7). Under these conditions of lower U(VI)Tot and higher uncertainty
in analytical constraints, the equilibrium calculation cannot be
considered robust.

The source of the asymmetrical, bimodal distributions and the
concomitant amplification of uncertainty is the relationship
between the total U(VI) concentration and the abundance of the
strongest binding sites. Although the surface complexation model
represents adsorbed U in a smooth fashion, the total dissolved U
(sum of all dissolved species concentrations) has a steep slope near
tal U(VI) showing frequency of result versus log concentration. Top row is lowest
cal distributions at the highest uncertainty level and the consistency of the SSOUOþ2

certainty Spatial uncertainty

Standard deviation
(log M)

Mean
(log M)

Standard deviation
(log M)

0.268 �15.2 1.33

0.346 �6.52 1.35
0.325 �6.94 1.35

0.000 �5.50 0.066
0.171 �6.01 1.26



Table 7
Summary statistics of distributions in Fig. 7 (System II, 3.50 lM total U(VI)).

Low uranium concentration and adsorption reaction statistics

Species Analytical uncertainty Temporal uncertainty Spatial uncertainty

Mean (log M) Standard deviation
(log M)

Mean (log M) Standard deviation
(log M)

Mean (log M) Standard deviation
(log M)

UO2þ
2

�16.4 0.134 �16.5 1.16 �16.9 1.89

Ca2UO2(CO3)3 (aq) �7.12 0.138 �8.07 1.20 �8.23 1.92

CaUO2ðCO3Þ2�3
�7.64 0.146 �8.48 1.20 �8.66 1.92

SSOUOþ2 �5.49 0.000 �5.50 0.04 �5.60 0.18

SOUOþ2 �7.05 0.136 �7.38 1.15 �7.67 1.86

Fig. 7. Monte Carlo simulations of System II (dissolved and adsorbed) with 3.50 lM total U(VI) showing frequency of result versus log concentration. Top row is lowest
uncertainty (analytical), bottom row is highest uncertainty (spatial). Note the pronounced bimodal distributions at the higher uncertainty levels. Plots normalized for
consistent heights, not areas.
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3.3 lM total U(VI) concentration, corresponding to the concentra-
tion of the strongest binding sites (Fig. 2).
4. Conclusions and recommendations

Uncertainty propagation is straightforward in calculations of
dissolved speciation only, but more problematic when adsorption
is considered. In the former case, and at low levels of uncertainty
and high total U(VI), calculated species concentrations have Gauss-
ian output distributions and modest uncertainty amplification. In
systems including adsorption reactions with higher levels of uncer-
tainty and/or lower total U(VI), distributions of calculated concen-
trations are often bimodal and amplification of uncertainty is
significant. These behaviors are related to a steep slope or ‘end-
point’ behavior in dissolved U(VI) due to the filling of all the strong
adsorption sites. Since the bimodal distributions represent system
instability with respect to uncertain inputs, the adsorption model
may be unreliable when used under these conditions. Users should
avoid predicting solid-dissolved partitioning of U(VI) based upon
this sorption model at lower total U concentrations (<4 lM) and
levels of uncertainty corresponding to spatial and temporal
variability of the system. On the other hand, predictions of U(VI)
speciation in the contaminant ‘plume’ appear to be robust, as are
dissolved-phase calculations at all U levels.
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[1] The passive flux meter (PFM) measures local cumulative water and contaminant fluxes
at an observation well. Conditional stochastic simulation accounting for both spatial
correlation and data skewness is introduced to interpret passive flux meter observations in
terms of probability distributions of discharges across control planes (transects) of wells. An
estimator of the effective number of independent data is defined and applied in the
development of two significantly simpler approximate methods for estimating discharge
distributions. One method uses a transformation of the t statistic to account for data
skewness and the other method is closely related to the classic bootstrap. The approaches
are demonstrated with passive flux meter data from two field sites (a trichloroethylene
[TCE] plume at Ft. Lewis, WA, and a uranium plume at Rifle, CO). All methods require
that the flux heterogeneity is sufficiently represented by the data and maximum differences
in discharge quantile estimates between methods are �7%.

Citation: Klammler, H., et al. (2012), Contaminant discharge and uncertainty estimates from passive flux meter measurements, Water
Resour. Res., 48, W02512, doi:10.1029/2011WR010535.

1. Introduction
[2] Subsurface contaminants are a well-known threat to

groundwater at source locations and as contaminant plumes
that may emerge. Identification, monitoring, risk assess-
ment (including transport modeling), and the design of
remediation strategies are fundamental engineering tasks
related to this problem. Over the past decades these tasks
and have received significant research efforts from the the-
oretical to the field level [U.S. Environmental Protection
Agency (EPA), 1998, 2004; Einarson and Mackay, 2001;
Rao et al., 2002; Stroo et al., 2003]. Historically, estimates
of contaminant source mass remaining and/or contaminant
concentration in a plume have been used to characterize
contaminated sites. However, more recently, contaminant
mass discharge from a source zone at a given control plane
(transect) has been recognized as more useful, since it

directly quantifies the contaminant mass released from a
source per unit time, which may impact a potential receptor
[Einarson and Mackay, 2001; Interstate Technology and
Regulatory Council (ITRC), 2010].

[3] Current field measurements supporting estimation of
contaminant mass discharge employ one of three basic
approaches: integral pump tests (IPT) [Teutsch et al.,
2000; Bockelmann et al., 2001, 2003], multilevel sampling
(MLS) [Borden et al., 1997; Einarson and Mackay, 2001],
and passive flux meter measurements (PFM) [Hatfield
et al., 2004; Annable et al., 2005]. IPT uses inverse model-
ing on monitored contaminant concentrations at one or
more pumping wells. This approach has the advantage of
interrogating a large and continuous portion of the aquifer;
however, it requires prior knowledge (or separate measure-
ment/assumption) of certain aquifer properties. In addition,
significant alterations of groundwater flow and contaminant
transport regimes are induced, such that contaminated
groundwater is often extracted for surface disposal. MLS
uses separate measurements of local contaminant concen-
trations, hydraulic conductivities, and the hydraulic gradi-
ent at a control plane. Estimates of contaminant mass
discharges require spatial interpolation of concentrations
and conductivities as well as assumptions about the hydrau-
lic gradient for the calculation and summation of local
mass fluxes. While these are potential sources of uncer-
tainty, less hydrogeological knowledge or assumptions are
required than for IPT and the natural flow field remains
practically undisturbed. The PFM provide direct measure-
ments of local cumulative (i.e., time integrated or averaged)
contaminant mass fluxes as depth profiles along monitoring
wells, without necessarily requiring hydraulic conductivity
and gradient data. Besides inherent measurement errors in
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local fluxes, spatial interpolation of fluxes over unsampled
portions of a transect is the main source of uncertainty in
PFM-based mass discharges estimates.

[4] None of the above approaches are capable of deliver-
ing error-free estimates of mass discharges. As a result,
Jarsjö et al. [2005] perform uncertainty analysis for an
IPT, while Li et al. [2007], Schwede and Cirpka [2010],
Troldborg et al. [2010], and Cai et al. [2011] use geostatis-
tical conditional stochastic simulation approaches for quan-
tification of uncertainty in mass discharge estimates from
MLS measurements. To reduce estimation uncertainty, Li
and Abriola [2009] present a multistage and multicriteria
strategy for multilevel sampling. Comparative theoretical
and field studies of different methods are available by
Kübert and Finkel [2006], Herold et al. [2008], Goltz et al.
[2009], and Belland-Pelletier et al. [2011]. Taken together,
these studies recommend pump test methods in highly het-
erogeneous settings where ‘‘point’’ sample methods suffer
from large interpolation uncertainties, and identify PFM
measurements as less error prone than MLS methods. The
latter is related to the fact that PFMs directly measure local
mass fluxes along continuous vertical sampling lines rather
than concentrations (to be multiplied by collocated and
simultaneously measured or estimated water fluxes) at a fi-
nite number of MLS points.

[5] The objective of the present study is to investigate
methods for estimating probability distributions of water
and contaminant mass discharges from PFM measure-
ments. If the empirical distribution of the sampled PFM
fluxes is representative of the transect (i.e., if it accurately
indicates the frequency of occurrence of each sampled and
unsampled flux value in the transect), then the arithmetic
sample mean gives an unbiased estimate of the spatial
mean of all fluxes in the transect. In the presence of irregu-
lar sampling patterns, this representativeness can be
achieved by application of a declustering technique [Goo-
vaerts, 1997], which assigns smaller weights to more
closely spaced data (‘‘clusters’’) and larger weights to more
largely spaced data; hence, the name ‘‘declustering.’’ Clas-
sical and bootstrap statistics provide tools for quantifying
uncertainty about mean estimates of sample data; however,
the inherent assumption of independent and identically dis-
tributed (i.i.d.) data is commonly violated by the presence
of spatial correlation [Journel, 1994] between observed
fluxes.

[6] In contrast, the principles of kriging are founded on
correlated random variables. However, the definition of
probability distributions for estimation errors requires ei-
ther the assumption of mulitvariate Gaussianity [Goovaerts,
1997] or data transformations, e.g., indicator kriging or as
in the work of Kitanidis and Shen [1996]. The typically
large ranges of variability (e.g., coefficients of variation
near or above one) of contaminant mass fluxes, in combina-
tion with the physical requirement of non-negativity, lead
to strong deviations from Gaussianity characterized by pos-
itive skewnesses. Data transformations required to obtain
Gaussian distributions are necessarily nonlinear leading to
biased estimates of mean transect fluxes when back-trans-
formed after averaging. Methods to determine probability
distributions of mean transect fluxes in the presence of
irregular sampling patterns, spatial correlation, and non-
Gaussianity are limited. Geostatistics offers the conditional

stochastic simulation approaches cited above as well as a
method using resampling from conditional stochastic simu-
lation [Journel, 1994]. Moreover, Zhu and Morgan [2004]
and Chen and Shao [1999] apply the block bootstrap
method for inference of distributions of spatial means in
the case of data correlation. However, no explicit guide-
lines for the choice of bootstrap block size and shape in de-
pendence of sample number, pattern (especially irregular
and sparse patterns), and correlation structure are presently
available, neither may the actual shape and size of the tran-
sect be accounted for.

[7] Here we present and demonstrate a conditional sto-
chastic simulation approach and two simpler approximate
methods for determining probability distributions of con-
taminant mass discharges from PFM field data. Section 2
focuses on stochastic simulation: section 2.1 uses the
unconditional stochastic simulation paradigm to introduce
the concepts of randomization and ordinary block kriging
as well as fundamental assumptions and the required varia-
bles. This includes the derivation of a so-called ‘‘weighted
data dispersion variance.’’ Section 2.2 is a step-by-step out-
line of the conditional simulation approach taken in the
case studies and emphasizes guidelines for reliable vario-
gram inference as well as for the validation of results. A pa-
rameter termed ‘‘missing variance’’ ��2 [-] is proposed to
quantify the representativeness of PFM flux data with
respect to local flux heterogeneity over a transect. Section 3
is dedicated to the introduction and discussion of an ‘‘effec-
tive number of independent data’’ ne [-], which forms the
basis for the development of the two approximate methods
in section 4. These approximate methods avoid performing
stochastic simulation and may represent more practical
tools for field engineers. Field data from a TCE plume at
Ft. Lewis, WA, and from a uranium plume at Rifle, CO, are
used in section 5 for demonstration and a discussion of the
results including a validation of the approximate methods
against conditional stochastic simulation. Also, an example
of how to quantify expected benefits in terms of uncertainty
reduction due to additional PFM sampling is presented.
Finally, section 6 contains an evaluation of the assumptions
initially taken based on the case study results.

2. Stochastic Simulation Approach
2.1. Fundamental Concepts, Assumptions, and
Variables

[8] Without actually generating any realizations, we use
the unconditional stochastic simulation (Monte Carlo) para-
digm in section 2.1 to review the concepts of randomiza-
tion and ordinary block kriging as well as to define the
fundamental assumptions and variables required. An exam-
ple of a geometrical setup of the problem at hand is illus-
trated in Figure 1. The goal is to estimate the probability
distribution of mass discharge Q [M/T] across a rectangular
transect T containing n [-] local (‘‘quasi-point’’) PFM
measurements qiPFM (i ¼ 1, 2, . . ., n) [M/(L2T)] of mass
fluxes along observations wells. Hereby, it is assumed that
qiPFM are error-free. Unconditional stochastic simulation
can deliver realizations q(u) of a random function (or sto-
chastic process) representing possible spatial distributions
of local fluxes q at locations described by coordinate vector
u inside a transect. The unconditional realizations are
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interpreted as (partially) unknown scenarios of the real
world with an equal likelihood of occurrence, where one
single realization is assumed to perfectly match the real-
world situation. The problem is that this single realization
may not be identified and the outcomes of different realiza-
tions are used to make probabilistic statements about the
unknown real-world situation. The constraints typically
imposed in unconditional stochastic simulation are those of
a given point or univariate distribution pdf(q) and a particu-
lar spatial correlation structure (variogram �[h] or covari-
ance function C[h], where h is a spatial separation vector).
Up to second order, pdf(q) is defined by its mean �0 and
variance �2

0 ¼ Cð0Þ, where the random function q is called
second order stationary, if �0 and C(h) are location inde-
pendent. Not considered in the present work are determinis-
tic trend functions that may be combined with random
function q(u) ; nor do we consider uncertainties in the type
and parameters of C(h). For the remainder of section 2.1
C(h) does not have to be specified, while it is inferred from
sample data qiPFM for each practical example presented
below. In cases where the spatial variance in q increases
continuously with the size of the domain investigated, such
that process variance �2

0 and, hence, covariance function
C(h) are not defined, the variogram �(h) and the intrinsic
hypothesis (i.e., stationarity of the increments [Journel and
Huijbregts, 1978]) may still be used in what follows.

[9] Each unconditional realization may be fictitiously
sampled for fluxes qi [M/(L2T)] at the n locations of actual
PFM field measurements qiPFM and a discharge may be
estimated. Similarly, a respective true discharge Q across
the transect may be computed for each unconditional real-
ization resulting in a specific estimation error (i.e., esti-
mated minus true value) per realization. Over many
unconditional realizations the estimation errors form a dis-
tribution, which may be used as a performance (uncer-
tainty) metric of the discharge estimate adopted. In what
follows, rather than working with discharge Q over transect
T of known size A [L2], the mean transect flux qT ¼ Q/A
[M/(L2T)] over T will be used as the magnitude to be esti-
mated. Thus, for each unconditional realization, a value of
qT may be computed by

qT ¼ 1

A

Z
T

qðuÞdu; (1)

which follows a probability distribution of variance �2
qT

given by [Journel and Huijbregts, 1978]

�2
qT
¼ 1

A2

Z
T

Z
T

Cðu� vÞdu dv; (2)

where v is a coordinate vector analogous to u. Note that
equation (2) is nothing but the average value of C(h) over
all possible pairs of locations within T. In the same way as
for qT, the fictitiously sampled fluxes qi of each uncondi-
tional realization are used to compute estimates q of qT

through the linear operator

q ¼
Xn

i¼1

�iqi; (3)

where in the present work �i are taken to be the ordinary
block kriging weights [Journel and Huijbregts, 1978;
Goovaerts, 1997; Kitanidis, 1997]. Moreover, the ensem-
ble variance �2

q of q is known to be

�2
q ¼

Xn

i¼1

Xn

j¼1

�i�jCðui � ujÞ; (4)

which, in analogy to equation (2), is nothing but the
weighted average of C(h) over all possible pairs of sam-
pling locations ui and uj. Finally, the covariance �2

qqT

between qT and q results as

�2
qqT
¼ 1

A

Xn

i¼1

�i

Z
T

Cðui � vÞdv; (5)

which represents the weighted average of C(h) over all pos-
sible combinations of one sampling location ui and a loca-
tion v in T. With this, over many unconditional realizations,
the random estimation error e ¼ q � qT possesses an en-
semble mean value of zero (unbiasedness) and an ensemble
variance �2

e of

�2
e ¼ �2

q þ �2
qT
� 2�2

qqT
; (6)

which is obtained as the variance of the difference of two
correlated random variables qT and q. Using ordinary block

Figure 1. PFM sampling locations over transect at Ft. Lewis, WA.
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kriging weights in equation (3) assures that �2
e is a mini-

mum under the constraint that
Pn
i¼1
�i ¼ 1. The denomination

‘‘ordinary kriging’’ (versus ‘‘simple kriging,’’ for example)

refers to the fact that
Pn
i¼1
�i ¼ 1 is used to impose unbiased-

ness, such that the mean �0 of pdf(q) of the stochastic pro-
cess does not appear in the estimator (equation (3)). In turn,
‘‘block kriging’’ (versus ‘‘point kriging,’’ for example) indi-
cates that the estimated variable qT is defined as a spatial
average over a domain T (‘‘block’’ in traditional mining
language) rather than at a single point.

[10] In addition to evaluating the estimator in equation
(3) for each unconditional realization, one may also com-
pute a respective spatial variance s2 of the weighted histo-
gram of the (fictitiously) measured local fluxes qi in each
realization. Hereby, �i are to be interpreted as declustering
weights [Journel and Huijbregts, 1978; Goovaerts, 1997]
used to estimate the frequency or probability of occurrence
of each value qi over the transect (rather than over the sam-
pling locations), such that

s2 ¼
Xn

i¼1

�iðqi � qÞ2: (7)

[11] The mean of s2 over many unconditional realiza-
tions is called the ‘‘weighted data dispersion variance’’ �2

D�
equal to

�2
D� ¼ �2

0 � �2
q; (8)

as derived in the appendix and with �2
q from equation (4).

For generating unconditional realizations it is important
that �2

D� be close to �2
0, such that the variability of the

underlying process is well represented by the data. In the
same way, an unweighted dispersion variance of local
fluxes over the transect may be defined as [Journel and
Huijbregts, 1978]

�2
DT ¼ �2

0 � �2
qT
; (9)

with �2
qT

from equation (2). Thus, �2
DT is the mean variance

of local fluxes (i.e., dispersion) inside transect T taken over
many unconditional realizations. Note that the difference
between equations (2) and (9) is that �2

qT
is the ensemble

(i.e., over many realizations) variance of a spatial mean,
while �2

DT is the ensemble mean of a spatial variance; the
sum of both is equal to �2

0. Analogous observations apply
to �2

q and �2
D�. Equations (6), (8), and (9) exist under the

intrinsic hypothesis and respective expressions in terms
of the variogram are obtained by simply substituting –�(h)
for C(h) and, consequently, zero for �2

0 [Journel and
Huijbregts, 1978].

2.2. Conditional Simulation for Discharge Estimation

[12] As mentioned in the introduction (section 1), differ-
ent conditional simulation approaches have recently been
applied for contaminant discharge estimation. Conditional

simulation differs from unconditional simulation in that all
conditional realizations honor (reproduce) the measured
data values at their locations. Moreover, for the conditional
simulation near PFM sampling locations it is sufficient that
�2

D� is close to �2
DT (equations (8) and (9)). This is a less

restrictive condition than for unconditional simulation,
since �2

DT < �2
0 (spatial data dispersion grows with domain

size), and a dimensionless parameter ��2 termed ‘‘missing
variance’’ is defined here as

��2 ¼ �
2
DT � �2

D�

�2
DT

: (10)

[13] This magnitude quantifies the relative portion of
variability contained in the domain of interest T, which
is not actually described by the available data after declus-
tering. A graphical illustration of all steps involved in the
conditional simulation approach is given in Figure 2 with
further descriptions given here:

2.2.1. Variogram Analysis of Raw Data qiPFM (Step A)
[14] Figure 1 shows an example of a rectangular transect

with monitoring wells and PFM flux measurement intervals
(typically �30 cm in length), indicated by dots at the center
of each interval. For each dot, spatial coordinates and an
observed value of qiPFM are available for the generation of
an experimental variogram and structural analysis [Journel
and Huijbregts, 1978] to obtain a first estimate of the spa-
tial covariance function C(h). The experimental variogram
points for shorter lag distances jhj are typically better
defined (based on more data pairs) and contain more impor-
tant information for spatial interpolation (simulation). As a
consequence, a good variogram fit near the origin is consid-
ered more valuable than at larger lag distances [Kitanidis,
1997].

2.2.2. Data Declustering Using Ordinary Block
Kriging Weights (Step B)

[15] In the present work, the transect is identical to the
simulation domain and it is roughly defined as extending
one half-well separation distance beyond the lateral-most
wells in the horizontal direction and from the bottom of the
bottom-most to the top of the top-most PFM sampling
interval. To achieve a representative flux distribution over
the transect from irregularly spaced data, declustering is
required. In the present work, the ordinary block kriging
weights �i from equation (3) are used for this purpose
[Journel and Huijbregts, 1978] as they accommodate the
spatial arrangement of the sampling locations, the spatial
correlation structure, as well as the position and size of the
transect. The declustered data histogram is denoted by
pdf�(qiPFM) to indicate that the declustered frequency of
occurrence of local flux qiPFM is equal to �i rather than 1/n.

2.2.3. Conversion to Gaussianity Through Normal
Score Transformation (Step C)

[16] Because of typically skewed data distributions, this
step is required in order to take advantage of the properties
of Gaussianity and to allow for using a relatively simple
algorithm for the generation of Gaussian realizations.
Theoretically, Gaussianity has to be achieved for the joint
distribution of the random function at all locations (multi-
Gaussianity), however, as a consequence of generally
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limited amounts of data for verification, we limit our atten-
tion to univariate Gaussianity (i.e., the transformation of
pdf�[qiPFM] to a normal distribution). The present work uses
normal score transformation [Goovaerts, 1997], which is a
numerical technique using a piecewise linear transformation
function to achieve Gaussianity. In other words, the declus-
tered data histogram is converted to a standard normally dis-
tributed histogram (zero mean and unit variance) by simply
mapping respective quantiles onto each other. This is, if all
measured fluxes qiPFM are arranged in ascending order, then
flux qjPFM corresponds to a weighted cumulative distribution

function value cdf�(qjPFM) � �j

2 þ
Pj�1

i¼1
�i [Goovaerts, 1997],

and the respective quantile of the normal distribution yields
the normal score transform qins of qiPFM. Thus, a correspon-
dence table between qiPFM and qins is constructed.

2.2.4. Variogram Analysis of Normal Score Data qins

(Step D)
[17] In the same way as under step A, variogram analysis

is performed on qins to fit a respective covariance function
Cns(h). Because step C converts the declustered data into

Figure 2. Flowchart for conditional simulation approach (section 2.2) and approximate methods
(section 4).
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a standard normal distribution of unit variance, Cns(h) is fit-
ted, such that the declustered normal score dispersion
variance �2

D�ns, obtained from equations (4) and (8) with
Cns(h) instead of C(h), is �1. This helps in assuring that
Cns(h) is compatible with the conditioning data and that the
simulated normal scores over the transect are close to
standard normally distributed. The latter is required, such
that pdf�(qiPFM), which was particularly determined for the
transect, is reproduced by the conditional simulation output
after back-transformation in step H.

2.2.5. Joint Variogram Analysis of Raw Data and
Normal Scores With Adjustment of C(h) to Meet
Weighted Data Dispersion Variance (Step E)

[18] Distributions of contaminant fluxes are typically
positively skewed with many small data values and few
very large ones. It is well known (and because of the squar-
ing of flux differences involved) that the experimental var-
iogram of the raw data is quite sensitive to large values,
which may complicate a reliable fitting of C(h) through
step A. More robust measures of dispersion (avoiding squar-
ing) or variogram analysis on transformed data (avoiding
large values, but preserving ranks) do not affect the spatial
correlation features along the lag distance axis [Deutsch
and Journel, 1992], and may thus be used to assist with
inferring spatial correlation lengths. This also applies to nor-
mal score data [Chiles and Delfiner, 1999] as obtained from
step C and as such, we perform a joint modeling of C(h)
and Cns(h) to assure that they have the same correlation
lengths. Moreover, given the declustered PFM flux histo-
gram pdf�(qiPFM), its variance s2

PFM is obtained by equations
(3) and (7) with qiPFM instead of qi, and s2

PFM is used as an
estimator of its ensemble mean �2

D� [Journel and Huij-
grebts, 1978] to further improve the fit of C(h). In other
words, C(h) is modified (e.g., through adjusting horizontal
and vertical variogram sills), such that �2

D� from equation
(8) is approximately equal to s2

PFM. A convenient property
of this approach is that a scaling of the variance axis of C(h)
does not affect �i and, consequently, s2

PFM at all. Because of
the normal score transformation, Cns(h) is also relatively ro-
bust with respect to changes in �i through range adjustments
and a single manual iteration for fitting of C(h) is performed
in this work. Overall, as apparent from Figure 2, C(h) is
determined based on three sources of information: the ex-
perimental variogram of raw data qiPFM for variogram fit-
ting near the origin, the weighted data dispersion variance
�2

D� estimated by s2
PFM to adjust scaling on the variance

axis, and the correlation length(s) of the normal score vario-
gram to adjust scaling along the distance axis.

2.2.6. Check for Representative Flux Sampling (Step F)
[19] The ‘‘missing variance’’ ��2 from equation (10)

can be computed prior to any conditional simulation and
elevated values may indicate that local flux heterogeneity
pdf(q) over the transect is not sufficiently represented by
the data collected. If this is the case, it may still be reasona-
ble to quantify discharge and uncertainty in terms of an
error variance �2

e without, however, being able to make
reliable statements about the exact distribution of the esti-
mation error (by any method considered herein). To over-
come this limitation, additional PFM measurements or
alternative approaches including complementary data, such

as contaminant concentrations, hydraulic head, and/or
conductivities [Schwede and Cirpka, 2010; Troldborg
et al., 2010] may be required. While further investigation is
needed to see whether a maximum admissible value for
��2 may be defined, the case studies in section 5 indicate
that ��2 smaller than �5% leads to satisfactory results for
discharge distributions.

2.2.7. Conditional Simulation Using qins and Cns(h)
(Step G)

[20] LU decomposition (lower-upper triangle or also
known as Cholesky decomposition) [Goovaerts, 1997] is
chosen as a fast algorithm for multi-Gaussian conditional
simulation of up to several thousand grid points. It pos-
sesses the advantage that all data and grid locations are
considered simultaneously as a whole, rather than as little
portions inside local neighborhoods. This avoids approxi-
mation errors, which may deteriorate the simulation per-
formance in terms of histogram or variogram reproduction.

2.2.8. Back-Transformation and Spatial Averaging
(Step H)

[21] The resulting conditional realizations of normal
scores are back-transformed into fluxes by the inverse of
the transformation in step C, which is quantile matching
(with linear interpolation) in the inverse direction. At the
tails, i.e., outside of the range of qiPFM measured, extrapola-
tion models have to be chosen (‘‘distributional extrapola-
tion’’). It was found, however, that with sufficiently dense
PFM sampling, enough data is available, such that this
choice does not influence results (i.e., the missing variance
��2 and consequent probability of simulating local flux
values outside the range of measured fluxes are sufficiently
small). Hence, the lower tail is linearly extrapolated to
zero, which is generally equal to the minimum data value if
transects span entire plumes, while the upper tail is limited
to the maximum data value. Given the conditionally simu-
lated fluxes at all grid points, spatial averaging is per-
formed on each realization to obtain conditionally
simulated values of transect average fluxes q

ðjÞ
Tc (by using a

discrete form of equation (1)). The additional subscript ‘‘c’’
indicates that qT is conditioned to measured fluxes and the
index ‘‘j’’ denotes the number of the realization that qTc

corresponds to. Knowing that a total number N (i.e., j ¼ 1,
2, . . ., N) of conditional realizations are generated, a dis-
crete approximation of the conditional cumulative distribu-
tion function cdf(qTc) may be obtained. The latter is
regarded as the probability distribution of the unknown
transect average flux qT in the field [Goovaerts, 1997]. The
ensemble mean qTc of cdf(qTc) approximated by

qTc ¼
1

N

XN

j¼1

qðjÞTc ; (11)

is used as a conditional simulation based estimate of the
true qT, while the respective estimation error variance is
given by

�2
ec ¼

1

N

XN

j¼1

�
qðjÞTc � qTc

�2
: (12)

[22] In the present work, N ¼ 1000 conditional realiza-
tions are used, which results in insignificant uncertainty
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(because of a finite number of realizations) in equations
(11) and (12) as well as in cdf(qTc) over the principal range
of interest (i.e., approximately between 0.01 and 0.99 quan-
tiles). Once cdf(qTc) is known, a multiplication of quantiles
by transect area A produces the cdf of transect discharge Q
as cdf(Q) ¼ cdf(AqTc).

2.2.9. Validation of Results (Step I)
[23] As a consequence of good histogram reproduction,

qTc from equation (11) should be in good agreement with
the mean of pdf�(qiPFM). By step B, the mean of
pdf�(qiPFM) is again equal to the ordinary block kriging
estimate qPFM obtained from equation (3) with actual sam-
ple values of qiPFM. Furthermore, Gaussian conditional
simulation algorithms are based on the properties of simple
kriging [Goovaerts, 1997]. It is known that these properties
are well approximated by those of ordinary kriging, if a
sufficient amount of data is available within the domain of
interest (i.e., small ��2 [Emery, 2007]). Thus, the error
variance �2

ec from equation (12) should be in good agree-
ment with �2

e from equation (6). Note that both variances
are independent of higher order moments (e.g., distribution
skewness of pdf[qiPFM]) and that issues related to condi-
tional bias (i.e., overestimation of variance in areas of low
variability and underestimation of variance in areas of high
variability) do not arise in the present situation. This is
because estimation is over the whole transect encompassing
all data and both high and low variability zones. Thus, as
indicated by Figure 2, the output of the conditional simula-
tion method may be validated to some degree by verifying
qPFM � qTc and �2

e � �2
ec. Significant discrepancies may

indicate errors in the implementation of the conditional
simulation routine or the possibility of improvements in
variogram fits (within the requirements of steps A, D, and
E). If none of the above is the case, then a conditional sim-
ulation approach based on transformation of a multi-Gaus-
sian field may be inadequate for the data at hand.

3. Effective Number of Independent Data ne

3.1. Purpose, Definition, and Basic Properties

[24] The implementation of the conditional simulation
approach of step G may not be a straightforward task for
practitioners. In an effort to offer simpler alternatives,
which closely approximate well-calibrated conditional sim-
ulation results (i.e., successfully validated in step I), an
effective number of independent data ne is defined and pro-
posed for use with two estimation methods from classic in-
dependent and identically distributed (i.i.d.) statistics. The
parameter ne contains information about the transect and
sampling geometries as well as of the spatial correlation
structure. Similar to Kitanidis [1997, p. 157], Deutsch
[2004], or Klammler et al. [2011] it is defined by

ne ¼ �
2
D�

�2
e

; (13)

where �2
e is the ordinary block kriging variance of equation

(6) and �2
D� is the weighted data dispersion variance of

equation (8). In analogy to classical statistics of uncorre-
lated data, ne acts as a proportionality factor between the
variance of observed data (�2

D� or its estimator s2
PFM, see

the appendix) and the variance of a mean estimate (�2
e).

This means that the ratio in equation (13) between the spa-
tial variance of the n correlated flux data and the ensemble
variance of the error of the transect mean estimate is equal
to the ratio of the variance of ne hypothetical data values
(which are statistically independent) and the variance of
their mean estimate (compare ‘‘standard error equation’’
from i.i.d. statistics). Thus, in terms of the error variance of
a mean estimate, n correlated data achieve the same var-
iance reduction as ne uncorrelated data. It may be observed
that the effective number of independent data ne is unaf-
fected by the scaling of C(h) along the variance axis, since
both �2

D� and �2
e are scaled by the same factor. Further-

more, in the same way as �2
D� and �2

e , ne exists under the
intrinsic hypothesis and can range from zero to infinity.
That is, ne ¼ 0 is obtained for a single-point sample leading
to the trivial case of �2

D� ¼ 0, while ne ! 1 is obtained
when the entire transect is sampled. The latter corresponds
to complete sampling of a finite population in classical sta-
tistics, where uncertainty is totally removed. Intuitively
speaking, in the range ne < n, redundancy between nearby
sampling locations prevails, while for ne > n the favorable
effect of correlation between sampled and unsampled loca-
tions is predominant, which decreases the interpolation
uncertainty between monitoring wells.

3.2. Properties of ne Related to PFM
Discharge Estimation

[25] From above, it may be understood that ne acts as a
kind of effective parameter quantifying the efficiency of a
sampling pattern in terms of variance reduction between
data dispersion (observed flux heterogeneity) and estima-
tion error of the spatial mean. In order to analyze some gen-
eral aspects related to ne and PFM discharge estimation,
section 3.2 assumes regularly spaced monitoring wells
along a rectangular transect with a constant number of 10
vertical PFM sampling intervals. Evaluating equations (2),
(4), and (5) for the computation of ne generally requires nu-
merical methods [Journel and Huijbregts, 1978] and direct
statements about the quantitative behavior of ne for practi-
cal purposes are difficult to make. For this reason, Figure 3
(bold continuous lines) shows a normalized representation
of the order of magnitude of ne as a function of the number
of PFM wells nw [-], horizontal and vertical correlations
lengths ah and av [L], as well as transect width X [L] (x
direction) and depth Y [L] (y direction). The spherical co-
variance model [Goovaerts, 1997] is used for C(h) and inte-
gration is performed on discretized transects of 10 � 200
(depth per width) rectangular cells. This implies that each
PFM well corresponds to a grid column and the sampling
over depth is exhaustive as it is typical for PFM measure-
ments (every cell in a PFM grid column is considered
‘‘sampled’’ corresponding to a PFM sampling interval).
Each chart in Figure 3 corresponds to a particular value of
avX/(ahY) representing the aspect ratio of the transect after
scaling to isotropic correlation length. In Figure 3f av ¼ 1,
which reduces the problem to one-dimension in the x direc-
tion and, hence, ah/X is used for the abscissa as opposed to
av/Y in Figures 3a–3e. For ah ¼1, in contrast, the problem
is reduced to the y direction, which is entirely sampled, thus
leading to �2

e ¼ 0 and ne ¼ 1 (no uncertainty left). Both
cases correspond to zonal anisotropies [Goovaerts, 1997]
and may be relevant for PFM applications. The former
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(av ¼ 1) is known as a random areal trend and can reflect
the fact that certain wells are located in high- and others
in low-flux zones (e.g., plume core versus periphery). The
latter (ah ¼ 1) typically reflects random stratigraphic
layering. Apparent irregularities of contour lines for �2

e=�
2
0

and ne over certain ranges in Figure 3 are caused by a type
of periodicity appearing when ah reaches multiples of the
PFM well-separation distance. Without disturbing the gen-
eral tendency of ne, the strongest effect occurs at ah ¼ X/nw.
The periodicity is found to be an artifact of the spherical co-
variance model adopted and it is not observed with the
smoother exponential covariance function. For either model
of C(h), the contour lines of ne share similar characteristics
and become horizontal as ah > X and av > Y, i.e., when
C(h) becomes linear over the extent of the transect. In such

a case (e.g., Rifle case study in section 5.2), ne becomes in-
dependent of the individual values of ah and av reducing to
a function of the anisotropy ratio ah/av only.

[26] The structure of C(h) may be nested, which means
it consists of a number m [-] of substructures Cj(h) of
different geometric or zonal anisotropies such that

CðhÞ ¼Pm
j¼1

CjðhÞ. According to the principle of factorial

kriging [Goovaerts, 1997], the substructures may be
regarded as related to mutually independent stochastic sub-
processes, which add up to the composite process corre-
sponding to C(h). As a consequence, dispersion and
estimation variances of the subprocesses (�2

D�j and �2
ej,

respectively) also add up to the respective variances of the

Figure 3. Contour lines of �2
D�=�

2
0 (dashed lines), �log 10�

2
e=�

2
0 (thin continuous lines), and log 10ne

(bold continuous lines) for PFM transects of avX/(ahY) ¼ {1, 2, 5, 10, 20, 1} in (a)–(f), respectively.
PFM wells are assumed to be regularly spaced (�i ¼ 1/n) and possess 10 vertical sampling intervals.
Spherical model for C(h).
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composite process, and ne from equation (13) can be
expressed more generally as

ne ¼

Xm

j¼1

�2
D�j

Xm

j¼1

�2
ej

¼

Xm

j¼1

�2
ejnej

Xm

j¼1

�2
ej

: (14)

[27] Note that the same declustering weights obtained
for the compound covariance function C(h) under step B in
section 2.2 are used for all variogram components in equa-
tion (14). If data are approximately regularly spaced, the
contour lines of �2

D�=�
2
0 (dashed) and �2

e=�
2
0 (thin continu-

ous) in Figure 3 may be applied to individual substructures
of a nested C(h) to approximate ne through equation (14).
For each substructure, �2

0 in Figure 3 has to be taken as the
variance of that substructure only. The last expression in
equation (14) shows that the compound ne may also be rep-
resented as a weighted sum of all substrutures’ nej, where
weighting is proportional to the relative contribution �2

ej=�
2
e

of each structure to the total estimation error �2
e .

[28] Figures 3 provides a means to evaluate the sensitivity
of ne with respect to the (somewhat subjective) choice of var-
iogram ranges and the number of PFM wells installed over a
transect. The latter is of interest for the evaluation of the ben-
efit of additional sampling in terms of uncertainty reduction
in discharge estimates. Under the hypothesis that C(h) is not
significantly different after additional sampling, Figure 3
shows, for example, that over most of the range represented
(especially for av/Y > 0.5), doubling the number nw of PFM
wells approximately increases ne by a factor of 100.5 � 3.
For shorter correlation lengths (e.g., approaching a nugget
variogram and data independence), ne � n is known from
section 3.1 and a proportional increase in nw leads to the

same proportional increase in n and, hence, ne. Thus, it may
be stated that doubling the number nw of wells results in an
overproportional increase in the effective number of inde-
pendent data ne by a factor between �2 and 3. By virtue of
the final expression in equation (14), this remains valid also
for nested variogram structures. However, by inspection of
equation (15) or Figure 4 in section 4.1, for example, it is
seen that the width of confidence intervals is (inversely) pro-
portional to

ffiffiffiffiffi
ne
p

. This means that doubling nw may be
expected to decrease the width of confidence intervals about
a discharge estimate underproportionally by a factor between
� ffiffiffi

2
p � 1:4 and

ffiffiffi
3
p � 1:7. This is in agreement with Kübert

and Finkel [2006], who numerically simulate contaminant
transport and PFM measurements in heterogeneous aquifers
and who observe that the reduction in estimation uncertainty
due to increasing nw decreases as nw grows.

[29] Further inspection of Figure 3 shows that the rela-
tive data dispersion variance �2

D�=�
2
0 increases with nw until

PFM well separation becomes smaller than ah. At this point
the observed data represent practically all of the variability
�2

DT=�
2
0 contained in the transect and data dispersion cannot

increase any more with nw. Based on results of the case
studies below, it may be tentatively stipulated, for example,
that distributional extrapolation is acceptable as long as the
declustered (weighted) data dispersion variance accounts
for at least 95% of the transect dispersion variance (i.e.,
��2 < 0:05). Lines for ��2 ¼ 0:05 in Figure 3 are not
shown for clearness of the plots, but they are found to be
close to the contour lines of ne ¼ 30, such that the approxi-
mate condition ne � 30 may be given to contain distribu-
tional extrapolation within 5%. For a transect of given
parameters X/Y, nw, and ah, reducing av decreases avX/(ahY)
and results in an increase in ne, which may be attributed to
less correlation (less data redundancy) in the vertically
aligned data. In contrast, a decrease in ah increases avX/

Figure 4. Contour lines of t0ne�1;1�0:05=
ffiffiffiffiffi
ne
p

(thick lines) and �t0ne�1;1�0:95=
ffiffiffiffiffi
ne
p

(thin lines) as functions
of an effective number of independent data ne (equation (13) or (14)) and declustered data coefficient of
skewness b (equation (18)) for use in equation (15).
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(ahY) and decreases ne, which reflects the reduced correla-
tion between sampled and unsampled (to be interpolated)
locations. In other words, short-vertical and large-horizon-
tal correlation scales, as typical for hydrogeological field
situations, tend to increase ne. This acts favorably on the
uncertainty of discharge estimates, when sampling in the
vertical direction is dense and indicates, in agreement with
Kübert and Finkel [2006], a significant potential for the
PFM method to deliver reliable discharge estimates.

4. Approximate Methods Using ne

[30] Section 4 presents two relatively simple methods
from classical i.i.d. statistics, which both make use of ne to
approximate conditional simulation results. One applies a
transformation of the t statistic, which is capable of
accounting for distribution skewness and the other method
uses the classic bootstrap on the full pdf�(qiPFM). Steps J
and K in Figure 2 illustrate how ne and the approximate
methods are implemented in the present work and how they
circumvent the need for conditional simulation to arrive at
an approximation of cdf(qTc). The idea of the approximate
methods is based on the fact that the averaging of ne inde-
pendent data following a distribution pdf�(qiPFM) leads to
the same mean estimate and error variance as averaging
over the spatially correlated random function through the
conditional simulation approach. This means that the first-
and second-order statistics of spatial averaging are exactly
honored by using ne, while the influence of spatial correla-
tion on higher-order moments is approximately incorpo-
rated through ne and its effect due to the central limit
theorem. Similar to step I above, step L in Figure 2 vali-
dates results up to second order, but may only indicate
errors in the implementation of the approximate methods.

4.1. Transformation of the t Statistic

[31] Willink [2005], Zhou and Dinh [2005], as well as
Yanagihara and Yuan [2005] independently present identi-
cal methods for improved determination of nonparametric
confidence intervals for mean estimates of a wide range of
skewed i.i.d. samples. The method is based on a transforma-
tion of the common Student’s t statistic leading to a parame-
ter denoted as t2, T1, and ~t by the above authors,
respectively. For the present purpose, we propose the use of
this method in combination with pdf�(qiPFM) and ne instead
of pdf(qiPFM) and n as in the i.i.d. case. With this, the quan-
tile q� of the distribution of the spatial mean estimate, which
is not exceeded by a probability �, is approximated by

q� ¼ qPFM �
t0ne�1;1��sPFMffiffiffiffiffi

ne
p ; (15)

where sPFM is the declustered data standard deviation
obtained as the square root of equation (7) by using qiPFM

instead of qi and qPFM instead of q. Thus, a two-sided 1–2�
confidence interval about the mean estimate qPFM from
equation (3) results as [q�, q1��], where t0ne�1,1�� in equa-
tion (15) is a cubic function of the classic Student’s t vari-
able tne�1,1�� for ne�1 degrees of freedom [Willink, 2005],

t0ne�1;1�� ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ 6aðtne�1;1�� � aÞ3

p �1

2a
: (16)

[32] This transformation is graphically represented in
Figure 4 and incorporates distribution asymmetry in the pa-
rameter a in terms of the declustered sample coefficient of
skewness b,

a ¼ b

6
ffiffiffiffiffi
ne
p ; (17)

b ¼

Xn

i¼1

�iðqiPFM � qPFMÞ3

s3
PFM

:
(18)

[33] Equation (17) reflects the consequence of the central
limit theorem that both variance and skewness of the distri-
bution of the mean estimate decrease with ne. For symmet-
ric distributions (b ¼ 0) or large ne, a becomes small and
equation (16) reduces to t0ne�1,1�� ¼ tne�1,1��. Otherwise,
for positive skewness (b > 0), equation (16) results in
asymmetric confidence intervals, which reflect a larger
probability of underestimation and which work toward the
requirement of non-negativity (confidence intervals shifted
to right). For two-sided confidence intervals of 1–2� � 0.99
and i.i.d. samples, Willink [2005] concludes that equation
(16) is appropriate for ne � 30.

4.2. Bootstrap

[34] The bootstrap [Efron and Tibshirani, 1998] is a
method based on distribution resampling, which is applica-
ble to a diverse range of statistical problems. In its simplest
form it consists of randomly drawing (with replacement) n
values from an i.i.d. sample to compute a desired sample
statistics (e.g., mean). Repeated performance of this pro-
cess populates a distribution, from which a mean estimate
and uncertainty intervals can be inferred. From a geostatis-
tical standpoint, bootstrapping may be considered as a
degenerate form of unconditional stochastic simulation
over n locations, which are spatially uncorrelated. Similar
to Klammler et al. [2011], in the present work, we propose
and demonstrate the use of the bootstrap by resampling ne

times with equal likelihood from the declustered data distri-
bution pdf�(qiPFM). For computational convenience, it is
noted that this is equivalent to resampling ne times from the
unweighted (i.e., raw) sample distribution pdf(qiPFM),
where each datum is drawn with probability �i.

5. Application to Estimate Discharges From
PFM Field Measurements
5.1. Estimating TCE Discharge at Ft. Lewis, WA,
Military Base

5.1.1. Ten Well Scenario
[35] At Ft. Lewis, WA, Military Base extensive use of

TCE as a degreasing substance led to the emergence of
numerous TCE plumes in the groundwater. For one of the
plumes investigated, transect limits (width X ¼ 64.3 m,
depth Y ¼ 7.6 m, area A ¼ XY ¼ 490 m2), PFM well loca-
tions, and segmentation are illustrated in Figure 1. Approx-
imately uniform well spacing of 6 m results in nw ¼ 10
wells with �21 PFM sampling intervals per well of 35 cm
in length leading to a total of n ¼ 204 local flux measure-
ments. The experimental variogram points for the horizontal
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and vertical directions are depicted in Figures 5a and 5b for
the normal scores and the raw data, respectively. Perform-
ing steps A through E of the proposed method (see section
2.2 and Figure 2), the sum of two spherical models is cho-
sen to represent Cns(h) and the following parameters are fit-
ted: �2

0ns1 ¼ 0.4, ah1 ¼ 25 m, av1 ¼ 3 m, and �2
0ns2 ¼ 0.85,

ah2 ¼ 25 m, av2 ¼ 1. The same correlation ranges are
adopted for C(h) and the respective sills are fitted as �2

01 ¼
4.5 g2/(m4 d2) and �2

02 ¼ 9 g2/(m4 d2). Both �2
D�ns � 1 and

�2
D� � s2

PFM, as indicated by the horizontal lines in Figures
5a and 5b, are satisfied to approximately 61% and the fit to
the experimental variogram points, especially for short lag
distances, appears to be quite good. At larger lag distances
the fit becomes worse; however, the variogram sills do
represent the correct average degree of variability. Using
C(h) from Figure 5b and �i from ordinary block kriging,
equations (3), (7), and (18) (with qiPFM instead of qi) give
an estimated mean TCE flux over the transect of qPFM ¼
1.53 g/(m2 d), a declustered data dispersion variance s2

PFM ¼
10.7 g2/(m4 d2), and a coefficient of skewness b ¼ 3.10. The
respective declustered histogram is depicted in Figure 5c
with a ‘‘missing variance’’ ��2 from step F amounting to
�3%.

[36] The variogram analysis indicates both larger statisti-
cal continuity as well as a higher degree of variability in the
horizontal direction. The former may be attributed to hori-
zontally more continuous hydrogeological conditions of aq-
uifer and source zone, while the latter reflects variability in
local fluxes between plume center and lateral periphery.

Applying Figure 3 to the first variogram structure with avX/
(ahY) ¼ 1.0, nw ¼ 10 and av1/Y ¼ 0.4 gives �2

D�1=�
2
01 ¼

0.91 and �2
e1=�

2
01 ¼ 10�3.2 (Figure 3a). For the second

structure with ah2/X ¼ 0.4 and nw ¼ 10, respective varian-
ces �2

D�2=�
2
02 ¼ 0.72 and �2

e2=�
2
02 ¼ 10�2.2 are obtained

(Figure 3f). From this ne � 177 is determined from equa-
tion (14), which is close to ne ¼ 169 from direct application
of equation (13) with �i from ordinary block kriging.
Besides rounding errors (e.g., chart readings are only to the
first decimal of the exponents), the difference is due to the
assumption of equal well and sample spacing in Figure 3.
The assumption of 10 vertical PFM intervals per well in
Figure 3 can be shown to be of minor significance, because
for the range depicted (av/Y � 0.1) additional samples are
increasingly redundant (correlated to previous samples).
Finally, validation by step I (see Figure 2) indicates accept-
able properties of the conditional simulation output: The
discrepancies between qPFM and qTc and between �2

e and
�2

ec amount to �4% each. Figure 6a is a representation of
the spatial distribution of the ensemble means of local
fluxes (20 vertical � 160 horizontal grid elements) from
1000 conditional realizations and illustrates an estimated
position and shape of the plume core. Figure 6b contains
the estimated cumulative distribution functions (cdf’s) of
TCE discharge Q ¼ AqTc illustrating good agreement
between conditional simulation and the approximation
methods. Means and standard deviations of all methods are
listed in the top part of Table 1 for comparison to ‘‘target
values’’ from block kriging. Table 1 further lists the 5%

Figure 5. Horizontal (continuous lines) and vertical (dashed lines) experimental variograms of (a) nor-
mal scores and (b) raw data with spherical model fits for TCE fluxes from 10 wells at Ft. Lewis, WA. (c)
Declustered data histogram.
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and 95% quantiles of estimated discharge distributions
showing maximum discrepancies of �7% between condi-
tional simulation and the approximation methods.

5.1.2. Seven Well Scenario
[37] Although the above confidence intervals are slightly

asymmetric about the respective means, the large value of ne

causes the discharge distributions to be quite close to normal
(indicated by a small value of a ¼ 0.04 in equation (16)). In
general, however, discharge distributions may strongly

deviate from normality, and to demonstrate the performance
of the proposed approximate methods under such scenarios
the above analysis is repeated after excluding the local flux
data from three wells (third, fifth, and ninth well from left to
right in Figure 1) resulting in n ¼ 141 data points. Follow-
ing again the method of section 2.2 (see Figure 2), for var-
iogram model fitting it is found that all parameters may be
maintained, except for �2

01 ¼ 10.0 g2/(m4 d2), which is
illustrated by Figure 7. This results in a mean, variance,
and coefficient of skewness of the declustered data

Figure 6. (a) Distribution of ensemble means of local fluxes in g/(m2 d) from all conditional realiza-
tions. Crosses indicate PFM well locations according to Figure 1. (b) Cumulative distribution functions
of TCE discharge. Graphs denoted by ‘‘7 wells’’ and ‘‘10 wells’’ compare results from conditional simu-
lation, equation (15), and bootstrap for the respective number of observation wells indicated. Graphs
called ‘‘uncertainty projection’’ compare unconditional simulation, equation (15), and bootstrap for pre-
dicting variance reduction due to additional sampling. One thousand realizations were used for all sto-
chastic simulations and bootstrap.

Table 1. Comparison of ne, D�2, and Selected Statistics of Estimated Discharges From All Methods and Sites Investigateda

Site Discharge Parameter Block Kriging Conditional Simulation t Transformation Bootstrap

Ft. Lewis (10 wells) ne ¼ 169 D�2 ¼ 3% Mean 750 777 765 746
Standard deviation 124 121 130 117

5% quantile – 595 570 550
95% quantile – 985 992 975

Ft. Lewis (7 wells) ne ¼ 77 D�2 ¼ 4% Mean 946 973 977 948
Standard deviation 221 230 241 217

5% quantile – 630 632 610
95% quantile – 1385 1408 1335

Rifle ne ¼ 250 D�2 ¼ 1% Mean 19.0 18.8 19.1 19.1
Standard deviation 1.33 1.38 1.41 1.41

5% quantile – 16.5 16.8 16.7
95% quantile – 21.0 21.5 21.5

aParameters of TCE discharge at Ft. Lewis are in g d�1 and parameters of uranium discharge at Rifle are in mg d�1.
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histogram of qPFM ¼ 1.93 g/(m2 d), s2
PFM ¼ 15.6 g2/(m4 d2),

b ¼ 2.51, and a significantly reduced value of ne ¼ 77 from
equation (13). Although well spacing is even less uniform
in this case than in the 10 well scenario above, application
of Figure 3 with nw ¼ 7 to both variogram structures of Fig-
ure 7b and using equation (14) leads to an excellent approx-
imation of ne � 80 (this calculation is analogous to the
procedure for the 10 wells above and not shown here). Step
F results in a ‘‘missing variance’’ ��2 of �4% and valida-
tion step I provides relative differences between qPFM and
qTc and between �2

e and �2
ec of �4% and 7%, respectively.

The probability distributions of TCE discharge for this sce-
nario are superimposed in Figure 6b and are seen to be in
comparably good agreement similar to the 10 well scenario
considered previously. The center part of Table 1 further
confirms a good matching of the ‘‘target values’’ from
block kriging. However, the degree of skewness of the dis-
charge distributions is more pronounced than in the 10 well
scenario. This is reflected by the right shift (with respect to
mean) of the 5% and 95% quantiles as well as a slight
increase in parameter a to 0.05. It is noted that declustered
sample means (946 versus 750 g d�1) and TCE discharge
estimates from the seven and 10 well scenarios are signifi-
cantly different. However, the confidence interval between
the 5% and 95% quantiles of the seven well scenario almost
fully contains the corresponding interval of the 10 well
scenario.

5.1.3. Uncertainty Projection
[38] Finally, the above methods for uncertainty quantifi-

cation may also be adopted to assess the benefits of obtain-
ing additional PFM measurements in terms of uncertainty
reduction on the discharge estimate. This is termed ‘‘uncer-
tainty projection’’ and is demonstrated by maintaining the
scenario from above, where data is available from seven
observation wells, and where it is intended to perform com-
plementary measurements at three additional wells, such
that the sampling pattern of Figure 1 is again complete.
The principle is most easily illustrated by inspection of
equation (15) revealing that any measure of dispersion or
uncertainty (e.g., confidence interval width on both sides of
the mean estimate or variance of discharge cdf) around a
mean estimate qPFM is purely determined by the last term
of equation (15). Assuming that additional sampling may
change qPFM, but does not significantly alter declustered
data variance, skewness, and spatial correlation structure,
the last term in equation (15) becomes a pure function of ne

and may be determined for future sampling events knowing
only the locations (and not actual values) of additional
observations. In the present case, the projected value of ne

becomes 238 (from equation (13) with sampling locations
and variogram from Figures 1 and 7b, respectively).
Results correspond to the dashed line in the group of graphs
denoted by ‘‘uncertainty projection’’ in Figure 6b. Since
this cdf is independent of qPFM, it is arbitrarily shifted to
qPFM ¼ 0.

[39] In similar ways the bootstrap and stochastic simula-
tion methods may be used for the same purpose. For the
bootstrap approximation, ne is simply increased to the pro-
jected value after additional sampling, and the declustered
sample distribution, from which it is drawn, may be arbitra-
rily shifted (here to qPFM ¼ 0). The result is shown by the
thin continuous line in the group ‘‘uncertainty projection’’
of Figure 6b. With the stochastic simulation approach con-
ditional realizations cannot be generated as long as the
additional data values are unknown. However, following
section 2.1, unconditional realizations may be generated
and fictitiously sampled at the existing and additional sam-
ple locations to obtain respective values of q and qT for
each realization (equations (1) and (3)). From this, a distri-
bution of the estimation errors e ¼ q � qT may be built,
which corresponds to the augmented sampling network.
The respective result is also superimposed in Figure 6b (the
bold continuous line in the group ‘‘uncertainty projection’’)
and shows good agreement with the t transformation and
bootstrap methods as well as with the shape of the actual
discharge distributions for the 10 well scenario.

5.2. Estimating Uranium Discharge at La Quinta
Gallery, Rifle, CO

[40] At the La Quinta Gallery site in Rifle, CO, a former
uranium mill resulted in the persistence of a groundwater
uranium plume on the northern border of the Colorado
River. Measurements of local uranium fluxes in a transect of
X ¼ 3 m and Y ¼ 3.5 m are available from three wells (n ¼
29; A ¼ 10.5 m2) as depicted in Figure 8a. By the same pro-
cedure as above (Figure 2), declustering weights are found by
ordinary block kriging resulting in the histogram of Figure 8b
with qPFM ¼ 1.81 mg/(m2 d), s2

PFM ¼ 4.4 mg2/(m4 d2), and
b ¼ 1.53. A conditional stochastic simulation (1000 realiza-
tions; 31 horizontal � 36 vertical grid elements) is used to
obtain the spatial distribution of ensemble means of local
fluxes in Figure 8c as well as the probabilistic uranium

Figure 7. Analogous to Figures 5a and 5b, but for data from seven wells only.
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discharge distribution of Figure 8d (thick continuous line).
Simulation output is validated by step I, which results in
relative differences between qPFM and qTc and between �2

e
and �2

ec of �1% and 8%, respectively; the ‘‘missing var-
iance’’ ��2 is �1%. Figure 8d also contains cdf’s from the
two approximate methods and agreement in terms of quan-
tile differences is seen to be within �3%. Selected statistics
of the discharge distributions are again summarized in
Table 1 (bottom part).

[41] The experimental normal score and raw data vario-
grams (connected dots) with linear variogram model fits
(simple lines) used in the analysis are depicted in Figures
9a and 9b, respectively. The slopes adopted are 0.2 and
0.8 m�1 for normal scores and 1 and 3.2 mg2/(m5 d2) for
raw data (horizontal and vertical, respectively) resulting in
ne ¼ 250 from equation (13). In order to be able to apply
Figure 3 for obtaining an approximate value of ne, it is
assumed that ah/X and av/Y are much larger than one, such
that the shape of the spherical variogram inside the transect
is basically linear. Because the slopes are known and pro-
portional to the reciprocals of the respective ranges, it is
found that av/ah ¼ 1/3.2, leading to avX/(ahY) ¼ 0.27,
which is beyond the range of charts in Figure 3. However,
Figure 3a for avX/(ahY) ¼ 1 with av/Y � 1 may be used to
arrive at a lower bound of ne as �200. Because of the small

amount of data available, fewer data pairs exist within the
lag classes and experimental variogram values are less reli-
able (especially in the horizontal direction). For a reasona-
ble histogram reproduction of the conditional simulation
method it is again observed that �2

D�ns � 1 (horizontal line in
Figure 9a; step D in Figure 2) is an important criterion.
While the latter is achieved to 61%, �2

D�=s2
PFM � 0:9 (step E

in Figure 2) is used as a compromise in the raw data var-
iogram fit of Figure 9b to avoid larger discrepancies
between experimental and theoretical variograms. The
problem in this case seems to be related to the particular
sampling configuration of Figure 8a, where the center well
is shifted downward such that the largest data values at its
bottom and the smallest data values at the top of the lateral
wells (compare Figure 8c, which honors data values)
receive the largest declustering weights. Thus, the declus-
tering process does not affect the data mean very much, but
does significantly inflate s2

PFM to almost 50% above its raw
value before declustering. The experimental variogram, in
contrast, is computed in the classic way from unweighted
data and does not account for this fact. Hence, variogram
fits slightly above the experimental variogram points are
justified in agreement with the requirements of steps D and
E in Figure 2. The linearity of the variograms is a conse-
quence of the smooth trend apparent in Figure 8c. The

Figure 8. (a) PFM sampling locations over transect at Rifle, CO., with (b) declustered data histogram.
(c) Distribution of ensemble means of local fluxes in mg/(m2d) from 1000 conditional realizations. (d)
Uranium discharge distributions from the methods discussed.
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point variance (sill) �2
0 remains unknown, such that equa-

tions (6), (8), and (9) have to be evaluated in terms of the
variogram �(h) rather than C(h) (compare to the remark at
the end of section 2.1). Further evident from Figure 8c is
that the transect does not contain the entire plume such that
results in terms of uranium discharge are limited to the
transect studied, rather than the whole plume.

6. Evaluation of Assumptions and Further
Observations
6.1. Modeling of a Spatial Trend

[42] The approach presented here is generally valid
under the intrinsic hypothesis and no spatial trends are ex-
plicitly modeled. This may be contrary to the intuition that
expected fluxes are higher near the plume core than at its
periphery, for example. However, the fact that stochastic
simulation is used with sufficient PFM data, such that all
locations in a transect are effectively conditioned (corre-
lated) to observed data, results in the automatic modeling
of a spatial trend function. This means that the conditional
simulation output is not stationary [Chiles and Delfiner,
1999] as is nicely reflected by Figures 6a and 8c showing
the spatial distribution of ensemble means of local fluxes.
An analogous argument applies to the stationarity of flux
variance. Thus, the present work takes advantage of suffi-
cient available data to implicitly account for spatial trends,
which avoids the need for explicit trend modeling with re-
spective uncertainties involved. This is further supported
by a closely related discussion of trend modeling related to
kriging by Journel and Rossi [1989]. However, if not all
transect locations were correlated to one or more data loca-
tions, then a relatively small value of ��2 (e.g., < 5%)
would still be sufficient to perform the conditional simula-
tion approach. The latter assures that data is representative
of the flux distribution over the transect, which is what ulti-
mately matters for discharge estimation (rather than the
exact location and shape of the plume within the transect).

6.2. Uncertainties in Choice of Variogram Model and
Parameters

[43] The present work does not account for uncertainties
in the choice of variogram models and their parameters. If
these uncertainties can be reliably quantified, then a Bayes-
ian approach similar to that of Troldborg et al. [2010] may

be combined with the present one. However, the discussion
related to Figure 3 gives an idea about how sensitive ne, the
fundamental parameter influencing discharge uncertainty,
is with respect to changes (or uncertainties) in variogram
ranges. Moreover, theoretical variogram models are not
simply fitted to experimental variogram points. Rather,
joint analysis of normal score and raw data variograms con-
tributes to a reliable choice of variogram ranges and honor-
ing data dispersion variances assists in fitting variogram
sills or slopes (steps D and E in Figure 2). Eventually, if
conditional simulation is performed, successful validation
of the output (step I in Figure 2) may confer additional con-
fidence to variogram models and parameters used. It is fur-
ther noted in this context that the choice of variogram
models used (e.g., spherical in Ft. Lewis case study versus
a possible exponential fit) is rather arbitrary and not
expected to significantly influence results. The reason for
this is that what matters most for the present problem are
integral properties of the variogram over the extent of the
transect (compare equations (2), (4), and (5)), rather than
its exact shape. Meeting these integral properties is assured
by matching the dispersion variances in steps D and E. An
extreme example is the linear variogram of the Rifle case
study, which may be modeled by any variogram type that is
linear near the origin and with appropriate and large
enough sills and ranges (beyond the transect scale). As a
further consequence of this, the present work also neglects
the circumstance [Chiles and Delfiner, 1999] that the raw
data and normal score variograms C(h) and Cns(h) should
be related depending on the properties of the normal score
transform applied (i.e., they would generally not be of the
same type as assumed here).

6.3. Uncertainty in Local PFM Measurements

[44] Measured contaminant fluxes by the PFM method
are associated with a random measurement error (e.g.,
related to sampling and/or analysis), which is assumed neg-
ligible in this study. Because of its causes, measurement
uncertainty is typically considered spatially uncorrelated
and manifests as a nugget variance component in the data
variogram [Kitanidis, 1997]. It may be accounted for in the
conditional simulation approach by conditioning to uncertain
data [Troldborg et al., 2010] as well as in the ordinary block
kriging system [Kitanidis, 1997]. For the case studies pre-
sented, especially from the more reliable vertical variograms

Figure 9. Horizontal (continuous lines) and vertical (dashed lines) experimental variograms of (a) nor-
mal scores and (b) raw data with linear model fits for uranium fluxes at Rifle, CO.
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(Figures 5, 7, and 9), no significant nugget variance is appa-
rent. This demonstrates the fact that flux measurements pre-
dominantly reflect spatial variability, which is over several
orders of magnitude, rather than measurement errors within
a certain percentage range. In addition to this and in agree-
ment with a conclusion by Cai et al. [2011], measurement
errors also undergo a process of averaging such that neglect-
ing them is justified.

6.4. Additional Information

[45] The present work assumes that the only data available
are local PFM flux measurements inside a transect of inter-
est. In principal, the conditional simulation approach using
PFM measurements may be generalized to accommodate
additional types of ‘‘indirect’’ information (e.g., hydraulic
conductivity, head and/or concentration measurements, con-
taminant source properties, etc.) as demonstrated by Schwede
and Cirpka [2010] or Troldborg et al. [2010]. However,
along the lines of section 6.1, we argue that if ��2 is suffi-
ciently small, i.e., if the plume is effectively sampled by the
‘‘direct’’ PFM flux measurements (in the sense that they are
part of the discharge to be estimated), then the expected ben-
efit of including additional ‘‘indirect’’ information is not very
significant. This may especially be the case if rather complex
nonlinear stochastic simulation and conditioning methods
have to be adopted. A closely related advantage of working
with flux data only is the complete linearity of the problem,
which allows for using straightforward ordinary block krig-
ing to define an effective number of independent data for use
in combination with one of the simple approximation meth-
ods presented. Overall, it may be observed at this point that
the methods presented herein are generally applicable to any
linearly averaging quantity measured inside a domain of in-
terest. This includes the estimation of water discharges from
local water flux measurements (e.g., through PFM) as well
as the estimation of mean contaminant concentration over a
transect from MLS measurements (e.g., for alternative dis-
charge estimation).

7. Summary and Conclusions
[46] The problem of determining probability distribu-

tions or confidence intervals for mean estimates of corre-
lated skewed data is known in many fields of science and
engineering. In the present work, estimation and uncer-
tainty quantification of contaminant mass discharges in the
groundwater from local contaminant flux data (based on
passive flux meter, ‘‘PFM,’’ measurements) over a transect
are discussed and demonstrated. Conditional stochastic
simulation appears to represent the state-of-the-art method
for this purpose. It requires a representative flux histogram
over the transect, which is found through data declustering
using ordinary block kriging weights (which account for
spatial correlations as well as transect limits). In order to
achieve reliable histogram reproduction over many realiza-
tions, the importance of considering data dispersion varian-
ces in the process of variogram-model fitting is highlighted.
The declustered data histogram is assumed to correctly
reflect the frequency of occurrence of local fluxes over the
transect. As a consequence, its mean represents an unbiased
estimate of the mean flux over the transect and should be
honored by any discharge estimation method. Based on the

stochastic simulation paradigm, an effective number of in-
dependent data ne is further introduced as an expected fac-
tor of variance reduction between the declustered data
variance and the ordinary block kriging variance. As such,
ne should also be closely honored by conditional simulation
results. Based on ne we further develop two simple ‘‘ap-
proximate’’ methods for estimating discharge and uncer-
tainty. One uses a transformation of the t statistic to
account for skewness, while the other is closely related to
the classic bootstrap method and uses the full declustered
data histogram. Moreover, by means of ne it is shown that
one of the advantages of PFM measurements is the com-
plete sampling of fluxes in the vertical direction, which is
exactly the direction of typically larger spatial variability
(shorter correlation lengths). This leads to less redundancy
between data values and a higher degree of representative-
ness of flux variability in the plume.

[47] All three methods presented explore two fundamen-
tal properties of the problem: (1) linearity, i.e., the integral
of local fluxes over the transect gives discharge, and (2) the
data sufficiently well represents local flux variability over
the transect. As a consequence of (1), the approaches are
equally appropriate for estimating water discharges from
PFM water flux measurements or for estimating average
concentrations over an MLS transect with respective uncer-
tainties. In order to evaluate (2), the ‘‘missing variance’’
��2 is introduced and found to be smaller than 5% in the
case studies presented. Large values of ��2 indicate that
(2) may not be satisfied (whether an approximate limiting
value exists and how large it is, is still an open question).
In such a case, quantification of an estimation error variance
may still be reliable, while the confidence in discharge
quantile estimates becomes questionable. In order to over-
come the latter, additional PFM sampling or application of
more comprehensive (possibly nonlinear) approaches
including complementary site data [Schwede and Cirpka,
2010; Troldborg et al., 2010] may be required. Whenever
linearity and data requirements are satisfied, the two approx-
imate methods may be of significant practical value for esti-
mating the probability distributions of discharges as they
circumvent the need for implementing the much more
complex tool of conditional stochastic simulation (compare
Figure 2), and do not require the assumption of multi-
Gaussianity of normal scores. Although not utilized in the
present work, the latter also alleviates the need for normal
score transformation, provided that other robust measures of
spatial variability (e.g., variogram of logarithms of fluxes)
are used for joint fitting of variogram ranges. Conditional
simulation, in contrast, may be useful for additional valida-
tion of adopted variogram models (step I in Figure 2), and
in addition to discharge distributions, it delivers spatial in-
formation about plume shape and location.

[48] All of the methods discussed are demonstrated for
two different field sites with PFM data from TCE (Ft.
Lewis, WA) and uranium (Rifle, CO) plumes. Besides the
different types of contaminants, the two selected sites vary
in transect size, number of observation wells, and spatial
correlation structure. The latter may be the case because of
different geological (aquifer heterogeneity) and contami-
nant source conditions as well as the scale of the study
(entire plume versus a portion thereof). Results are based
on 1000 conditional realizations and represented in the
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form of spatial distributions of ensemble means of local
fluxes as well as discharge probability distributions (cdf’s).
For both sites, quantile estimates of discharge from the dif-
ferent methods are seen to agree within �7%. As an addi-
tional hypothetical scenario, some observation wells at Ft.
Lewis were ignored to illustrate the effect that having fewer
data available will increase estimation uncertainty as well
as the skewness of the estimation error distribution. The
same hypothetical scenario is also used to successfully pre-
dict uncertainty reduction due to additional sampling by the
three methods investigated.

Appendix A: Weighted Data Dispersion Variance
[49] The weighted data dispersion variance �2

D� is the en-
semble mean (expectation) of the spatial variance s2 of the
weighted (declustered) data histogram over many uncondi-
tional realizations, which are fictitiously sampled for fluxes
qi at the actual measurement locations. Substituting equa-
tion (3) into (7) and taking the square leads to

s2 ¼
Xn

i¼1

�i qi �
Xn

j¼1

�jqj

 !2

¼
Xn

i¼1

�i q2
i � 2qi

Xn

j¼1

�jqj þ
Xn

j¼1

�jqj

 !2
2
4

3
5:

(A1)

[50] Multiplying �i into the brackets and splitting up the
summation gives

s2 ¼
Xn

i¼1

�iq
2
i � 2

Xn

i¼1

�iqi

Xn

j¼1

�jqi þ
Xn

k¼1

�k

Xn

j¼1

�jqj

 !2

: (A2)

[51] Knowing that
Pn
j¼1
�jqj

 !2

¼Pn
i¼1
�iqi

Pn
j¼1
�jqj ¼

Pn
i¼1Pn

j¼1
�i�jqiqj further yields

s2 ¼
Xn

i¼1

�iq
2
i � 2�

Xn

k¼1

�k

 !Xn

i¼1

Xn

j¼1

�i�jqiqj: (A3)

[52] Taking the expectation E[] and with
Pn
k¼1

�k ¼ 1 as

imposed with equation (3) leads to

�2
D� ¼ E½s2	 ¼

Xn

i¼1

�iE½q2
i 	 �

Xn

i¼1

Xn

j¼1

�i�jE½qiqj	; (A4)

where the weighting constants are written outside the ex-
pectation operator. Using E½q2

i 	 ¼ �2
0 þ �2

0 and E½qiqj	 ¼
Cðui � ujÞ þ �2

0 (based on stationarity of process mean �0

and variance �2
0) with

Pn
i¼1

Pn
j¼1
�i�j ¼ 1 finally results in

�2
D� ¼ �2

0 �
Xn

i¼1

Xn

j¼1

�i�jCðui � ujÞ; (A5)

where the last term is equal to �2
q from equation (4).

List of Variables

Dimensionless
n number of local flux data collected

ne effective number of independent data; numerical
index ‘‘j,’’ if present, denotes different variogram
components

nw number of wells in transect
m number of nested variogram components
N number of realizations in conditional stochastic

simulation
i,j,k index variables
�i data declustering weights; ordinary block kriging

weights for estimating qT

t Student’s t variable
t0 cubic transformations of t accounting for distribu-

tion skewness
b weighted data coefficient of skewness; coefficient

of skewness of PFM measured flux histogram after
declustering

a auxiliary variable
T transect (spatial averaging domain for which dis-

charge is sought)
��2 ‘‘missing variance’’; portion of flux variability

�2
DT over transect not represented by declustered

data variance �2
D�

Lengths and Areas
x,y horizontal and vertical coordinates

u(i,j),v spatial coordinate vectors of components x and y
h spatial separation vector between two locations

ah,av horizontal and vertical correlation lengths of q() ;
numerical index ‘‘j,’’ if present, denotes different
variogram components

X,Y transect length and depth
A transect area

Fluxes and Discharges
q spatially random function representing local fluxes

within transect
�0 expectation (ensemble mean) of q ; mean of

pdf(q)
qiPFM measured local fluxes from PFM field deployment

qins measured local fluxes from PFM field deployment
after normal score transformation

qPFM Weighted mean of qiPFM; ordinary block kriging
estimate of qT from field data; mean of declus-
tered PFM data histogram; obtained from equation
(3) by using qiPFM instead of qi

qi fictitiously sampled fluxes from unconditional
realizations at actual PFM measurement locations

q weighted mean of qi ; ordinary block kriging esti-
mate of qT for each unconditional realization

qT spatial mean of local fluxes over transect for each
unconditional realization

qTc spatial mean of local fluxes over transect for each
conditional realization

e estimation error (difference between estimate q
and true value qT for each unconditional
realization)

qTc mean of qTc obtained from averaging over many
conditional realizations
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q� �-quantile of qTc (qTc which is not exceeded with
probability �)

Q discharge across transect

Flux and Normal Score Variances
C() spatial covariance function of q ; numerical index

‘‘j,’’ if present, denotes different variogram
components

Cns() spatial covariance function of normal scores (i.e.,
of local fluxes after transformation to standard
normal distribution)

�() (semi) variogram of q
�2

0 variance of q ; variogram sill if existing; numerical
index ‘‘j,’’ if present, denotes different variogram
components

�2
0ns same as �2

0, but for normal scores of fluxes

�2
q

variance of q ; ensemble variance of the declustered
data mean; corresponds to calculating q from equa-
tion (3) for each realization using unconditionally
simulated data at the sampling locations and then
taking the variance over many realizations

�2
qT

variance of qT ; ensemble variance of the transect
mean of q ; corresponds to calculating qT from
equation (1) for each unconditional realization and
then taking the variance over many realizations

�2
qqT

covariance between q and qT ; corresponds to cal-
culating q and qT from equations (1) and (3) for
each unconditional realization and then taking the
covariance between them over many realizations

�2
e variance of estimation error; corresponds to calcu-

lating e ¼ q � qT for each unconditional realiza-
tion and then taking the variance over many
realizations; numerical index ‘‘j,’’ if present,
denotes different variogram components

�2
DT dispersion variance of q over transect; ensemble

mean of the spatial variance of local fluxes in the
transect; corresponds to taking the variance of all q
inside T for each unconditional realization and then
averaging the variances over many realizations

�2
D� declustered data dispersion variance; ensemble

mean of the spatial variance of the declustered
data; corresponds to taking the variance of the
declustered data, which are unconditionally simu-
lated at the sampling locations, for each realization
and then averaging the variances over many real-
izations; numerical index ‘‘j,’’ if present, denotes
different variogram components

�2
D�ns same as �2

D�, but for normal scores of fluxes

�2
ec

variance of qTc from conditional realizations

s2 weighted variance of qi ; declustered data variance
for each unconditional realization

s2
PFM weighted variance of qiPFM; variance of the PFM

measured flux histogram after declustering;
obtained from equation (7) by using qiPFM instead
of qi and qPFM instead of q
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A trigonometric interpolation approach to mixed-type boundary
problems associated with permeameter shape factors

Harald Klammler,1,2,3 Kirk Hatfield,1,2 Bassel Nemer,1,2 and Simon A. Mathias4

Received 18 March 2010; revised 1 November 2010; accepted 12 January 2011; published 8 March 2011.

[1] Hydraulic conductivity is a fundamental hydrogeological parameter, whose in situ
measurement at a local scale is principally performed through injection tests from screened
probes or using impermeable packers in screened wells. The shape factor F [L] is a
proportionality constant required to estimate conductivity from observed flow rate to
injection head ratios, and it depends on the geometric properties of the flow field. Existing
approaches for determination of F are either based on geometric or mathematical
simplifications and are limited to particular assumptions about the flow domain’s external
boundaries. The present work presents a general semianalytical solution to steady state
axisymmetric flow problems, where external boundaries may be nearby and of arbitrary
combinations of impermeable and constant head type. The inner boundary along the probe or
well may consist of an arbitrary number of impermeable and constant head intervals
resulting in a mixed-type boundary value problem, for which a novel and direct solution
method based on trigonometric interpolation is presented. The approach is applied to
generate practical nondimensional charts of F for different field and laboratory situations.
Results show that F is affected by less than 5% if a minimum distance of 10 probe or well
diameters is kept between the injection screen and a nearby boundary. Similarly, minimum
packer lengths of two well diameters are required to avoid increasing F by more than 10%.
Furthermore, F is determined for laboratory barrel experiments giving guidelines for
achieving equal shape factors as in field situations without nearby boundaries. F for the
theoretical case of infinitely short packers is shown to be infinitely large.

Citation: Klammler, H., K. Hatfield, B. Nemer, and S. A. Mathias (2011), A trigonometric interpolation approach to mixed-type

boundary problems associated with permeameter shape factors, Water Resour. Res., 47, W03510, doi:10.1029/2010WR009337.

1. Introduction
[2] Hydraulic conductivity K [L/T] with its horizontal and

vertical variability is a parameter of paramount importance
for the modeling and management of a large number of nat-
ural and engineered processes, including infiltration, irriga-
tion, drainage, groundwater extraction and injection, soil
compaction, landfill impermeabilization, and contaminant
transport [Sedighi et al., 2006; Sudicky, 1986; Hvorslev,
1951]. Under saturated conditions, i.e., below the water
table of an aquifer, classically, pump or slug tests with their
well-known individual advantages and drawbacks are per-
formed for investigations of K at different scales [Weight
and Sonderegger, 2001]. Accordingly, these tests may be
performed on an entire well or on various portions of a well
screen by use of single- or double-packer systems [Butler

et al., 2009; Price and Williams, 1993]. Different types of
small-diameter (i.e., lower centimeter range) drive point
(also called push-in or direct-push) probes have also been
proposed for quick and flexible investigation of K in uncon-
solidated media at highly local (i.e., <1 m3) scales. Because
of the small spatial scale the associated flow systems reach
steady state rapidly and do not require a permanent installa-
tion of an injection well or piezometers around it. Using
such push-in probes with short injection screen intervals
near the probe tips, Hinsby et al. [1992] demonstrate a
‘‘mini slug test’’ method, while Butler et al. [2007] and Die-
trich et al. [2008] apply a ‘‘direct-push permeameter’’ and a
‘‘direct-push injection logger,’’ respectively. The difference
between the latter two direct-push methods is that the injec-
tion logger uses the variability in recorded ratios of injection
pressures and flow rates as a function of depth to estimate
variability in local K without, however, assigning absolute
K values. The ‘‘push-in permeameter’’ uses two additional
head observations along the probe to also quantify absolute
values of K. Whenever the goal is to estimate such absolute
values of K, a so-called shape factor (often denoted by F
[L]) is required, which serves as the proportionality constant
between ratios of observed injection flow rates Q [L3/T] to
injection heads �0 [L] and K. Thus, knowing F and observ-
ing Q=�0; K can be estimated from
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K ¼ Q
�0F

ð1Þ

[3] More precisely, �0 hereby is the excess hydraulic
head at the screen because of pumping with respect to am-
bient (no pumping) conditions, and as used in the sequel, it
is assumed to be constant both in time (steady state) as well
as over the injection screen surface.

[4] Many variants of in situ measurement methods for K
have been developed, and a correspondingly large number
of theoretical models have been invoked for test interpreta-
tion, i.e., determination of F. However, a common feature
of virtually all methods is that an axially (or rotationally)
symmetric potential flow field is generated through injec-
tion or extraction of water from some cylindrical well or
probe surface, which may or may not include the tip of a
well or probe. An important and complicated issue is the
presence of mixed-type boundary conditions, which arises
because of the simultaneous presence of both no-flow and
constant head segments along the inner boundary associ-
ated with the well or probe surface.

[5] Early models which persist until the present day apply
geometric approximations of the cylindrical (constant head)
injection surface by spheroids [Mathias and Butler, 2006;
Hvorslev, 1951]. Other approximations use distributed point
sources along a line [Zlotnik and Ledder, 1996] or over a
cylindrical surface [Peursem et al., 1999]. More recently,
computationally intensive finite difference or finite element
methods have been used to better reproduce geometric and
hydraulic boundary conditions at the injection screen [Liu et
al., 2008; Ratnam et al., 2001]. Another approach that has
proved popular involves conversion of the mixed-type
boundary problem along the well or probe into a single-type
boundary problem by either assuming approximate flux dis-
tributions along constant head boundary segments [Chang
and Chen, 2002, 2003; Rehbinder, 2005; Perina and Lee,
2006; Mathias and Butler, 2007] or assuming approximate
head distributions along no flow boundary segments [Reh-
binder, 1996]. While the analytical approaches of Rehbinder
[1996, 2005] use predefined continuous functions for these
approximations, Chang and Chen [2002, 2003], Perina and
Lee [2006], and Mathias and Butler [2007] use adjustable
functions by making them piecewise constant in a semiana-
lytical approach.

[6] In what follows we take advantage of a general solution
given by Zaslavsky and Kirkham [1964] to derive different
forms of steady state solutions to the axisymmetric flow
problem for all possible combinations of constant head and
impermeable top, bottom, and lateral boundaries at arbitrary
distances. We further present a novel, direct, and simple semi-
analytical method related to trigonometric interpolation to
directly deal with the mixed boundary value problem along
the injection well or probe (i.e., without requiring conversion
into a single-type boundary value problem as done in previous
work) and use the observed convergence behavior to extrapo-
late toward exact solutions. Results are applied to investigate
effects of nearby boundaries on injection test results and to
provide practical charts of shape factors F for different sce-
narios. Validation is achieved by comparison with equivalent
results previously obtained by Mathias and Butler [2007] for
sufficiently distant boundaries such that they can be ignored.
A clarification is also made concerning the divergent series

contained within Mathias and Butler’s [2007] previous ana-
lytical solution for infinitesimally short packers.

[7] Although injection tests from push-in probes or pack-
ered-off screen intervals may be limited to local scales not
containing any external boundaries, situations may arise
where proximity to a confining layer, a surface water body,
or the water table has to be accounted for [Lui et al., 2008].
In particular, injection near constant head boundaries may
be strongly distorted because of flow short-circuiting
between the screen and the boundary. Similarly, laboratory
testing in sand barrels is a routine procedure for injection
test calibration, and the effects of nearby impermeable bar-
rel walls deserve particular investigation.

2. General Solution of the Flow Problem
[8] An example of an axisymmetric flow domain is

given in Figure 1, where r [L] and z [L] are the radial and
vertical coordinates, respectively, being delimited by a < r
< b [L] and 0 < z < d [L]. To represent the radius of the
probe or well, a is used, which is assumed to span the entire
distance d between top and bottom boundaries, while b is
the radial distance to a lateral boundary. Moreover, h1
through h4 [L] delimit different boundary type segments
along the well or probe. The governing Laplace equation
for steady state flow and isotropic hydraulic conductivity in
axisymmetric cylindrical coordinates is

@2�

@r2
þ 1

r
@�

@r
þ @

2�

@z2
¼ 0; ð2Þ

Figure 1. Example of axisymmetric flow domain with
double-packer injection from a fully screened well and
nearby boundaries. I, constant head or impermeable lateral
boundary; II, constant head or impermeable top; III, con-
stant head or impermeable bottom; IV and VIII, constant
head open well screen intervals; V and VII, impermeable
packers; VI, constant head injection screen interval. The
flow domain is delimited by two coaxial cylinders between
0 < z < d and a < r < b. For injection from a push-in
probe, boundaries IV and VIII are impermeable as well
(i.e., h1 ¼ 0 and h4 ¼ d).
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where � ¼ �ðr; zÞ [L] is the hydraulic head distribution
in the flow domain. A general solution of equation (2) is
given by Zaslavsky and Kirkham [1964] as

�ðr; zÞ ¼ c1 sinðm1zÞ þ c2 cosðm1zÞ½ � c3I0ðm1rÞ þ c4K0ðm1rÞ½ �
þ c5 sinhðm2zÞ þ c6 coshðm2zÞ½ � c7J0ðm2rÞ þ c8Y0ðm2rÞ½ �
þ c9z lnðr=m3Þ þ c10 lnðr=m3Þ þ c11zþ c12;

ð3Þ

where ci for i ¼ 1, 2, . . . , 12 and mi for i ¼ 1, 2, 3 are arbi-
trary real constants (mi being positive) and I0, K0, J0, and Y0
are Bessel functions of order zero [Dwight, 1947]. By super-
imposing solutions of equation (3) with different sets of
constants, specific boundary conditions, including arrange-
ments of mixed-type boundary conditions (this becomes
clearer in the subsequent discussion), can be met. This will
first be done for external boundaries I, II, and III shown in
Figure 1 and subsequently for internal boundary segments
IV–VIII along the well or probe.

2.1. External Boundaries
[9] While the types of internal boundary conditions along

the probe are defined by the injection test setup, the types of
external boundaries may be different combinations of con-
stant head and impermeable. Both top and bottom bounda-
ries may be considered impermeable, for example, if an
injection test is performed in a (thin) stratum between two
confining layers. In the case of permeability injection test-
ing of a sealing layer under a landfill, for example, both top
and bottom boundaries may be well approximated by two
constant head boundaries. A mix of constant head top and
impermeable bottom boundary may well represent condi-
tions in a (shallow) unconfined aquifer or beneath surface
water bodies. If the distance between injection screen and
one or both of top and bottom boundaries is sufficiently
small, an impact of the nearby boundary (boundaries) onto
the outcome of the injection test may be expected and
accounted for by a respective adjustment in the shape factor
F. Similarly, modeling an impermeable lateral boundary is
of interest for laboratory barrel tests, where either top, bot-
tom, or both boundaries are constant head, while the lateral
barrel wall is impermeable. Thus, the external boundary
conditions in Figure 1 may be represented as follows: I,
constant head (Ic) or impermeable (Ii) lateral boundary; II,
constant head (IIc) or impermeable (IIi) top boundary; III,
constant head (IIIc) or impermeable (IIIi) bottom boundary.
Mathematically, this can be expressed as

Ic � ¼ 0 at r ¼ b for 0 � z � d; ð4aÞ

Ii
@�

@r
¼ 0 at r ¼ b for 0 � z � d; ð4bÞ

IIc � ¼ 0 at z ¼ d for a � r � b; ð5aÞ

IIi
@�

@z
¼ 0 at z ¼ d for a � r � b; ð5bÞ

IIIc � ¼ 0 at z ¼ 0 for a � r � b; ð6aÞ

IIIi
@�

@z
¼ 0 at z ¼ 0 for a � r � b: ð6bÞ

[10] Using extensions of Kirkham [1959] and Boast and
Kirkham [1971], solutions in terms of the hydraulic head �,
which honor equations (4), (5) and (6) under all possible
scenarios of boundary type combinations, may be based on
the following considerations and written as follows.

[11] 1. Considering constant head top and bottom boun-
daries, i.e., �ðz ¼ 0Þ ¼ �ðz ¼ dÞ ¼ 0 for all a � r � b, of
all the terms in z in equation (3), these conditions can be
met by sin(m1z) with m1 ¼ n�=d as well as n and N being
arbitrary positive integers, such that after superposition

�ðr; zÞ ¼
XN

n¼1

Bnf0ðm1rÞ sinðm1zÞ; m1 ¼ n�=d : ð7Þ

[12] Bn are a new set of constants encompassing c1, c3,
and c4, and f0(m1r) is a function to be defined involving
terms of equation (3) containing K0(m1r) and I0(m1r).

[13] 2. Considering impermeable top and bottom boun-
daries, i.e., @�=@z ¼ 0 at z ¼ 0 and z ¼ d for all a � r � b,
of the terms in z in equation (3), these conditions can be
met by cos(m1z) with m1 ¼ n�=d as well as by ln(r/m3)
with arbitrary m3 and by the final (arbitrary) constant,
which may be incorporated into m3. Superposition of these
solutions gives

�ðr; zÞ ¼ B0
lnðb=rÞ
lnðb=aÞ þ

XN

n¼1

Bnf0ðm1rÞ cosðm1zÞ; m1 ¼ n�=d :

ð8Þ

[14] Bn and f0 are analogous to equation (7), and B0 is an
additional constant ; c12 ¼ 0 and m3 ¼ b are chosen such
that the leading term on the right-hand side becomes zero
for r ¼ b, as required for a constant zero head boundary at
radial distance b. The constant term ln(b/a) in the denomi-
nator is added to simplify expressions in the sequel by tak-
ing the ratio to 1 for r ¼ a and allowing for a particular
interpretation of B0.

[15] 3. Considering impermeable top and constant head
bottom boundary, i.e., �ðz ¼ 0Þ ¼ 0 and @�=@z ¼ 0 at z ¼
d for all a � r � b, of the terms in z in equation (3), the first
(constant head) condition may be met by sin(m1z), sinh(m2z),
zln(r/m3), and z, where m1, m2, and m3 may be arbitrary.
Among these solutions, however, the second (no flow) con-
dition may only be satisfied by sin(m1z) with m1 ¼ ð2n
� 1Þ�=ð2dÞ such that superposition leads to

�ðr; zÞ ¼
XN

n¼1

Bnf0ðm1rÞ sinðm1zÞ; m1 ¼ ð2n � 1Þ�=ð2dÞ : ð9Þ

[16] It is observed that equations (7), (8), and (9) meet
boundary conditions II and III independent of the choice of
the coefficients B0 and Bn and the function f0. This allows
using f0 to independently satisfy the type of lateral bound-
ary condition I in equations (7), (8), and (9). From equation
(3) and its terms in z retained in equations (7), (8), and (9),
it is evident that f0 has to consist of linear combinations of
K0(m1r) and I0(m1r) as follows.

W03510 KLAMMLER ET AL.: TRIGONOMETRIC INTERPOLATION FOR MIXED-TYPE PROBLEMS W03510

3 of 14



[17] 1. For constant head lateral boundary, i.e., � ¼ 0 at
r ¼ b for all 0 � z � d, this can be achieved by imposing
c3I0(m1b) þ c4K0(m1b) ¼ 0 in equation (3) and results in

f0cðm1rÞ ¼
K0ðm1rÞ
K0ðm1bÞ � I0ðm1rÞ

I0ðm1bÞ
K0ðm1aÞ
K0ðm1bÞ � I0ðm1aÞ

I0ðm1bÞ
� K0ðm1rÞ

K0ðm1aÞ ; ð10Þ

where additional constants are included to make f0c ¼ 1 at
r ¼ a for later convenience. For later convenience and
knowing that dK0(r)/dr ¼ �K1(r) and dI0(r)/dr ¼ I1(r), we
also introduce

f1cðm1rÞ ¼ � 1
m1

df0c

dr
¼

K1ðm1rÞ
K0ðm1bÞ þ I1ðm1rÞ

I0ðm1bÞ
K0ðm1aÞ
K0ðm1bÞ � I0ðm1aÞ

I0ðm1bÞ
� K1ðm1rÞ

K0ðm1aÞ : ð11Þ

[18] 2. For impermeable lateral boundary, i.e., @�=@r
¼ 0 at r ¼ b for all 0 � z � d, this condition may be
achieved by assuring f1i ¼ �(1/m1)df0i/dr ¼ 0 for r ¼ b in
equations (7) and (9). Since f0i has to be a linear combina-
tion of I0 and K0 and because of the respective derivatives
given above, f1i has to be a linear combination of I1 and K1,
such that imposing c3I1(m1b) þ c4K1(m1b) ¼ 0 leads to

f1iðm1rÞ ¼ � 1
m1

df0i

dr
¼

K1ðm1rÞ
K1ðm1bÞ � I1ðm1rÞ

I1ðm1bÞ
K1ðm1aÞ
K1ðm1bÞ � I1ðm1aÞ

I1ðm1bÞ
� K1ðm1rÞ

K1ðm1aÞ ; ð12Þ

where additional constants are used to make f1i ¼ 1 for r ¼
a. From this, f0i may be obtained by integration as

f0iðm1rÞ ¼
K0ðm1rÞ
K1ðm1bÞ þ I0ðm1rÞ

I1ðm1bÞ
K1ðm1aÞ
K1ðm1bÞ � I1ðm1aÞ

I1ðm1bÞ
� K0ðm1rÞ

K1ðm1aÞ : ð13Þ

[19] In the case of equation (8), where top and bottom
are already impermeable, an impermeable lateral boundary
only makes physical sense if the same flow injected is
again extracted by the well or probe (e.g., vertical recircu-
lation well [Zlotnik and Ledder, 1996; Peursem et al.,
1999]). If this is the case, then it can be shown that B0 ¼ 0,
and hence, @�=@r ¼ 0 for r ¼ b is again met. The approxi-
mations given with equations (10) – (13) are for large val-
ues of b/a and become exact for b ! 1, i.e., laterally
unbounded flow domains (both K0(m1b) and K1(m1b)
approach zero in this case, while both I0(m1b) and I1(m1b)
approach infinity).

2.2. Trigonometric Interpolation Approach to the
Mixed-Type Internal Boundaries

[20] In equations (7), (8), and (9), the values of the coeffi-
cients B0 and Bn do not affect compliance with the external
boundary conditions I, II, and III such that these coefficients
can be used to independently meet the internal (mixed)
boundary conditions along the device (i.e., for r ¼ a).
According to Figure 1, for a double-packer test these boun-
daries are constant head open screen interval at bottom
(IV), impermeable bottom packer (V), constant head injec-
tion screen interval (VI), impermeable top packer (VII), and

constant head open screen interval at top (VIII). Mathemati-
cally, this may be written as

IV � ¼ �IV at r ¼ a for 0 � z � h1; ð14Þ

V
@�

@r
¼ 0 at r ¼ a for h1 � z � h2; ð15Þ

VI � ¼ �0 at r ¼ a for h2 � z � h3; ð16Þ

VII
@�

@r
¼ 0 at r ¼ a for h3 � z � h4; ð17Þ

VIII � ¼ �VIII at r ¼ a for h4 � z � d; ð18Þ

where �IV and �VIII [L] are the constant hydraulic heads in
the bottom and top open screen intervals, respectively. In
order to determine B0 and Bn, the respective ‘‘raw’’ solution
of �ðr; zÞ for a given set of external boundary conditions
from equations (7), (8), or (9) is substituted into equations
(14) – (18). Considering, for example, the case of imperme-
able top and bottom boundaries in combination with a con-
stant head lateral boundary, equation (8) (with f0 ¼ f0c and
f1c from equations (10) and (11)) is used to obtain the fol-
lowing system of equations to impose the internal boundary
conditions.

�ða; zÞ ¼ B0 þ
XN

n¼1

Bn cosðm1zÞ ¼ �IV; 0 � z � h1; ð19Þ

� @�

@r

����
r¼a

¼ B0

a lnðb=aÞ þ
XN

n¼1

Bn
n�
d

f1cðm1aÞ cosðm1zÞ ¼ 0;

h1 � z � h2;

ð20Þ

�ða; zÞ ¼ B0 þ
XN

n¼1

Bn cosðm1zÞ ¼ �0; h2 � z � h3; ð21Þ

� @�

@r

����
r¼a

¼ B0

a lnðb=aÞ þ
XN

n¼1

Bn
n�
d

f1cðm1aÞ cosðm1zÞ ¼ 0;

h3 � z � h4;

ð22Þ

�ða; zÞ ¼ B0 þ
XN

n¼1

Bn cosðm1zÞ ¼ �VIII; h4 � z � d: ð23Þ

[21] To achieve an exact solution, N must be set to infin-
ity, for which equations (7), (8), and (9) become Fourier se-
ries. Although Sneddon [1966] discusses solutions to similar
systems of equations, analytical solutions for the mixed-
type boundary value problems are generally intractable.

[22] However, by limiting N to finite values (i.e., truncat-
ing the trigonometric series) and discretizing the device
length 0 � z � d into a number NB (dimensionless) of equi-
distant intervals delimited by zi� and ziþ with i ¼ 1, 2, . . . ,
NB, such that z1� ¼ 0, zNBþ ¼ d, ziþ ¼ z(i þ 1)�, ziþ � zi� ¼
d/NB, and zi ¼ (ziþ þ zi�)/2, equations (19)– (23) may be
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rewritten in a discretized form by simply substituting zi for z
everywhere. With this, equations (19)– (23) constitute a lin-
ear system of NB equations in N þ 1 unknown coefficients.
This system may be regarded in a curve-fitting context,
where it is the goal to determine the unknown coefficients
of equation (8) (for finite N) to best approximate the right-
hand sides of equations (19)– (23) containing punctual in-
formation about � and @�=@r : For NB > N þ 1, this may
be done in a linear regression (i.e., least squares) sense,
while for NB ¼ N þ 1, curve fitting becomes exact and thus
transitions into the field of trigonometric interpolation. For
NB < N þ 1, the system is underdetermined. In the present

work, NB is set equal to the number of unknown coeffi-
cients, i.e., N þ 1 or N, depending on whether B0 is present
or not. Note that the discretized well flux approach pre-
sented previously by Mathias and Butler [2007] represents a
special case of the more general approach presented above.

[23] Before solving the resulting system it is noted that
�IV and/or �VIII in equations (19) – (23) are only known if
the top and bottom open screen intervals are connected to
constant head top and/or bottom boundaries. For imperme-
able top and bottom boundaries, �IV and �VIII are initially
unknown, but instead, two additional equations can be
formulated imposing zero total (i.e., integrated over z)
inflows or outflows QIV and QVIII [L3/T] from the open
screen intervals below and above the packers, respectively:

QIV

2�aK
¼ �

Zh1

0

@�

@r

����
r¼a

dz ¼ B0h1

a ln b
a

þ
XN

n¼1

Bnf1cðm1aÞ sinðm1h1Þ ¼ 0;

ð24Þ

QVIII

2�aK
¼ �

Zd

h4

@�

@r

����
r¼a

dz ¼ B0 d � h4ð Þ
a ln b

a

�
XN

n¼1

Bnf1cðm1aÞ sinðm1h4Þ ¼ 0:

ð25Þ

[24] The result is an extended system of NB þ 2 linear
equations in NB þ 2 unknowns, for which many standard
methods are available for the solution. For example, equa-
tions (19) – (25) may be converted from summation into
matrix form [A] � [B] ¼ [C], giving

such that matrix division immediately results in the
required vector [B] ¼ [A]�1[C] of unknown coefficients B0
and Bn from equation (8) as well as �IV and �VIII. Note that
the index ‘‘Nx’’ with z in equation (26) stands for the num-
ber of discretization points zi between z ¼ 0 and the top of
the boundary segment denoted by ‘‘x’’ in Figure 1 (e.g.,
zNIV is the last discretization point at the top of boundary
segment IV, and zNIVþ1 is the first one in boundary segment
V; also NVIII ¼ N). Appendix A gives further details about
the convergence behavior for increasing N and shows that
resulting flow field parameters, including F, may be hyper-
bolically extrapolated to the exact solutions corresponding
to N ! 1. Thus, the problem is solved in a novel and
direct way without the need for previous conversion of the
mixed-type into a single-type boundary value problem.

[25] For the simpler configuration of injection from a
push-in probe (i.e., in the absence of open screen intervals
above and below the packers), equations (19), (23), (24), and
(25) become irrelevant. The system reduces to equations

1 cosð�z1=dÞ cosð2�z1=dÞ � � � cosðNz1=dÞ �1 0

..

. ..
. ..

. ..
. ..

. ..
. ..

.

1 cosð�zNIV=dÞ cosð2�zNIV=dÞ � � � cosðNzNIV=dÞ �1 0
1

a lnðb=aÞ
�
d f1cð�a

d Þ cosð�zNIVþ1

d Þ 2�
d f1cð2�a

d Þ cosð2�zNIVþ1

d Þ � � � N�
d f1cðN�a

d Þ cosðN�zNIVþ1

d Þ 0 0

..

. ..
. ..

. ..
. ..

. ..
. ..

.

1
a lnðb=aÞ

�
d f1cð�a

d Þ cosð�zNV
d Þ 2�

d f1cð2�a
d Þ cosð2�zNV

d Þ � � � N�
d f1cðN�a

d Þ cosðN�zNV
d Þ 0 0

1 cosð�zNVþ1=dÞ cosð2�zNVþ1=dÞ � � � cosðN�zNVþ1=dÞ 0 0

..

. ..
. ..

. ..
. ..

. ..
. ..

.

1 cosð�zNVI=dÞ cosð2�zNVI=dÞ � � � cosðN�zNVI=dÞ 0 0
1

a lnðb=aÞ
�
d f1cð�a

d Þ cosð�zNVIþ1

d Þ 2�
d f1cð2�a

d Þ cosð2�zNVIþ1

d Þ � � � N�
d f1cðN�a

d Þ cosðN�zNVIþ1

d Þ 0 0

..

. ..
. ..

. ..
. ..

. ..
. ..

.

1
a lnðb=aÞ

�
d f1cð�a

d Þ cosð�zNVII
d Þ 2�

d f1cð2�a
d Þ cosð2�zNVII

d Þ � � � N�
d f1cðN�a

d Þ cosðN�zNVII
d Þ 0 0

1 cosð�zNVIIþ1=dÞ cosð2�zNVIIþ1=dÞ � � � cosðN�zNVIIþ1=dÞ 0 �1

..

. ..
. ..

. ..
. ..

. ..
. ..

.

1 cosð�zN=dÞ cosð2�zN=dÞ � � � cosðN�zN=dÞ 0 �1
h1

a lnðb=aÞ f1cð�a
d Þ sinð�h1

d Þ f1cð2�a
d Þ sinð2�h1

d Þ � � � f1cðN�a
d Þ sinðN�h1

d Þ 0 0
d�h4

a lnðb=aÞ �f1cð�a
d Þ sinð�h4

d Þ �f1cð2�a
d Þ sinð2�h4

d Þ � � � �f1cðN�a
d Þ sinðN�h4

d Þ 0 0

2
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�

B0

B1

..

.

BN

�IV

�VIII

2
666666664

3
777777775
¼

0

..

.

0

�0

..

.

�0

0

..

.

0

2
6666666666666666666666666666666666666666666664
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; ð26Þ
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(20), (21), and (22) with h1 ¼ 0 and h4 ¼ d, which further
corresponds to a respective reduction of equation (26). In the
opposite case of infinitesimally short packers such that h1 ¼
h2 and h3 ¼ h4, all boundary segments along the probe are of
the constant head type, and the problem reduces to a single-
type boundary value problem. Under this scenario (and
known �IV and �VIII) the present trigonometric interpolation
approach becomes identical to performing the discrete Fou-
rier (in particular sine or cosine) transform on �ða; ziÞ. The
discrete Fourier transform is again known to become identi-
cal to the (classic) Fourier decomposition of a continuous
periodic function if NB!1. The latter is performed in Ap-
pendix B to obtain a fully analytical solution and discussion
of the infinitesimally short packer problem.

2.3. Shape Factor F

[26] Integrating local radial fluxes qpr ¼ �@�=@r leav-
ing the probe (i.e., for r ¼ a), the injection flow rate Q [L3/
T] may be written as

Q ¼ �2�aK�0

Zh3

h2

@�u

@r

����
r¼a

dz; ð27Þ

where �u ¼ �ðr; zÞ=�0 (dimensionless). By substituting
equation (27) into equation (1) a general expression of F is
obtained.

F ¼ �2�a
Zh3

h2

@�u

@r

����
r¼a

dz: ð28Þ

[27] In the simpler case of injection through a single
screen from a push-in probe (or packers extending to top and
bottom boundaries) and in the case of using shorter packers
between impermeable top and bottom boundaries the inte-
gration limits in equation (28) may be set from zero to d, for
which the following simplified expressions are found.

[28] Constant head top and bottom boundaries

F ¼ 4�a
XN

n¼1

Bnuf1ðm1aÞ; m1 ¼ ð2n � 1Þ�=d ; ð29Þ

[29] Impermeable top and bottom boundaries

F ¼ 2�d

ln b
a

B0u ; ð30Þ

[30] Impermeable top and constant head bottom bound-
ary

F ¼ 2�a
XN

n¼1

Bnuf1ðm1aÞ; m1 ¼ ð2n � 1Þ�=ð2dÞ ; ð31Þ

where B0u ¼ B0=�0 and Bnu ¼ Bn =�0; i.e., dimension-
less coefficients for unit injection head. As above, f1 in
equations (29) and (31) is chosen from equations (11) and
(12) to honor a constant head or impermeable lateral bound-
ary, respectively. Interesting to note is that equation (30)
only depends on B0u, which by inspecting equation (8) with

r ¼ a in a Fourier series context, is seen to represent the
mean head along the device (for unit �0). In other words, B0
is the head required at a fully screened probe to inject an
equal flow rate Q as from a partially screened probe using
an injection head �0. Also, for a fully screened probe, Bn
for n > 0 in equation (8) become zero, and the solution cor-
rectly collapses to radial flow toward a fully penetrating
well in a confined aquifer with a constant head outer bound-
ary. Equation (30) further reflects that b/a needs to be finite
in order to achieve flow (i.e., F > 0) for a finite injection
head if both top and bottom boundaries are impermeable.

3. Results and Validation
[31] For the example configuration of equations (19) –

(25) (and NB ¼ 1280), Figure 2 depicts resulting dimen-
sionless head �p=a and dimensionless radial flux qpr/K
distributions along a fully screened well with injection
between two packers. Solid lines correspond to the case of
both top and bottom boundaries impermeable, while dashed
lines are for constant head top and bottom boundaries; the
lateral boundary is constant head in both cases. Compliance
with prescribed constant head and no flow boundary condi-
tions over their respective intervals may be easily verified
in both cases along with the fact that �p is constant but
larger than zero in the open screen intervals beyond the
packers if the adjacent boundaries are impermeable. Fur-
thermore, Figure 2b suggests (in agreement with Figure
A1) that local fluxes at the transitions between constant
head and impermeable boundary segments along the probe
or well become locally very large or infinite. Finally, it
may be correctly observed that flow along the open screen
intervals is negative (i.e., inward) if top and bottom boun-
daries are constant head (dashed line), while the direction
of flow along the open screen intervals is inward and then
outward for impermeable top and bottom boundaries (solid
line) to meet the condition of zero total inflow and outflow
over those segments as imposed by equations (24) and (25).
Figure 3 further illustrates and validates solutions by show-
ing contour plots of �ðr; zÞ for different internal and exter-
nal boundary conditions. Figures 3a and 3b correspond to
the solid and dashed lines of Figure 2, respectively. Com-
pliance with external boundary conditions is verified by
observing constant head lines approaching impermeable
boundaries perpendicularly and by constant head lines
becoming parallel to constant head boundaries in their vi-
cinity. Figures 3c and 3d represent two cases of injection
from a probe (i.e., packers extend to top and bottom boun-
daries) where the lateral boundaries are impermeable (e.g.,
as in laboratory barrel experiments). In Figure 3c both top
and bottom are constant head, while in Figure 3d, only the
top is constant head and the bottom impermeable.

3.1. Injection From a Probe (Field Conditions)
[32] As shown in Figure A1 of Appendix A, the conver-

gence behavior of F with increasing N is of the same hyper-
bolic type as with other flow field parameters and may,
hence, be conveniently extrapolated to exact solutions for
N ! 1. For an error margin of 1% in extrapolated F val-
ues, Figure 4 summarizes the resulting shape factors from
equations (29), (30), and (31) for injection from a probe
with h1 ¼ 0 and h4 ¼ d in Figure 1 as a function of s/a
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(where s ¼ h3 – h2 [L] is the length of the injection screen
vertically centered between boundaries), d/s, and different
top and bottom boundary types (thick solid line, constant
head top and bottom; thin solid line, impermeable top and
bottom; dashed line, constant head top and impermeable
bottom or vice versa). Typical for field conditions, the con-
stant head lateral boundary is located at b/a ¼ 1000, which
is large enough to not affect the outcome if at least one of
top and bottom boundaries is constant head. In case both top
and bottom boundaries are impermeable, as stated above, a
finite value of b/a is required for F > 0. As to be expected,
for a given geometric configuration, i.e., s/a and d/s, F/a is
always largest if both top and bottom are constant head and
smallest if both are impermeable. For increasing values of
d/s, however, it is seen that the types of top and bottom
boundaries have a decreasing effect on F/a, i.e., the three
curves for a given value of s/a converge to a shape factor,
whose value increases with s/a and which corresponds to an
infinite flow domain, where the types and distances of top
and bottom boundaries do not matter anymore. On the other
hand, for small values of d/s approaching 1 such that top
and bottom boundaries approach the injection screen
extremes, F/a approaches infinity if at least one of the boun-
daries is constant head (flow short-circuiting; see Appendix
B). If both boundaries are impermeable, then F approaches
a minimum equal to 2�d = lnðb=aÞ; which corresponds to
the case of a fully penetrating well in a confined aquifer.

[33] While Figure 4 is limited to injection screens verti-
cally centered between top and bottom boundaries, Figure 5
displays F/a for different values of screen length s/a and dis-
tance h1/s to a single nearby boundary. In Figure 5, d/s ¼ 50
is set to be large enough for the distant boundary to not
have a significant impact on results (compare Figure 4),
and the lateral boundary is located at infinity. Thick lines

correspond to the injection screen approaching a constant
head boundary, while thin lines are for nearby impermeable
boundaries. It is seen that for large values of h1/s, values of
F/a agree with those from Figure 4 for large values of d/s; as
h1 decreases, the screen approaches one of the boundaries.
As to be expected, if the approached boundary is constant
head, the thick lines indicate that F/a increases (up to a theo-
retically infinite value for h1 ¼ 0; see Appendix B), and if
the boundary is impermeable, then F/a decreases to
a minimum value. In general, it may be observed from Fig-
ure 5 that the proximity of the injection screen to an imper-
meable or constant head boundary does not significantly
affect F by more than an absolute value of 6a as long as h1/s
> 5. By multiplying the abscissa by s/a of each line, F/a is
obtained as a function of h1/a. The double arrows in Figure 5
are located at h1/a ¼ 20, which appears to be the limit, below
which the relative impact on F because of a nearby boundary
exceeds approximately 5%. As conductivity measurements
may vary over several orders of magnitude, the latter inter-
pretation in terms of h1/a seems to be more useful in practice.

[34] For the absence of any nearby boundaries, Figure 6
gives a graphical validation of the present approach against
previous ones defined by Hvorslev [1951] (spheroidal
approximation),

F ¼ 2�s

ln s
2aþ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ s

2a

� �2
q� � ¼ 2�s

a sinh 2
sa

� � ; ð32Þ

by the American Society for Testing and Materials
(ASTM) [Chapuis and Chenaf, 2003] (equal surface area
spherical approximation),

F ¼ 2�
ffiffiffiffiffiffiffi
2sa
p

� 8:9
ffiffiffiffiffi
sa
p

; ð33Þ

Figure 2. (a) Hydraulic head �p=a and (b) radial flux qpr/K distributions along fully screened well for
injection between two packers. Solid lines are for the example configuration of Appendix A where top
and bottom boundaries are impermeable. Dashed lines are for the same configuration but with constant
head top and bottom boundaries.
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and by Ratnam et al. [2001] (finite element plus curve fitting),

F ¼ 0:5691sþ 7:4144
ffiffiffiffiffi
sa
p

: ð34Þ

[35] For Mathias and Butler’s [2007] full semianalytical
approach as well as Rehbinder’s [2005] long packer approx-
imation, no simple expressions are available. Figure 6 illus-
trates that the ASTM formula is in good agreement down to
s/a � 1, while Hvorslev’s formula begins to significantly
overestimate F/a below s/a � 2. The latter is a known short-
coming and is discussed by Mathias and Butler [2006], who
offer an improvement for Hvorslev’s formula for s/a < 2.
Equation (33) is based on a spherical equal surface approxi-
mation of the screen and, hence, becomes increasingly inac-
curate as s/a grows. While equations (32) and (33) are
based on geometrical simplifications, the other approxima-
tions try to honor the exact geometry of the boundaries and
rely on more complex mathematical approximations. The

agreement of the results of Ratnam et al. [2001] and Reh-
binder [2005] (thin black line) with the present results is
seen to be good over the entire range depicted. Excellent
agreement (with, in fact, indistinguishable lines in Figure 6;
thick black line) is achieved with the results of Mathias and
Butler [2007]. Yet another independent validation of the
present method may be obtained by comparison with results
from a large numerical model for a direct-push permeame-
ter of Liu et al. [2008], who report hydraulic heads at two
locations along a probe for injection from a short screen.
Agreement is good (within 5% of injection head) when
assuming impermeable top and bottom boundaries and even
better (within 0.5% of injection head) when assuming con-
stant head top and bottom.

3.2. Injection From a Probe (Laboratory Conditions)
[36] Calibration of injection probes under field conditions

is problematic, as true values of hydraulic conductivity are

Figure 3. Solutions of �ðr; zÞ for �0=a ¼ b=a ¼ d =a ¼ 10 and (a) injection between double
packers with impermeable top and bottom and constant head lateral boundaries, (b) injection between
double packers with constant head top, bottom, and lateral boundaries, (c) injection from probe with con-
stant head top and bottom and impermeable lateral boundaries, and (d) injection from probe with con-
stant head top and impermeable bottom and lateral boundaries.
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generally not available. Laboratory barrel experiments are
convenient because the entire barrel packed with test mate-
rial above a bottom gravel pack may be used as a column in
a constant or falling head conductivity experiment for
obtaining independent and relatively reliable measurements
of K. Figure 7 depicts F/a for different screen and barrel
geometries (s/a, d/a, and b/a) as well as boundary condi-
tions at the barrel bottom (gravel pack or not). The top
boundary is always constant head (i.e., water level above
test material), while the barrel wall represents an imperme-
able boundary. The thick black line is the same as in Figure
6 and corresponds to a field situation where external boun-
daries do not have a significant impact. For the remaining
lines, two lines with a particular color and pattern are given
to correspond to the same boundary and barrel geometries
(see legend). The top line of each pair of lines corresponds
to a constant head bottom boundary, while the bottom one
corresponds to an impermeable bottom. Obviously, the
particular barrel geometry and type of bottom boundary
condition significantly affect F, and hence, they need to be
accounted for explicitly in the test interpretation. However,
it is interesting to note that barrels of d/b ¼ 1 with imperme-
able bottoms (bottom blue lines) as well as barrels of d/b
¼ 2 with constant head bottoms (top green lines) lead to
shape factors very close to field conditions in the absence of
nearby boundaries (black line). For b/a > 25 this holds with
high accuracy for s/a < 10 and up to an approximate error
of 10% for s/a < 20. Thus, designing a barrel test of known
Klab such that its shape factor is equal to F under field con-
ditions allows for an extremely simple injection test inter-
pretation as Kfield ¼ KlabQfield�0lab=ðQlab�0fieldÞ : This
avoids dealing with probe specific shape factors in labora-
tory and field practice.

Figure 4. F/a for injection from vertically centered single-screen probe (no open screen intervals
except for injection screen) as a function of s/a and log10(d/s) and for different top and bottom boundary
conditions (constant head lateral boundary at b/a ¼ 1000). Thick solid line, constant head top and bot-
tom; thin solid line, impermeable top and bottom; dashed line, constant head top and impermeable bot-
tom (or vice versa).

Figure 5. F/a for injection from noncentered single-
screen probe (no open screen intervals except for injection
screen) as a function of s/a and distance to boundary h1/s
(d/s ¼ 50 and lateral boundary at infinity). Thick solid line,
approaching constant head boundary; thin solid line,
approaching impermeable boundary. Double arrows indi-
cate locations of h1/a ¼ 20.
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3.3. Injection Using Single or Double Packers
[37] The solid lines in Figure 8 summarize shape factors

F/a from the present solutions for cases of injection from a
screen interval of length s delimited by two impermeable
packers of finite (and equal) length p with open screen
intervals above and below the packers. While F/a is a func-
tion of b/a even if b/a >> 1 when both top and bottom
boundaries are impermeable, Figure 8 considers all boun-
daries constant head with b/a >> 1 and d/s ¼ 50, i.e., far
away from the screen. Shorter packers (smaller p/s), as
expected, increase F/a in an approximately constant man-
ner, which indicates that changes in packer length only
affect the flow fields in the vicinity of the screen ends, thus
being essentially independent of s/a unless s/a is very
small. It is interesting to note for practice that above p/s
� 1, F is only slightly affected by the finite length of the
packers ; especially for s/a > 5, the difference in F to lon-
ger packers is consistently smaller than approximately a.
By multiplying the values of p/s in Figure 8 with s/a from
the abscissa, lines of F/a over s/a for constant values of p/a
are obtained. The circles and squares represent points on
such lines for p/a ¼ 1 and 4, respectively. Similar to Figure
5, it may be observed that the influence of packer length on
F may be more conveniently expressed in relative terms
using p/a instead of the perhaps more intuitive first choice
p/s. In particular, it can be inferred from the circles and
squares in Figure 8 that p/a ¼ 1 and 4, for example, corre-
spond to increases in F by approximately 20% and 10%,
respectively, with respect to p >> a. The influence of
nearby top or bottom boundaries on double-packer injec-
tion tests depends on a series of parameters (s/a, p/a, h1/a,
and type of boundary approached) and is best evaluated
individually for a given test configuration (i.e., s/a and/or
p/a). For injection between a packer and an impermeable

bottom layer (single packer test), F/a may also be found
from Figure 8 by entering the chart with p/(2s) instead of p/
s and 2s/a instead of s/a and then halving the respective
outcome for F/a. This is a consequence of the fact that the
flow field for a single-packer injection test corresponds
exactly to one half of the flow field of a double-packer
injection test.

[38] Figure 8 is also valuable for the situation of injec-
tion from a probe if p is taken to represent the impermeable
probe tip length under the injection screen. For this case, a
lower bound for F/a is found by assuming that the inner
boundaries above and below these fictitious packers are
impermeable, while an upper bound for F/a is found by
assuming that the inner boundaries above and below the
fictitious packers are constant head, i.e., infinitely conduc-
tive. In reality, the inner boundary above the top packer is
impermeable (probe casing), and below the bottom packer
(i.e., below the probe tip) is the transition to a cylinder of
some finite conductivity. From this, it may be concluded
that errors in F because of the conceptual assumption of a
long probe tip beneath the injection screen become less
than a for p/s � 1 (given s/a � 5) or less than 10% for p/a
� 4.

[39] The scenario of double-packer injection with distant
boundaries is also considered by Mathias and Butler [2007]
and by Rehbinder [1996] for a short-packer approach, and
their results are used for additional validation of the present
results in Figure 8. While Rehbinder’s short-packer solu-
tion (shown as dashed lines for p/s ¼ 0.05 and 1) presents
moderate agreement, the results of Mathias and Butler
[2007] are again indistinguishable from the present ones.
However, as shown in Appendix B, Mathias and Butler’s
[2007] result for infinitesimally short packers contains an
unsatisfactorily divergent infinite series. The 10,000 terms

Figure 6. F/a from different approaches for injection from probe and different injection screen geome-
tries. All boundaries are constant head and distant with d/s ¼ 50 and b/a >> 1.
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Figure 7. F/a for injection in laboratory barrel setups of different geometries s/a, d/a, and b/a as well
as different bottom boundary types. Top and lateral boundaries are always constant head and imperme-
able, respectively. For each line pattern and color, there are two lines; the top line is for constant head
bottom boundary (e.g., gravel pack hydraulically connected to constant head upper boundary), and the
bottom line is for impermeable bottom boundary (no gravel pack). The bottom dashed blue and top
dashed green lines are practically indistinguishable, which is also true for the bottom solid green and top
solid red lines.

Figure 8. F/a for different injection screen (s/a) and packer (p/s) geometries from the present approach
with all boundaries constant head and distant at d/s ¼ 50 and b/a >> 1 (solid lines; indistinguishable
from the full solution of Mathias and Butler [2007]). Dashed lines are Rehbinder’s [1996] short-packer
approximation for p/s ¼ 0.05 and 1. Circles indicate locations of p/a ¼ 1, and squares indicate p/a ¼ 4.

W03510 KLAMMLER ET AL.: TRIGONOMETRIC INTERPOLATION FOR MIXED-TYPE PROBLEMS W03510

11 of 14



used to approximate the infinite series in their equations
(21) and (31) are insufficient to achieve convergence for
very small values of p/s. However, the regression relation-
ship given in their equation (40) accurately approximates
the case when p/s ¼ 0.005 and should be assumed for p/s ¼
0.005 (as opposed to p/s ¼ 0, which is what is currently
stated in their paper). Fortunately, this does not impair the
validity and relevance of Mathias and Butler’s [2007]
results for all practical purposes.

3.4. Anisotropic Conductivity
[40] In practice it is common to encounter situations

where hydraulic conductivity in the horizontal direction Kr

[L/T] is significantly different (e.g., several orders of magni-
tude larger) than its vertical counterpart Kz [L/T]. Given the
respective anisotropy ratio �2 ¼ Kz=Kr (dimensionless), a
scaling of the horizontal coordinate to r0 ¼ r� while main-
taining z0 ¼ z allows for treating the resulting flow domain
as isotropic with conductivity Kr (such that continuity of
flows after scaling is assured [Hvorslev, 1951]). Thus, the
present approach remains generally valid if hydraulic con-
ductivity is axially anisotropic with the principal anisotropy
axes being horizontal and vertical. In particular, results for
F/a reported above remain directly applicable if a0 ¼ a� is
used instead of a such that equation (1) estimates Kr to sub-
sequently obtain Kz ¼ �2Kr : However, � is generally not
known before hand and needs to be assumed or measured
independently.

4. Summary
[41] Subsurface hydraulic conductivity K is a fundamental

hydrogeological parameter whose in situ measurement is
generally performed through injection tests from screened
probes or well screen intervals delimited by impermeable
packers. While K is directly proportional to an observed ratio
of injection flow rate Q to injection head �0, it is also pro-
portional to the shape factor F, which is determined by the
geometry of the injection flow field and, hence, the geometry
of the injection device (internal boundary conditions) as well
as the flow domain (external boundary conditions). For the
purpose of evaluating F over a wide range of scenarios, the
present work presents general solutions to the axisymmetric
steady state flow problem for arbitrary combinations of
external boundary types and distances. The internal bound-
ary may consist of an arbitrary number of impermeable and
constant head intervals. The resulting mixed-type boundary
value problem is solved directly in a novel and relatively
simple way using a trigonometric interpolation approach.
This avoids previous conversion into a single boundary type
problem as required with recent alternative approaches and
allows for a simple (hyperbolic) extrapolation from approxi-
mate to exact results. Through an adequate scaling of the ra-
dial coordinate the approach becomes generally valid for
flow domains with anisotropic conductivity, where K is dif-
ferent between the vertical and horizontal directions.

[42] A series of dimensionless charts is given to allow
for a quick determination of F for different injection screen
geometries s/a under a range of scenarios: (1) injection
from a probe (or using long double packers) centered
between different combinations of impermeable and con-
stant head top and bottom boundaries at different distances,

(2) injection from a probe (or using long double packers)
near a single impermeable or constant head boundary, (3)
injection in laboratory barrel experiments with all bounda-
ries nearby, the lateral being impermeable, and (4) injec-
tion between double packers of different lengths and
distant external boundaries. Interesting findings include F
being affected by less than 5% if a minimum distance of
approximately 10 times the probe diameter is maintained
to an impermeable or constant head horizontal boundary
(Figure 5). Similarly, using a minimum packer length of
twice the well diameter does not affect F by more than
10% compared to longer packers; the latter also applies to
the length of impermeable tips of push-in probes below the
screen. For injection tests in sand barrels (e.g., for probe
calibration) it is found that shape factors within 10% of
those of field situations (in the absence of nearby bounda-
ries) may be created by using d/b ¼ 1 for impermeable bar-
rel bottoms and d/b ¼ 2 if a gravel pack at the barrel
bottom is deployed to establish a constant head boundary
(with water freely draining out of barrel).

[43] Comparison and validation of results is performed
against a number of existing approximate, semianalytical,
and numerical approaches available for scenarios where the
influence of external boundaries is negligible. Notably, re-
spective shape factors of the present approach are identical
to those obtained by the method of Mathias and Butler
[2007]. However, for extreme cases of very short packers,
Mathias and Butler’s [2007] solution was found to be
incomplete. We present a respective correction in the form
of a fully analytical solution for the limit of infinitesimally
short packers (see Appendix B).

Appendix A: Convergence Behavior
[44] For the wide range of boundary configurations inves-

tigated, it was observed that the Bn coefficients always con-
verge to zero as n increases and that particular flow field
parameters (e.g., F or local heads and fluxes) converge
hyperbolically toward a stable value for NB ! 1 (such
hyperbolic convergence is also observed by Boast and Kirk-
ham [1971]). Figure A1 represents examples of the latter
for arbitrarily chosen b=a ¼ d =a ¼ �0=a ¼ 10; h1/a
¼ 4, h2/a ¼ 5, h3/a ¼ 7, and h4/a ¼ 8, i.e., for injection
from a screen of length 2a delimited by two packers of
length a, which are asymmetrically located in a stratum
between two confining layers. Depicted as functions of 1/
NB are the relative heads �=a (dashed lines) and relative
fluxes q/K (dot-dashed lines) for z/a ¼ 4.5, 6, and 8 (indi-
cated in the indices), i.e., for the center of the bottom
packer, the center of injection interval, and the top extreme
of top packer, respectively. NB is increased from an initial
value of 10 through consecutive multiplication by 2 until
1280 (circles). It is observed that all �=a and q/K approach
a relatively straight line toward the left when plotted over
1/NB. This allows for simple linear extrapolation of two
consecutive data points onto 1/NB ¼ 0, i.e., the exact solu-
tions for NB ! 1, and a sufficiently large value of NB is
reached when two consecutive extrapolated values are
within a prescribed margin. An exception to this is q8/K,
which provides some evidence that flow is singular (infinite
flux) at the transitions between impermeable and constant
head boundaries along the well or probe. As infinite fluxes
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are physically impossible, the governing equation (equation
(3)) of the present approach appears to be invalid near the
extremes of well casings and packers. However, F con-
verges to a finite value, indicating that injection flow does
remain finite (integrable). Successful validation of F against
independent (e.g., numerical) methods, which do not pro-
duce these flow singularities, demonstrates that equation (3)
is, indeed, physically valid everywhere else (i.e., at all non-
singular locations) in the flow domain. Although not a nec-
essary requirement, maximum convergence with NB is
achieved if the screen and packer limits coincide with dis-
cretization interval limits and if average values over discre-
tization intervals are used for any location inside a
respective interval. An attempt to lower required NB by
enlarging interval spacing distant from the screen and pack-
ers (as done by Mathias and Butler [2007]) leads into the
context of trigonometric interpolation for unevenly spaced
data and was not further pursued as computational time was
found not to act as a limiting factor.

Appendix B: Analytical Solution for Infinitesi-
mally Short Packers

[45] If h1 ¼ h2 and h3 ¼ h4 in Figure 1, the impermeable
packers become infinitesimally short, and the internal
boundary conditions are all of the constant head type,
which is a significant simplification with respect to the gen-
eral mixed boundary problem. A fully analytical solution is
found for this case and provides some interesting theoreti-
cal insight on whether total injection flow becomes infinite
or not, a topic which Rehbinder [1996] and Mathias and
Butler [2007] are in disagreement about. For the sake of
concurrence with these previous studies, consider constant
head top, bottom, and lateral boundaries, such that equa-

tions (7) and (10) apply. Equation (10) is identical to 1 for
r ¼ a (i.e., along the well surface), and if N!1, the coef-
ficients Bn in equation (7) become the coefficients of a
sine-Fourier series of the known head distribution along the
well (�ða; zÞ ¼ 0 for 0 � z � h2 and h3 � z � d ;
�ða; zÞ ¼ �0 for h2 � z � h3), which may be found as

Bn ¼ 2�0

n�
cos m1h2ð Þ � cos m1h3ð Þ½ �; m1 ¼ n�=d ; ðB1Þ

such that the analytical solution of the problem is complete.
By using equation (28) a general expression of F is
obtained as

F ¼ 4a
X1
n¼1

f1cðm1aÞ
n

cos m1h2ð Þ � cos m1h3ð Þ½ �2 : ðB2Þ

[46] From equation (11) it may be seen that f1c(m1a) con-
verges to 1 as n increases and the squared term in brackets
is always positive. This and the fact that

P1
n¼1

1
n!1 is

sufficient to prove that equation (B2) does not converge;
that is, F and, hence, Q are infinitely large in the case of
infinitesimally short packers (the only exception to this is
the case of h2 ¼ h3, i.e., when the injection screen interval
itself becomes infinitesimally short). Clearly, infinitesimally
short packers and infinite injection flows are beyond physi-
cal reality; however, the result bears some significance in
that practitioners are warned from arbitrarily minimizing
packer sizes as, depending on particular site conditions, the
governing equation (3) based on Darcy flow may not hold
over significant portions of the flow domain near the short
packers. These conclusions are also applicable to injection
screens immediately next to a top or bottom constant head

Figure A1. Hyperbolic convergence of F/a, �=a, and q/K with NB for injection using double packers
between two confining layers, where indices indicate locations z/a ¼ 4.5, 6, and 8 along the well. Here
b=a ¼ d =a ¼ �0=a ¼ 10; h1/a ¼ 4, h2/a ¼ 5, h3/a ¼ 7, and h4/a ¼ 8.
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boundary where the geometric distance (flow paths) between
source (screen) and sink (boundary) is even shorter. Note,
however, that flow singularities discussed in Appendix A do
not share the property of causing F and Q to be infinite.

[47] In contrast, if both top and bottom boundaries are
impermeable, equation (30) dictates that F has to be finite at
steady state even for infinitesimally short packers since B0u
was found to be the (naturally finite) mean head along the
well. Also, the same flow entering the open screen intervals
needs to leave them again and reenter the aquifer flow field
until meeting the lateral constant head boundary. Using a sim-
ilar procedure as in equations (B1) and (B2) for constant head
top and bottom boundaries, it may be shown that the head dif-
ference between the injection screen and the open screen
intervals above and below the infinitesimally short packers
becomes infinitesimally small, such that the whole well
behaves as if injection was uniformly applied along all of it
(no packers present). For a given set of parameters a, b, and d
the shape factor F is then a maximum, independent of s.
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Approximate up-scaling of geo-spatial variables applied to deep foundation design
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We present a series of simple approximate methods for up-scaling the cumulative distribution function of
spatially correlated variables by using an effective number ne of independent variables. Methods are based on the
property of distribution permanence of the gamma and inverse Gaussian distributions under averaging, bootstrap

sampling and expansions about the normal and gamma distributions. A stochastic simulation study is used to
validate each method, and simple parameters are defined to identify respective ranges of applicability. A practical
example is presented where core sample rock strength data are up-scaled to shaft size for probabilistic (risk-based)

deep foundation design. Supplemental material is available online.

Keywords: probability of failure; reliability; change of support; geostatistics; Edgeworth; gamma expansion;

bootstrap; inverse Gaussian

1. Introduction

Spatial scale is one of the most fundamental para-

meters in science and engineering. However, data are

typically not defined on the same scale of support as

required for subsequent processing and decision-

making, which raises the question about the effect

of changing scales. This is known as the ‘change of

support’ problem, and for the particular case of

changing support from small to large, as the ‘up-

scaling’ problem. The topic has received considerable

attention in the (geo-) statistical literature (Chilés and

Delfiner 1999, Gotway and Young 2002) relating to

many fields of application including mining/petro-

leum engineering, hydrology, agriculture, etc. A

classic example is the use of core sample data (1 cm

scale) in the determination of total recoverable ore

tonnage in a reserve by estimating the cumulative ore

content of mining blocks (10 m scale) above a certain

cut-off level. Many times core sample data also need

to be used as input to numerical models of a desired

domain size and limited number of discrete cells

(possibly at a 1�100 m scale).
The present work is motivated by a practical

problem in geotechnical engineering � in particular,

reliability- (or risk-) based deep foundation design

(e.g. for bridges; Phoon et al. 2003, AASHTO 2004),

where it is the goal to assure compliance with a target

(maximum permissible) probability of failure pf of a

foundation in order to limit the level of risk

of potential damages (e.g. collapse or excessive

settlement). For this purpose, both design load Q
and foundation resistance R are generally regarded as
random variables such that the design goal may be
expressed mathematically as

P[RBQ]5pf; (1)

where P[ ] denotes the probability (risk) of the event
in brackets (load exceeding resistance) to occur.
Evaluation of Equation (1) requires knowledge of
the exact probability density functions (pdfs) and/or
cumulative distribution functions (cdfs) of R and Q.
Limiting attention to the resistance side, the sources
of uncertainty affecting cdf(R) may be categorised
into three principal classes: (1) spatial variability of
ground properties, (2) measurement errors and (3)
uncertainty in data transformation (Phoon and
Kulhawy 1999a, 1999b). A method to estimate a
lump value of all uncertainty types is based on past
experience and the compilation and analysis of
comprehensive load test databases, which allow for
assessment of prediction error distributions (and
possibly model calibration) for different combina-
tions of site conditions, prediction and construction
methods (Zhang et al. 2001, 2008, Haldar and Babu
2008). However, inherent shortcomings with this
method are that it does not offer an explicit possibi-
lity to account for site-specific data and that the
characteristics of a site/job have to be matched with a
sufficient number of corresponding observations
from the past. As an alternative, general approaches
have been proposed that evaluate the contributing

*Corresponding author. Email: haki@gmx.at

Georisk
Vol. 5, Nos. 3�4, September�December 2011, 163�172

ISSN 1749-9518 print/ISSN 1749-9526 online

# 2011 Taylor & Francis

DOI: 10.1080/17499518.2010.546266

http://www.informaworld.com

D
ow

nl
oa

de
d 

by
 [

U
ni

ve
rs

ity
 o

f 
Fl

or
id

a]
 a

t 1
1:

56
 1

6 
D

ec
em

be
r 

20
14

 

http://www.informaworld.com


sources of uncertainty separately and then combine
them according to appropriate physical and statistical
laws (Phoon and Kulhawy 1999a, 1999b, Foye et al.
2006). Approaches that explicitly account for spatial
variability are not very abundant and consider
shallow foundations in two (Paice et al. 1996, Fenton
and Griffiths 2002, 2003, Popescu et al. 2005, Babu
et al. 2006) and three (Fenton and Griffiths 2005)
dimensions. Fenton et al. (2005, 2008) relate their
previous results to Load and Resistance Factor
Design (LRFD) and investigate effects of data in
the vicinity of a shallow foundation to reduce
resistance uncertainty. Furthermore, Fenton and
Griffiths (2007) present a preliminary finite element
study for a single-object deep foundation subject to
vertically variable ground properties.

The present work develops methods for investi-
gating the effects of spatial variability on cdf(R),
where R is considered as the total ultimate (i.e.
deformation independent) axial resistance of a drilled
shaft due to side friction and neglecting end bearing
(which is common practice with design in Florida
limestone, for example; FDOT 2006). Thus, as
illustrated in Figure 1, R is known to be equal to
the integral of local ground (i.e. rock or soil) strength
(or unit side friction) q over the lateral shaft surface
area As (typically a cylinder; Klammler et al. 2010):

R�g
As

qdA: (2)

However, in early design stages, exact shaft
locations are unknown (i.e. in some sense random)
and local ground strength data are available, for
example, based on core sample analysis from a
number of (somehow also randomly located) borings
on a site. The resulting problem of Equation (2) is to
up-scale the observed cdf(q) at (quasi-) point support
to cdf(R) at a support equal to the lateral shaft
surface for subsequent use in Equation (1). Note that
the problem as stated does focus on transitions in
spatial scale; however, support sizes of both q and,
consequently, R are considered larger than the
representative elementary volume (REV) of what
may be considered local strength or unit side friction
in rock/soil (e.g. measured with samples obtained
from drilling cores). The term ‘quasi-point support’
for the scale of q will be merely used to designate a
scale much smaller than the scale of spatial variability
of q (i.e. the separation distance beyond which local
values of q become uncorrelated).

Klammler et al. (2010) studied the problem of
Equation (2) with log-normal up-scaling (Isaaks and
Srivastava 1989) using the well-known approxima-
tion that the sums (or averages) of log-normal
variables are again log-normal. However, this ap-
proach is limited to log-normal distributions of q,
which may be prohibitive in practice. Approximate
analytical models for up-scaling of spatially corre-
lated variables of arbitrary distributions include
affine and indirect log-normal corrections (Isaaks
and Srivastava 1989) and are recommended for use
only when reduction in variance is below 30%, since
they do not honor the Central Limit Theorem
(Deutsch 2002). More sophisticated approaches, in-
cluding disjunctive kriging, the discrete Gaussian and
mosaic methods, are described in Cressie (1993) and
Chilés and Delfiner (1999), while stochastic simula-
tion (Deutsch 2002) is a numerical alternative based
on random field generation. However, application of
the latter methods is limited in geotechnical design
practice due to their elevated complexity, and critical
underlying assumptions may not always be based on
sufficient data. For a more detailed overview of up-
scaling techniques see Gotway and Young (2002).

From this, we detect a lack of spatial up-scaling
methods which are both appropriate for any degree
of variance reduction (i.e. spatial averaging) and
which are simple enough for practical implementa-
tion by engineers with limited (geo-) statistical back-
ground. By using the concept of effective numbers of
independent variables the present paper develops a
series of simple approximate methods, which com-
bine the variance reduction principle due to spatial
averaging from geostatistics with distributional
properties from classical statistics. Averaging (or

Rtip = 0 

Q
qq

Drilled shaft: 

As

qdAR
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Figure 1. Schematic of ultimate (and, hence, deformation

independent) axial shaft resistance R due to side friction
only. Tip resistance Rtip is neglected according to design
practice in Florida limestone (FDOT 2006).
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summing) of independent variables is a thoroughly
studied field (Petrov 1975), and the concept of
effective numbers of independent data has been
explored previously in many different ways (Bayley
and Hammersley 1946, Kitanidis 1997, Deutsch 2004,
Pardo-Iguzquiza and Dowd 2004). Two parametric
(gamma and inverse Gaussian) and three non-
parametric (bootstrap-based and expansions about
the normal and gamma distributions) methods are
developed in the present work and validated against
results from stochastic simulations. The existing
method of parametric log-normal up-scaling is also
included in the validation study to obtain a compara-
tive evaluation of its performance under different
conditions and to study its range of applicability.
Limiting assumptions in the present and previous
approaches are stationarity of the underlying random
process and that the variogram is sufficient to
describe spatial variability (Deutsch 2002).

2. Variance reduction and effective number of

independent variables

In concordance with the problem of shaft resistance
posed in Equation (2), we focus on arithmetic
averaging of spatially correlated random functions
(regionalised variables; Journel and Huijbregts 1978),
which can be expressed in a general form by

Zv(u)�
1

v g
v

Z0(x)dx; (3)

where x is a coordinate vector and Z0(x) a regiona-
lised variable defined on point support and described
by a cumulative distribution function (cdf) with
expectation m0 and variance s0

2 as well as a variogram
or, equivalently, a spatial covariance function C(h),
with h being a spatial separation vector between two
locations x and x?. Zv(u) is the corresponding
effective (i.e. arithmetically averaged) parameter for
support size v�f

v
dx centred on coordinate vector u.

Note that v can be a joint or disjoint domain in
one, two, or three (or more) dimensions. Equation (2)
is a particular case of Equation (3) for Z0�q, v�As

and Zv�R/As, the latter being equivalent to mean
unit side friction over the lateral shaft surface. As
such, the present work considers cdf and C(h) of
Z0(x) as reliably known, while the location u of v is
random (i.e. unknown or distant from available
data). Hence, there is no conditioning to data
(unconditional up-scaling) and Z0(x) can be abbre-
viated to Z0 as well as Zv(u) to Zv, whose cdf of
expectation mv and variance sv

2 is sought.
It is well known (Deutsch 2002) from the Central

Limit Theorem that up-scaling of linearly averaging

variables entails constant expectation (mv�m0), while
variance, skewness and higher-order cumulants de-
crease. The simplest case is that of Gaussian random
fields where up-scaled distributions are again Gaus-
sian; however, distributions are not generally pre-
served between scales. The reduced variance sv

2 is
found from (Deutsch 2002)

s2
v�

1

v2 g
v

g
v

C(x�x0)dxdx0: (4)

Equation (4) only depends on C(h) and v and is valid
independent of the underlying distribution type. If
Equation (4) is applied to a finite number n of
uncorrelated random variables it reduces to sv

2�s0
2/

n, which is the relationship for the variance of a mean
estimate in classical statistics requiring the assump-
tion of ‘i.i.d.’ (independent and identically distribu-
ted) variables. By following a concept briefly
introduced in the opposite context of estimating a
process mean from limited data by Kitanidis (1997)
or Deutsch (2004), an effective number of indepen-
dent variables ne can be defined as

ne�
s2

0

s2
v

; (5)

which expresses the number of independent random
variables that are subject to the same amount of
variance reduction when averaged as spatial aver-
aging of a regionalised variable Z0 with covariance
structure C(h) over a domain v.

3. Parametric methods

Data distributions encountered in science and engi-
neering are mostly non-negative and positively
skewed with a rather long tail to the right. The log-
normal is a two-parameter distribution that has been
widely applied to fit these observations before and
after up-scaling (direct log-normal up-scaling; Isaaks
and Srivastava 1989, Vargaz-Guzmán 2005).
However, it is well known that averages of even
independent log-normal variables are not exactly log-
normally distributed (Santos Filho et al. 2005). In
contrast, other non-negative and positively skewed
two-parameter distributions like the gamma and
inverse Gaussian appear to be more appropriate for
this type of ‘direct’ up-scaling than the log-normal
distribution, as they possess the property of strict
distributional permanence under arithmetic averaging
of independent variables (Krishnamoorthy 2006). For
example, the average of two or more independent and
identically distributed gamma variables is again
gamma distributed, however with different para-
meters. This preservation of distribution type with
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up-scaling does not strictly hold for spatially corre-

lated variables, but, motivated by the widely used

approximate direct log-normal up-scaling, the present

work proposes approximate direct gamma and inverse

Gaussian up-scaling. With this, in analogy to the

classic direct log-normal (LN) up-scaling, given that

Z0 may be assumed to be either gamma (GA) or

inverse Gaussian (IG), the up-scaled cdf is approxi-

mated by the same distribution type. This significantly

widens the range of applicability of the simplest

‘direct’ (i.e. using approximate distribution perma-

nence) up-scaling techniques, which honor the Central

Limit Theorem for large degrees of variance reduction

(such as LN, GA and IG also approach normality as

the variance decreases).
For convenience, expressions for pdfs and cdfs of

these distributions are given in the online supple-

mental material. Table 1 summarises the meanings of

the two parameters (p1, p2) for each distribution

(including LN) and the relationships to distribution

expectation m and coefficient of variation CV�s/m
(in order to remain close to common geotechnical

practice we prefer the use of CV to s or s2). Direct

up-scaling is simply performed by applying m�mv�
m0 and CV�sv/m v [using Equation (4)] in columns 2

and 3 to estimate distributional parameters p1 and p2
such that the cdf and pdf of Zv are fully defined.

Distributional fits/tests can be performed to evaluate

which (if any) distribution type best fits Z0. However,

the last column of Table 1 provides simple expres-

sions of the coefficient of skewness sk of each

distribution in terms of CV. The three distributions

may be ordered according to increasing sk for a given

CV, thus suggesting the ratio sk/CV as an efficient

field parameter to discern (up to third order) which

distribution may be most adequate for given data. sk/

CV:2 suggests a gamma fit, sk/CV:3 an inverse

Gaussian and sk/CV:3�CV2�3 a log-normal fit.

4. Non-parametric methods

4.1. Bootstrap

Stochastic simulation is a non-parametric method
using the cdf and the variogram of Z0 to generate
realisations of random fields, which are averaged
over v to obtain a discrete cdf of Zv in a Monte
Carlo sense. However, as initially mentioned, the
fact that random field realisations have to be drawn
from a population of given cdf and variogram
involves a significant degree of computational com-
plexity and software operational skills for (geo-)
statistically untrained engineers (the risk of blindly
trusting computer outputs is not acceptable). The
first non-parametric method proposed here avoids
the generation of random field realisations by
making use of the effective number of independent
variables ne defined in Equation (5). That is, C(h) is
known such that sv can be determined from
Equation (4) followed by ne from Equation (5).
Instead of arithmetic averaging over v in each of N
random field realisations, arithmetic averaging over
ne independent samples randomly drawn from the
cdf of Z0 is performed N times to arrive at a discrete
approximation for the cdf of Zv. If N is large
enough both the permanence of mean mv�m0, the
variance reduction criterion of Equation (4) as well
as the normalisation of the cdf of Zv due to the
Central Limit Theorem are satisfied by this method.
From Equations (4) and (5) it is evident that ne is
generally not an integer, and a solution for how to
draw a non-integer number of samples from a
population is given in the appendix. Due to the
similarities of this approach with the bootstrap
method (Efron and Tibshirani 1998) it is hereafter
referred to as ‘bootstrap’.

4.2. Edgeworth expansion

The second and third non-parametric approaches
developed here are based on series expansions of cdfs
about normal and gamma distributions respectively,
where only a certain number of lower-order moments
or cumulants of a cdf are retained. This will result in
relatively simple results and is appropriate for most
practical situations where limited data do not allow
for reliable inference of higher-order moments. The
term ‘non-parametric’ is justified by the fact that no
distribution type is assumed for Z0. If we denote the
ith centralised moment and the ith cumulant of a
random variable Z of mean m and variance s2 by mi
and ki, respectively, the following relationships apply
(Hall 1992): k1�m1�m�m, k2�m2�s2, k3�m3 and
k4�m4�3m2

2, where mi�E[(Z�m)i] with E[ ] being the
expectation operator. Standardised cumulants are

Table 1. Parameters of GA, IG and LN distributions
(Krishnamoorthy 2006).

p1 p2 sk

Gamma mCV 2

(scale)

1

CV 2

(shape)

2CV

Inverse
Gaussian

m
(mean)

m
CV 2

(shape)

3CV

Log-
normal

ln
mffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1 � CV 2
p

(log-mean)

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ln(1�CV 2)
p
(log-std. dev.)

3CV�CV3
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frequently used as ki/si and are known as coefficient
of skewness sk if i�3 and as excess kurtosis ek if i�
4. Important properties of cumulants for the present
work are that (1) if Z is scaled by a factor c, then
respective cumulants are scaled by factors ci, i.e.
ki(cZ)�ciki(Z) and (2) cumulants of sums of inde-
pendent random variables are equal to the respective
sums of cumulants, i.e. ki(Z1�Z2)�ki(Z1)�ki(Z2).
From this, the cumulants of a mean

Zv�
1

n

Xn
j�1

Zj

with Zj independent and identically distributed are
obtained as ki(Zv)�ki(Zj)/n

i�1 giving further sk(Zv)�
sk(Zj)/n

1/2 and ek(Zv)�ek(Zj)/n.
For an expansion about the normal distribution,

Edgeworth series are known to provide asymptotic
approximations to a general class of cdfs and, in the
case of averaging n independent variables Z, a general
form limited to effects of skewness and excess
kurtosis is (Hall 1992)

F(t)�FN(t)�
�

sk

6
ffiffiffi
n
p (t2�1)�

1

24n

�
ek(t3�3t)

�
sk2

3
(t5�10t3�15t)

��
fN(t): (6)

Here t�(Zv�m)
ffiffiffi
n
p

=s is the standardised mean Zv

with F(t) being the approximate cdf of t and FN()
and fN() being the standard normal cdf and pdf,
respectively, as defined in the online supplemental
material. sk and ek are used for sk(Z) and ek(Z),
respectively. While for n�1 no averaging takes
place and Equation (6) reduces to approximating
the cdf of Z, for large n the corrective terms in
the curly brackets vanish and F(t) approaches FN(t)
as required by the Central Limit Theorem. Similarly,
for sk�ek�0 skewness and excess kurtosis of Z
agree with those of the normal distribution and
the second-order Edgeworth expansion reduces to
F(t)�FN(t). In analogy to the bootstrap approach,
Equation (6) is applied to the up-scaling problem
of the spatially correlated variable Z0 in an
approximate way by using Z�Z0 and n�ne from
Equation (5).

4.3. Gamma expansion

Since low-order expansions about the symmetric
normal distribution can be expected to become
inaccurate for averages of strongly non-normal
variables and insufficient normalisation due to aver-
aging, expansion about the gamma distribution is
proposed for positively skewed non-negative vari-
ables. Bowers (1966) gives a solution for the approx-

imation F(w) of a general cdf (without averaging) by
a non-asymptotic series of gamma functions in the
form of

F(w)�FGA(w; p2)�A[ fGA(w; p2�1)

�2fGA(w; p2�2)�fGA(w; p2�3)]

�B[ fGA(w; p2�1)�3fGA(w; p2�2)

�3fGA(w; p2�3)�fGA(w; p2�4)] (7)

where terms containing higher-order moments than
kurtosis were truncated. The expressions for
FGA(w,p) and fGA(w,p) are given in the online
supplemental material and are the gamma cdf and
pdf, respectively, of shape parameter p for the
standardised variable w�Zm/s2. This transforma-
tion assures that the mean and variance of w are
both equal to m2/s2�1/CV2, which are then matched
by FGA(w,p2) with p2�1/CV2 (Table 1). The coeffi-
cients A and B are functions of the third and fourth
centralised moments of w as well as of p2. From the
relationships between centralised moments and cu-
mulants given above and knowing that k3(GA)�2p2
and k4(GA)�6p2 [with k3(GA) and k4(GA) being the
third and fourth cumulants of FGA(w,p2), respec-
tively] one can rewrite the expressions of Bowers
(1966) for A and B as

A�
1

6
(k3(w)�k3(GA)) (8)

and

B�
1

24
[(k4(w)�k4(GA))�12(k3(w)�k3(GA))]: (9)

This shows that corrective terms after FGA(w,p2) in
Equation (7) are weighted by simple functions of the
differences between the third and fourth cumulants
of the standardised variable w and FGA(w,p2), the
gamma distribution about which the expansion is
built. From the relationship between Z and w, one
obtains k3(w)�sk(Z)/CV3 and k4(w)�ek(Z)/CV4. In
addition, with k3(GA)�2/CV2 and k4(GA)�6/CV2

A and B can be expressed in terms of parameters of
Z only.

For the present purpose, Equations (7�9) are
generalised to allow for approximating the cdf of
some mean Zv over n independent and identically
distributed variables Z by using w�Zvm/sv

2�Zvmn/
s2, such that p2�m2n/s2 is equal to the common
value of mean and variance of w. Taking advantage
of the properties of cumulants under scaling and
averaging as already discussed, k3(w)�sk(Z)n/CV3

and k4(w)�ek(Z)n/CV4 are used in Equations (8) and
(7), to account for the effects of skewness and
kurtosis reduction due to averaging; thus,
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A�
n

6CV 2

�
sk

CV
�2

�
(10)

B�
n

24CV2

��
ek

CV2
�6

�
�12

�
sk

CV
�2

��
; (11)

where sk and ek equate to sk(Z) and ek(Z), respec-
tively. For n�1 these expressions reduce to Equa-
tions (8) and (9) for no averaging and F(w) in
Equation (7) becomes an approximation of the cdf
of Z. For large n the coefficients A and B increase;
however, proportionally large values of p2 lead to a
cancelling out of terms within the brackets of
Equation (7), and the basic expansion term FGA(w,p2)
approaches a normal distribution in agreement with
the Central Limit Theorem. Independent of n, for
k3(w)�k3(GA) and k4(w)�k4(GA), the first four
cumulants of the cdf of w and FGA(w,p2) are identical
leading to A�B�0 and F(w)�FGA(w,p2). This
reduces the approach to the preceding parametric
one of directly fitting a gamma distribution to a
distribution of Zv with known mean and variance. In
this sense, the non-parametric gamma expansion
extends the parametric gamma method by accounting
for effects of skewness and kurtosis in addition to
simply mean and variance. The parametric (direct)
gamma method implicitly assumes that skewness and
kurtosis are defined by the gamma distribution and
not the properties of Z. Equations (7), (10) and (11)
are applied to the up-scaling problem of the spatially
correlated variable Z0 in an approximate way by
using Z�Z0 and n�ne from Equation (5). Note,
finally, that in contrast to the bootstrap method both
the Edgeworth and gamma expansion methods can
directly handle non-integer values of ne.

5. Simulation study and results

The principal approximation involved in the ap-
proaches presented is that averaging of correlated
variables is substituted by averaging of an effective
number of independent variables. Moreover, the
classic direct log-normal method assumes approxi-
mate log-normality of means of independent log-
normals; also, the non-parametric Edgeworth and
gamma expansion methods are limited to a finite
number of terms and convergence is not always
guaranteed (Hall 1992). To validate these approxima-
tions a comprehensive simulation study is performed,
in which outcomes of the present approaches are
compared to up-scaling by stochastic simulation of
10,000 random field realisations. Gaussian random
fields are generated by the method of LU-decom-
position with subsequent inverse normal score trans-
formation (Goovaerts 1997) to achieve a target

distribution. A total of 16 test distributions including
bimodal, truncated, negatively skewed and discrete
distributions of CV5 2 and �0.5Bsk514 are used in
the simulation study, which is described in detail in
the online supplemental material.

To investigate the influence of different correla-
tion patters inside the spatial averaging domains, the
simulation study considers two-dimensional aver-
aging in combination with an isotropic and an
anisotropic spatial correlation structure. Hereby,
averaging domain sizes are assumed to be squared
and range from much smaller to much larger than the
spatial correlation range. In addition, spatial aver-
aging over a disjoint domain of two points separated
by half the correlation range is considered as a type of
worst-case scenario, where correlation is neither zero
(i.i.d. case) nor perfect (no spatial averaging), but
approximately 0.5.

It is uniformly observed that direct (parametric)
GA, IG and LN approximations perform well if the
underlying population distribution is of the same type
or sufficiently similar (e.g. IG and LN for CV50.5).
This confirms that, to the level of accuracy applied in
this study (10,000 realisations), spatial averaging over
a spatially correlated variable may be accurately
approximated by simple averaging of ne independent
variables, for which an exact solution is known in the
case of GA and IG distributions. For the LN the
additional assumption of log-normality of means of
independent variables is also seen to have a negligible
effect on the results presented. For large numbers of ne,
results become acceptable independent of the combi-
nation of test/approximation distribution, thus con-
firming the expected convergence to normality from
the Central Limit Theorem. From this and additional
results using discrete test distributions (being bimodal,
negatively skewed and/or truncated) it is further seen
that the choice and appropriateness of directGA, IG or
LN up-scaling may be well evaluated by the proposed
ratio sk/CV according to Table 1.

Among all methods studied, the bootstrap ap-
pears to be almost uniformly the best method.
However, if the population distribution is given in a
discrete form and ne is close to 1, then artifacts of the
discrete population cdf may remain after bootstrap-
ping. This effect may be reduced by drawing boot-
strap samples from a smoothed distribution. In the
present study the discrete population cdfs of the non-
parametric test distributions are linearly interpolated
for both bootstrapping and random field simulation
(without tail extrapolation). As to be expected, the
performance of the Gaussian-based Edgeworth ex-
pansion method deteriorates rapidly as CV and sk
increase and ne decreases. Moreover, the improve-
ment between first-order [Equation (6) neglecting the
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term of order 1/n; correcting for primary effects of

skewness] and second-order [full Equation (6); cor-
recting for primary effects of kurtosis and secondary
effects of skewness; Hall 1992] expansions is quite
limited or non-existent. However, simulation results
and Equation (6) suggest the definition of a para-

meter DskN � jskj= ffiffiffiffiffi
ne

p
� jsk(Zv)j as a measure of

convergence to normality and applicability of the

Edgeworth approximation. The expression (t2�1)
fN(t)=6 in Equation (6) possesses a maximum abso-

lute value of approximately 0.4/6, from which it is

inferred that for DskN50.15 the first-order correction
term is smaller than 1% for all t and the cdf of t can
be assumed to be accurately approximated by the
normal distribution FN(t). On the other hand, simula-
tion results indicate that the Edgeworth method

delivers acceptable results only for the approximate
range of DskN51. Failures of the Edgeworth method
for DskN51 are possible as demonstrated by test
distributions, for example, whose bimodal nature is
too complex to be captured by a single parameter

based on skewness.
The gamma expansion method, as expected,

improves on the Edgeworth method for positively
skewed test distributions, with little or no improve-
ment from a one-term [Equation (7) with B�0] to
two-term [full Equation (7)] expansion. For absolute

values of skewness close to 0, the gamma expansion
performs worse than the Edgeworth expansion;
however, it still outperforms the parametric approx-
imations. In general, the gamma expansion method is
seen to consistently improve upon the parametric

gamma approximation, except for cases where the
parametric gamma approximation itself is in large
error and the respective expansion becomes unstable.
In analogy to DskN Equations (7) and (8) may be

used to define a parameter DskGA� jsk(Zv)�
sk(GA)j�jsk�2CV j= ffiffiffiffiffi

ne

p
expressing the difference

in skewness between Zv (or equivalently w) and the
gamma fit FGA(w,p2). The simulation study indicates
that the gamma expansion method delivers accepta-

ble results in the approximate range of DskGA50.5
and that the improvement of the gamma expansion
over the simple parametric gamma fit becomes
negligible for DskGA50.15.

6. Practical example

Based on FDOT (2009), Klammler et al. (2010)
present a data analysis and case study of a site in

Florida, where drilled shafts are considered for bridge
foundation and 136 core sample rock strength data
are available from six borings (see online supple-
mental material). The summary statistics of the data

are m�2.04 MPa, CV�0.50 and sk�0.50 with a
spatial covariance function consisting of two compo-
nents: 80% of the total variance has vertical and
horizontal correlation ranges of 1.5 and 4.5 m,
respectively (geometric anisotropy), and the remain-
ing 20% of the total variance is only contained in the
horizontal direction with a range of 4.5 m (zonal
anisotropy; vertical range very large). These are
parameters obtained from variogram analysis (e.g.
Isaaks and Srivastava 1989) of the core sample data
as performed by Klammler et al. (2010). Assuming
shaft diameter and length of 1.2 and 9 m, respectively,
Klammler et al. (2010) apply their charts to graphi-
cally find a variance reduction factor a�0.23 (see
their Table 1, row for gA), which is directly converted
into an effective number of independent variables by
ne�1/a�4.33. With this, the methods presented here
are applied to estimate the distribution of a shaft’s
side friction resistance and compared to results of
full stochastic simulations [10,000 realisations; shaft
discretised into 20 (circumference)�50 (length)
elements].

Results in terms of maximum absolute differences
in per cent cdf values between approximations and
stochastic simulation are as follows: direct GA: 1.4;
direct IG: 2.9; direct LN: 2.9; bootstrap: 0.9; Edge-
worth first order: 0.9; gamma one term: 1.0. Edge-
worth second order and gamma expansion with two
terms performed similar to or slightly worse than
their simpler counterparts. These numbers may be
compared to a benchmark of 2.3, which is the
maximum absolute difference in cdf values between
two samples of 10,000 realisations that is not
exceeded with a probability of 99% according to
the Kolmogorov�Smirnov test. From this it is seen
that direct GA, bootstrap, Edgeworth and gamma
expansions produce results within the margins of
error of the stochastic simulation. Using the proposed
ratio sk/CV�1 and the last column of Table 1
predicts the evidently better performance of the direct
GA method over direct IG or LN (as used in
Klammler et al. 2010). Moreover, the proposed
parameters DskN�DskGA�0.24 (coincidentally the
same) are below their limits found of 1 and 0.5,
respectively, which is reflected by the good perfor-
mance of the expansion methods. Furthermore,
Figure 2 shows the lower tails of cdf(R) from selected
methods. For a given probability (risk) pf of failure a
maximum permissible load Q (for simplicity of
illustration assumed to be deterministic, i.e. without
uncertainty) is obtained as Q�R when entering the
chart with cdf(R)�pf. For example, for pf �0.01, Q
from direct GA, bootstrap and gamma one term are
within approximately 1 MN (3%) of Q:36
MN from the full simulation result; for pf �0.001
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deviations somewhat increase (illustrating the in-
creasing difficulty when working in extreme portions
of distribution tails); however, deviations are seen to
occur consistently towards the conservative side in
the present case. While Edgeworth first order results
in more conservative Q, direct LN (as well as IG; not
shown) up-scaling is consistently unconservative.
However, as already stated, the ratio criterion
sk/CV may be applied in practice to identify the
latter two methods as potentially worse for the
present data than the direct GA method (or its
expansion).

7. Summary and conclusion

Risk- (or reliability-) based design of deep founda-
tions aims at not exceeding a prescribed maximum
probability of failure. For mathematical treatment of
the problem according to Equation (1) and a given
deterministic (zero uncertainty) or random load it is
required to know the probability distribution of
random resistance. The properties of the resistance
distribution are affected by different sources of
uncertainty. One of these sources is spatial variability,
which is investigated in the present work in the
context of ultimate (deformation independent) axial
resistance of drilled shafts due to side friction, where
local strength data is available at a quasi-point
support (e.g. core samples). For this purpose, we
present a series of simple approximate methods for
up-scaling of linearly averaging variables based on a
combination of classical and geostatistical principles
that are linked by the use of an effective number ne of
independent variables. The number ne is equivalent to
a factor of variance reduction and is obtained from
the geostatistical operation of regularisation. It is

used to approximate spatial averaging of a correlated
variable over some domain by simple averaging of ne
independent variables. Two novel ‘parametric’ ap-
proaches are developed, which honor the frequent
requirement of non-negativity and positive skewness
and which explore the fact that means of independent
gamma and inverse Gaussian variables possess the
same distribution type (distribution permanence).
The existing method of ‘parametric’ log-normal up-
scaling is included in the study for comparative
evaluation against the other methods developed and
to define a new parameter for its potential range of
applicability. Furthermore, three novel approaches
termed ‘non-parametric’ are presented, which relate
to bootstrap sampling and expansions of distribu-
tions about the normal (Edgeworth) and gamma
distributions. A comprehensive simulation study is
performed to validate each method’s performance
against up-scaling by full random field simulation,
and a practical example for up-scaling of core sample
rock strength data to drilled shaft side friction
resistance with its associated risk of failure is
presented.

As expected, results of the simulation study show
that the parametric approaches produce acceptable
results only when the distribution chosen for approx-
imation is close enough to the actual test distribution.
To decide which one (or if any) of the gamma, inverse
Gaussian or log-normal is able to give an acceptable
result, a simple criterion based on the ratio of the
coefficient of skewness to the coefficient of variation
of the test distribution is developed and successfully
validated. The bootstrap approach is seen to be
almost uniformly superior to the others; however,
for values of ne close to 1, previous smoothing of a
possibly discontinuous distribution used for the point
variable may be necessary to avoid discontinuity
artifacts in the up-scaled distribution. Edgeworth
and gamma expansions involving skewness and
kurtosis are able to correct for a certain degree of
deviations in the up-scaled distributions with respect
to the normal and gamma distribution, respectively.
The parameters DskN and DskGA based on skewness
and coefficient of variation of the point support
variable as well as ne are developed to find DskN51
and DskGA50.5 as respective ranges of applicability
of the Edgeworth and gamma expansion methods.
For DskN50.15 (and in the absence of extreme
situations such as bimodality) the Central Limit
Theorem is seen to effectively normalise the up-scaled
distributions. Once ne is determined (typically from
numerical integration of the spatial correlation func-
tion or graphically as in Klammler et al. 2010) all of
the approaches presented are simple to apply and
honor the Central Limit Theorem for large ne.
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cd
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Figure 2. Lower tails of up-scaled resistance distributions

for field example. For deterministic loads Q the probability
of failure is equal to cdf(R) at R�Q.
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Appendix 1. Bootstrap sampling for non-integer ne

Given ne is an integer it is straightforward to draw ne
independent random numbers from a known discrete or
continuous distribution (Efron and Tibshirani 1998). If a
large number of N samples of size ne are drawn, then the

respective N arithmetic averages approach a variance of
sv

2�s0
2/ne [Equations (4) and (5)]. Furthermore, if N1

samples of size ne1 and N2 samples of size ne2 are drawn,

where N1�N2�N, then the respective N arithmetic
averages approach a variance of sv

2�(N1s0
2/ne1�N2s0

2/
ne2)/N. By choosing ne1�int(ne), designating the integer

part of ne (e.g. int(3.78)�3), and ne2�int(ne)�1, with d�

ne � int(ne) being the non-integer part of ne, the preceding

equations can be combined and written as

1

ne1 � d
�

b1

ne1
�

1� b1

ne1 � 1
(A1)

b1�N1/N and 1 � b1�N2/N are used for the portions of
samples drawn of size ne1 and ne2, respectively. Solving for

b1 gives

b1�
ne1(1� d)

ne1 � d
(A2)

Hence, the distribution of N sample means of non-integer

size ne is approximated by the requirement of equal
variance reduction through the composite distribution of
N1�round(b1N) samples of integer size ne1 and N2�N�N1

samples of size ne1�1. The expression ‘round()’ designates
the nearest integer to the argument. Using ne1�round(ne)
and N1�N is an accurate approximation for large ne
(�100), since ne1/ne:1. For an intermediate range of ne
(:10) Equation (A2) can be simplified to b1�1�d, since 0
5 dB1 and d/ne:0. Equation (A2) is most general and
remains accurate even for small values of ne close to 1.

Supplemental material

Online supplemental material is available with expressions

for pdfs and cdfs of distributions used (normal, gamma,
inverse Gaussian, log-normal), a detailed description of the
simulation study and core sample rock strength data for the

practical example.
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Hydraulic conductivity and its spatial variability are important hydrogeological parameters and are typ-
ically determined through injection tests at different scales. For injection test interpretation, shape fac-
tors are required to account for injection screen geometry. Shape factors act as proportionality
constants between hydraulic conductivity and observed ratios of injection flow rate and injection head
at steady-state. Existing results for such shape factors assume either an ideal screen (i.e., ignoring effects
of screen slot geometry) or infinite screen length (i.e., ignoring effects of screen extremes). In the present
work, we investigate the combined effects of circumferential screen slot geometry and finite screen
length on injection shape factors. This is done in terms of a screen entrance resistance by solving a
steady-state potential flow mixed type boundary value problem in a homogeneous axi-symmetric flow
domain using a semi-analytical solution approach. Results are compared to existing analytical solutions
for circumferential and longitudinal slots on infinite screens, which are found to be identical. Based on an
existing approximation, an expression is developed for a dimensionless screen entrance resistance of infi-
nite screens, which is a function of the relative slot area only. For anisotropic conditions, e.g., when con-
ductivity is smaller in the vertical direction than in the horizontal, screen entrance losses for
circumferential slots increase, while they remain unaffected for longitudinal slots. This work is not con-
cerned with investigating the effects of (possibly turbulent) head losses inside the injection device
including the passage through the injection slots prior to entering the porous aquifer.

� 2014 Elsevier B.V. All rights reserved.
1. Introduction

The hydraulic conductivity K [L/T] is a fundamental hydrogeo-
logical parameter. For example, its effective value over large (e.g.,
>100 m) scales, directly influences the magnitude of natural or
pumped groundwater flows in aquifers. Moreover, its spatial heter-
ogeneity over smaller scales (e.g., <1 m) is of interest, as it deter-
mines the local properties of groundwater flow and solute
transport (e.g., contaminant release from source zones and con-
taminant plume dispersion). Those are important pieces of infor-
mation for a variety of hydrogeological problems (e.g., Sudicky,
1986; Sedighi et al., 2006). Under saturated conditions, i.e., below
the water table of an aquifer, pump or slug tests are typically per-
formed for investigations of K at different scales (Weight and
Sonderegger, 2001). Accordingly, these tests may be performed
on an entire well or on various portions of a well screen by use
of single or double packer systems (Price and Williams, 1993; But-
ler et al., 2009). Different types of small diameter (i.e., <0.1 m)
drive-point (also called push-in or direct-push) probes have also
been proposed for quick and flexible investigation of K in unconsol-
idated media at small scales (Hinsby et al., 1992; Cho et al., 2000;
Butler et al., 2007; Dietrich et al., 2008). A general relationship be-
tween injection head u0 [L] and injection flow rate Q [L3/T] at stea-
dy-state is (Clark and Turner, 1983; Weight and Sonderegger,
2001)

u0 ¼
Q
KF
þ CQ2 ð1Þ

where the term Q/KF [L] represents linear head losses due to lami-
nar flow in the porous aquifer medium (potentially influenced by
non-ideal screen geometry) and CQ2 [L] represents quadratic head
losses due to turbulent flow along the well or injection device as
well as across the screen openings prior to entering the aquifer.
Coefficient C [T2/L5] is hereby a proportionality constant and F [L]
is a shape factor accounting for the geometry of the imposed flow
field in the aquifer. While well losses may be significant for produc-
tion wells, small scale injection tests use relatively low values of Q,

http://crossmark.crossref.org/dialog/?doi=10.1016/j.jhydrol.2014.01.038&domain=pdf
http://dx.doi.org/10.1016/j.jhydrol.2014.01.038
mailto:haki@gmx.at
http://dx.doi.org/10.1016/j.jhydrol.2014.01.038
http://www.sciencedirect.com/science/journal/00221694
http://www.elsevier.com/locate/jhydrol
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such that the quadratic term in Eq. (1) is small and sensitivity to
aquifer properties (i.e., K) is maximized. Liu et al. (2012) propose
a step drawdown procedure to estimate C, such that K may be esti-
mated from a single steady-state injection test as

K ¼ Q

ðu0 � CQ2ÞF �
Q

u0F
ð2Þ

Here, u0 and Q are observed quantities at steady-state during an
injection test and F needs to be determined for a given injection
screen geometry (Hvorslev, 1951). The final expression in Eq. (2) ap-
plies when turbulent losses are negligible.

Numerous studies investigate the problem of quantifying F (or
respective generalizations for transient conditions, such as type
curves, for example) through different methods. A common feature
of the most sophisticated approaches is to assume axi-symmetric
potential flow imposed by a mixed type boundary condition along
the injection well or probe (constant head along injection screen
interval and impermeable casing above/below screen). Most recent
results include the numerical work of Ratnam et al. (2001); Liu
et al. (2008); Kobayashi et al. (2013) as well as the semi-analytical
work based on integral transforms of Chang and Chen (2002); Peri-
na and Lee (2006); Mathias and Butler (2007); Barua and Bora
(2010). Furthermore, Chang and Yeh (2010) approach the mixed
type boundary problem by solving a system of triple series equa-
tions, while Klammler et al. (2011) apply an approach related to
trigonometric interpolation. Silvestri et al. (2011) quantify injec-
tion flow by conformal mapping in combination with a subsequent
numerical integration to account for axi-symmetry of the problem
(rather than plane two-dimensional). However, all of these and re-
lated studies treat the injection screen as a perfect (ideal) constant
head boundary without accounting for the exact widths and sepa-
ration distances of individual injection screen slots or perforations
(Fig. 1). The goal of the present work is to investigate the effects of
such non-ideal screens on injection test interpretation (i.e., on the
value of F in Eq. (2)) for the purpose of (1) improving estimates of K
and (2) assisting in injection screen slot design, such that existing
results for the shape factor F for ideal screens remain applicable.
The present work is not concerned with investigating the magni-
tude of the head losses inside the injection device including the
passage through the injection slots prior to entering the porous
aquifer (e.g., constant C in Eqs. (1) and (2)).

Work related to intake efficiency of non-ideal screens may be
found in literature related to drainage pipes or tiles. Kirkham
(1950) provides analytical solutions for upper and lower bounds
based on geometric approximations of the boundary conditions
near circumferential slots. Intake efficiency of circumferential slots
d/2

b
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z

r

IV

d/2
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a

Top boundary

Lateral
boundary

Bottom boundary

s/2

(a)

Fig. 1. Schematic of boundary conditions for upper half of (a) ideal and (b) non-ideal
distance between slots sd. Total screen length of ns slots is s = ns(sw + sd)–sd, (b) is shown
was further investigated using the Gram-Schmidt method (Selim
and Kirkham, 1974; including application to well pumping), by
numerical solution of a Fredholm integral equation (Sneyd and
Hosking, 1976) and by solution of dual trigonometric series (Prasad
et al., 1981; Hazenberg and Panu, 1991). Nieuwenhuis and Wessel-
ing (1979); Youngs (1980) study effects of filter materials around
drains by exploring a conformal mapping solution of Widmoser
(1966) for longitudinally slotted screens. Furthermore, Panu and
Filice (1992) consider circular perforations in a dual trigonometric
series approach and Dierickx and van der Molen (1981) refines a
distributed line source and sink model for different slot and perfo-
ration geometries, which is validated by electrolytic experiments.
However, consistent with the typically large extent of drainage
pipes, results are not applicable to finite (short) screen lengths as
customary for small scale injection tests using push-in probes,
for example. In summary, hence, a need remains for investigating
the combined effects of screen perforation/slotting and finite
screen length on the hydraulic performance of an injection screen
in terms of F. Since ideal screens of finite length possess flow sin-
gularities at their extremes (e.g., Sneyd and Hosking, 1976; Prasad
et al., 1981; Mathias and Butler, 2007; Klammler et al., 2011), devi-
ations from ideal screen geometry may have a significantly differ-
ent impact on the performance of short screens than for screens of
infinite length (or fully penetrating between confining layers,
which do not possess flow singularities). For the purpose of mea-
suring K by means of small scale injection tests, screen lengths
may be at the order of the device radius and narrow screen slots
are preferred over other types of perforation. Circular perforations,
for example, may allow partial collapse of surrounding aquifer
material into the screen. This may alter the geometry of the injec-
tion boundary condition with significant effects on the hydraulic
behavior (Sneyd and Hosking, 1976).

In what follows we limit attention to injection screens possess-
ing circumferential slots and apply the method of Klammler et al.
(2011) to investigate the effect of screen slot geometry (slot width
and separation distance) on screens of arbitrary lengths and in the
absence of any nearby boundaries (as relevant for small scale injec-
tion tests, for example). The semi-analytical approach solves an
axi-symmetric steady-state potential flow problem and honors
the mixed type boundary condition along the injection probe at a
finite but increasing number of control points, such that extrapola-
tion to an exact solution (i.e., infinite number of control points) is
possible. Thus, it is easily adapted for the present problem, where
screen slotting represents a sequence of many constant head and
impermeable boundary segments (Fig. 1b). The subsequent section
briefly reviews the method applied and constructs a general solu-
tion. Results are then expressed in terms of a hydraulic screen
b
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III
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sd 

sw 
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(circumferentially slotted) injection screen of uniform slot width sw and uniform
for even ns, and modification to odd ns is straight-forward.
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resistance Rs [1/L], which represents the additional aquifer resis-
tance to injection flow due to non-ideal slot geometry. Use of Rs

is convenient, as it will be shown that it rapidly stabilizes as the
top boundary is moved away from the screen (d growing in
Fig. 1). This significantly alleviates the computational burden of
dealing with excessively large numbers of control points due to
high control point resolution required by narrow screen slots in
combination with large flow domains. For long screens results
are validated against an approximate analytical solution due to
Prasad et al. (1981); Hazenberg and Panu (1991) and practical
examples are given. Furthermore, also for long screens, the results
for circumferential slots are compared to those of Widmoser
(1966) for longitudinal slots and effects of anisotropy in aquifer K
are discussed with respect to slot direction.

2. Mathematical solution approach

2.1. Problem statement and general solution

The upper half of the relevant homogeneous and axi-symmetric
flow domain is depicted in Fig. 1, where r [L] and z [L] are the radial
and vertical coordinates, respectively, being delimited by a < r < b
[L] and 0 < z < d/2 [L]. The lower half of the flow domain is omitted
due to symmetry about the z = 0 plane. This symmetry can be
introduced without loss of generality, since final results below
are presented for theoretically infinite flow domains, i.e., when
the distances to upper and lower boundaries are sufficiently large,
such that the actual boundary types (excluding trivial cases where
F = 0, i.e., zero flow at steady-state) and distances from the screen
become irrelevant. a is used to represent the radius of the probe/
well, while b is the radial distance to a lateral boundary and d/2
the distance to a top boundary. Fig. 1a corresponds to an ideal
screen of length s [L], while Fig. 1b shows a non-ideal screen con-
sisting of ns [�] circumferential slots of width sw [L] and separation
distance sd [L], such that s = ns(sw + sd)–sd. The governing Laplace
equation for steady-state flow and isotropic hydraulic conductivity
in axi-symmetric cylindrical coordinates is

@2u
@r2 þ

1
r
@u
@r
þ @

2u
@z2 ¼ 0 ð3Þ

where u = u(r,z) [L] is the hydraulic head. In the sequel, solutions
of Eq. (3) will be sought for different boundary conditions. The
external boundaries I and II (i.e., in the aquifer; Fig. 1) are chosen
at constant head zero, while boundary III is an impermeable
boundary due to symmetry. Mathematically, this may be
expressed as

I : u ¼ 0 at r ¼ b for 0 6 z 6 d=2 ð4Þ

II : u ¼ 0 at z ¼ d=2 for a 6 r 6 b ð5Þ

III :
@u
@z
¼ 0 at z ¼ 0 for a 6 r 6 b ð6Þ

Using Eq. (9) of Klammler et al. (2011) with d/2 instead of d and
d/2–z instead of z, a solution to Eq. (3) honoring boundary condi-
tions I, II and III for b ?1 (i.e., for laterally infinite flow domains)
is

u ¼
XN

n¼1

Bn
K0ðmrÞ
K0ðmaÞ sin m

d
2
� z

� �� �
with m ¼ ð2n� 1Þp

d
ð7Þ

where n and N [�] can take positive integer values, Bn [L] are yet un-
known coefficients and where Kj is used for modified Bessel func-
tions of the second kind and order j (Dwight, 1947). The radial
derivative of Eq. (7) is proportional to the radial flux component
and can be written as
@u
@r
¼ �

XN

n¼1

Bnm
K1ðmrÞ
K0ðmaÞ sin m

d
2
� z

� �� �
ð8Þ

knowing that dK0(r)/dr = �K1(r). The coefficients Bn in Eqs. (7) and
(8) are to be determined to meet the remaining mixed type bound-
ary conditions IV and V along the injection device corresponding to
impermeable and constant injection head segments, respectively.
The function G(z) is hereby defined by

IV :
@u
@r
¼ 0 at r ¼ a for GðzÞ ¼ 0 ð9Þ

V : u ¼ u0 at r ¼ a for GðzÞ ¼ 1 ð10Þ

GðzÞ ¼ 1 for 0 < z < s=2 and R s=2�z
swþsd

h i
< sw

swþsd

0 otherwise

(
ð11Þ

and is used to distinguish open slot areas (G = 1) from impermeable
casing between slots (G = 0; Fig. 1b), where the function R[] denotes
the non-integer remainder of the fraction in the argument. Note
that for sd = 0 Eqs. (9)–(11) collapse to the boundary conditions of
Fig. 1a for an ideal screen.

2.2. Particular solution for mixed type boundary

Further following the method of Klammler et al. (2011), Eqs. (7)
and (8) are substituted into Eqs. (9) and (10). At the same time, the
vertical coordinate z is discretized into a finite number of equidis-
tant points zk, where k = 1, 2, . . ., N, z1 = d/(4N) and zk+1–zk = d/(2N).
This leads to

XN

n¼1

Bn sin m
d
2
� zk

� �� �
¼ u0 for GðzkÞ ¼ 1 ð12Þ

XN

n¼1

Bnm
K1ðmaÞ
K0ðmaÞ sin m

d
2
� zk

� �� �
¼ 0 for GðzkÞ ¼ 0 ð13Þ

which constitute a linear system of N equations in N unknown coef-
ficients Bn. After solving for Bn, the hydraulic head distribution is
known by Eq. (7) and associated with an injection flow rate
Q ¼ �4paKu0

R d=2
0

@uu
@r

���
r¼a

dz for the entire screen, where uu = u/u0

[�] is the hydraulic head normalized to unit injection head. Using
Eqs. (2) and (8), this further translates into a shape factor Fc [L]
for non-ideal circumferentially slotted screens as (Klammler et al.,
2011; Eq. (31) multiplied by 2 because of symmetry and with d/2
instead of d, i.e., using m as given in Eq. (7) of the present work)

Fc ¼ 4pa
XN

n¼1

Bnu
K1ðmaÞ
K0ðmaÞ ð14Þ

where Bnu = Bn/u0 [�] are the normalized solution coefficients for
unit injection head. For a given screen geometry, the coefficients
Bnu(N) and Fc(N) may be evaluated for systematically increasing
values of N (here by doubling) and hyperbolically extrapolated to
an exact solution for N ?1. This can be done graphically by
plotting Fc over 1/N and fitting a straight line to 1/N = 0. When using
only two values of Fc corresponding to N/2 and N control points, this
linear extrapolation is equivalent to computing Fc(N ?1) = 2Fc(N)–
Fc(N/2). Convergence to a stable value of Fc(N ?1) is usually fast
and computation can be stopped at a desired level of accuracy (here,
less than approximately 0.1% change in consecutive values of
Fc(N ?1)). Initial values of N should be large enough to locate at
least one control point zk in each boundary segment and small
enough to avoid unnecessary computational cost. In what follows,
Fc is used as a short notation for the extrapolated Fc(N ?1).
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2.3. Hydraulic screen entrance/exit resistance Rs

We define a hydraulic screen entrance/exit resistance Rs as (Nie-
uwenhuis and Wesseling, 1979; Dierickx and van der Molen, 1981)

Rs ¼ 1
Fc
� 1

Fi
ð15Þ

where Fi = Fc(sd = 0) [L] is the shape factor for an ideal screen
(Fig. 1a). Based on Eqs. (1) and (2), 1/Fc represents the hydraulic
resistance of an aquifer to flow from a slotted screen, while 1/Fi rep-
resents the respective resistance for an ideal screen. The difference
between both is due to non-ideal screen geometries caused by the
impermeable boundary segments between injection slots and the
related difference in aquifer flow fields near the injection screen.
Fig. 2a graphically illustrates this difference in terms of the hydraulic
head along an injection device. This head is constant along an ideal
injection screen (dashed), while it is smaller on average over a
non-ideal injection screen (continuous), even though the applied
injection head is the same. Fig. 2b shows the respective injection flux
(radial flux along the device), which is zero above and below the
screen as well as over the impermeable screen intervals between
slots. Thus, for an equal injection flow rate, the local fluxes immedi-
ately outside non-ideal screen slots are larger than for an ideal
screen and cause an additional head loss proportional to entrance/
exit resistance Rs. Knowing Fi from existing studies (here using
Klammler et al., 2011) in combination with Rs allows for substituting

1
F
¼ 1

Fc
¼ 1

Fi
þ Rs ð16Þ

in Eqs. (1) or (2).
For a most general investigation, it is of interest to determine Rs

for a variety of non-ideal screen geometries and in the absence of
effects of nearby external boundaries (i.e., d ?1). However, to
the authors’ knowledge, all existing solution approaches are lim-
ited to finite values of d and d ?1 is approximated by d >> s
(e.g., d/s = 100). With the present approach, this may become
impractical when considering many narrow screen slots (sw or
sd << s << d), since the required number N of control points be-
comes large. To overcome this difficulty, Eq. (15) is evaluated for
increasing values of d, where it is found that Rs quickly converges
to its asymptotic result Rs(d ?1) for d/s > 2. This is illustrated in
Fig. 3 after normalization to screen radius a. It may be explained
by the fact that Rs is due to differences in the flow fields between
ideal and non-ideal screens, which occur over a very limited extent
near the injection screen. Further illustration is given by the
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Fig. 2. Examples of (a) head and (b) radial head gradient distributions along top half of
ns = 5 and sw/a = sd/a = 0.1 (d/s = 3).
example of Fig. 2a showing large agreement between the hydraulic
head distributions along the impermeable casing above an ideal
and a slotted injection screen. In what follows, reported values of
Rs are for d/s = 3 as it was observed that the relative change in Rs

between d/s = 2 and d/s = 3 is less than approximately 1% with re-
spect to 1/Fi(d ?1). Hereby, we determine Fi(d ?1) by comput-
ing Fi for successively increasing values of d and hyperbolic
extrapolation to d ?1 (which is exact for spherical flow fields
of diameter d). Maximum differences between successive values
of Fi(d ?1) occur for s/a << 1 and are approximately 1%. In what
follows Fi is used as a short notation for Fi(N ?1; d ?1).

For the case of a uniform and infinite sequence of slots or a uni-
form and finite sequence of slots between top and bottom confin-
ing layers, a screen resistance R0s [1/L] for a single slot (as indicated
by the prime notation hereafter) may be defined. It may be deter-
mined by considering the boundary value problem of Fig. 1a with
both top and bottom boundaries II and III impermeable due to
symmetry and the method of images. Consequently, s in Fig. 1a be-
comes the width sw of a single slot and d becomes d0 = sw + sd. Dif-
ferent solutions exist for this boundary value problem (e.g., Selim
and Kirkham, 1974; Hazenberg and Panu, 1991) and the solution
of Klammler et al. (2011) is summarized in the appendix for conve-
nience. Once R0s is found, the screen resistance for ns slots acting in
a parallel flow system between confining layers is known to be
R0s=ns, where ns = (s + sd)/d0 = s/d0 for s >> sd. With this, the equality
sRs(s ?1) = sR0s=ns = d0R0s may be applied to express
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injection device. Dashed is for ideal screen and continuous for slotted screen with
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sRsðs!1Þ ¼
ln b

a

2p
1

B0u
� 1

� �
ð17Þ

where B0u ? 1 as b ?1, such that sRs(s ?1) is finite. In the pres-
ent work, Eq. (17) is evaluated for b/a = 103 and 106 with identical
results to working precision.
3. Results, validation and discussion

3.1. Circumferential slots

Results from above for circumferential slots are depicted as thin
continuous lines in Fig. 4 for different slot widths and distances
and in terms of a dimensionless screen resistance sRs as a function
of a/s. This is a convenient representation, as it includes the limit-
ing case of s ?1 on the ordinate, for which sRs approaches a finite
and non-zero limit according to Eq. (17). Convergence of results for
finite but increasing s to that of Eq. (17) provides a first partial val-
idation of outcomes for finite s. The bold continuous and dashed
graphs correspond to s/Fi and 10% of s/Fi, respectively, and serve
to assess the relative impact of Rs on F (Eq. (16)) and, hence, the
estimate of K (Eq. (2)). Thus, for a maximum error of 10% due to
applying Fi to non-ideal screen slot geometry, the dashed line
should not be exceeded. The same information of Fig. 4 is repre-
sented in a different form by the continuous lines in Fig. 5 in terms
of the relative difference Fc/Fi = 1/(1 + FiRs) derived from Eq. (15).
The dashed lines correspond to Fc/Fi = 1=ð1þ FiR

0
s=nsÞ and illustrate

the impact of using a screen resistance R0s=ns for a finite number ns

of slots contained in an infinite sequence of slots (or between two
confining layers separated by distance s + sd), rather than Rs for fi-
nite screens of ns slots and distant boundaries. As to be expected,
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Fig. 4. Dimensionless screen resistance sRs (thin continuous) as a function of a/s for differ
from right to left. Graphs for s/Fi (bold continuous) and s/(10Fi) (bold dashed) are show
the difference is larger for shorter screens, while continuous and
dashed lines approach each other as screen length s increases. In
the limit of s ?1 (a/s ? 0) all graphs reach Fc/Fi = 1, because RsFi

and R0sFi ? 0. This is reflected by the finite values of sRs on the ordi-
nates of Fig. 4, while s/Fi ?1. Intuitively speaking, this means that
for fully penetrating screens between confining layers, the aquifer
resistance dominates (theoretically infinite for b ?1 and at stea-
dy-state, as considered here) and Rs, although larger than zero, be-
comes insignificant. In the case of a very long screen in the absence
of confining layers, this further means that Rs decreases faster with
growing s than Fi increases. Overall, Fig. 5 clearly illustrates how ef-
fects of non-ideal screen geometry increase for shorter screens.
Since Rs is not strongly affected by the distance to top and bottom
boundaries (Fig. 2), the present results for Rs (at least for d/s > 3)
may be directly combined with results for Fi in the presence of
nearby boundaries (e.g., from Klammler et al., 2011; Figs. 4, 5, 7
or 8). That is, previously published shape factors for ideal screens
and moderately close aquifer boundaries may be used as Fi in the
present work (i.e., Eq. (16) and Figs. 4–6).

The charts in Figs. 4 and 5 also share a large degree of similarity
considering the difference in scaling. In fact, for s ?1 an analyti-
cal result of Prasad et al. (1981); Hazenberg and Panu (1991; Eq.
(22)) exists, which can be used for additional validation of the
present results and for gaining further insight into their properties.
The solution is an approximation valid for large values of both a/d0

and b/a and can be translated into a shape factor F 0c for a single cir-
cumferential slot contained in a uniform and infinite sequence of
slots. In the present notation this results in

F 0c �
2pd0

ln b
a� d0

pa ln sin pe
2

� � ð18Þ
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s=ns) based on the semi-analytical solution given in the appendix (i.e., considering well screen entrance

resistance of ns slots contained between confining layers rather than for distant boundaries). Fc/Fi = 1 for a/s = 0 in all cases.
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where e = sw/d0 [�] represents the portion of the screen surface
occupied by slots. Eq. (18) collapses to F 0i of Eq. (A13) in the appen-
dix for e = 1 and applying Eq. (15) gives

aR0s � �
1

2p2 ln sin
pe
2

	 

ð19Þ

This is an interesting and convenient expression, since it shows
that the dimensionless screen resistance aR0s can be expressed as a
function of e only (as opposed to both sw and sd separately). With
this, an analytical approximation of Eq. (17) can be written as

sRsðs!1Þ � � d0

2p2a
ln sin

pe
2

	 

ð20Þ

which is found to be consistently equal to or larger than Eq. (17),
but within approximately 10% for d0/a < 2 (over the full range
0 < e < 1).

3.2. Effects of anisotropic conductivity and practical examples

In all of the above it is assumed that hydraulic conductivity K is
the same in all directions. However, in practice it is common to
encounter situations where hydraulic conductivity in the horizon-
tal direction Kr [L/T] is significantly different (e.g., several orders of
magnitude larger) than its vertical counterpart Kz [L/T]. Given the
respective anisotropy ratio q2 = Kz/Kr [�] a scaling of the horizontal
coordinate to rq while maintaining z allows for treating the result-
ing flow domain as isotropic with conductivity Kr (such that conti-
nuity of flows after scaling is assured; Hvorslev, 1951). This means
that all results from above remain directly applicable if aq is used
instead of a and if the effective and, hence, estimated conductivity
by Eq. (2) is regarded as Kr. Thus, Eqs. (19) and (20) illustrate how
R0s for one slot segment of an infinite screen increases proportion-
ally with 1/aq � (Kr/Kz)1/2. Strictly speaking, this is true within
the range of validity of the approximation involved in those
equations (i.e., small d0/a). The dashed lines in Fig. 6 graphically
illustrate this behavior in terms of Fc/Fi = 1/ð1þ FiR

0
s=nsÞ based on

R0s from Eq. (19). In contrast, the continuous lines correspond to
the exact semi-analytical solution for finite length screens and
are consistent with results depicted in Fig. 4 (thin continuous)
and Fig. 5 (bold continuous). By using the parameters ns and sw/s,
which are not affected by the scaling of the radial coordinate,
Fig. 6 is convenient for illustrating the behavior under anisotropy.
That is, a translation on the abscissa immediately indicates the im-
pact of anisotropy on Fc/Fi by following the graph for a given non-
ideal screen geometry. In general, it is evident that screen entrance
resistance increases as Kz and q decrease, which is a fact that may
be attributed to the additional resistance to the vertical flow com-
ponents between screen slots.

As a practical example we consider the case of a = s = 2.5 cm,
which is roughly representative of the short injection screens ap-
plied by Butler et al. (2007; a = 2.25 cm, s = 2.5) and Dietrich
et al. (2008; a = 3.5 cm, s = 2.5 cm). Assuming a slot width of
sw = 0.05 cm gives sw/s = 0.02 and the squares in Fig. 6 indicate that,
in order to limit non-ideal screen effects to approximately 10% (i.e.,
Fc/Fi � 0.9), a number of ns = 8 slots is necessary under isotropic
conditions of Kr = Kz, while for q2 = Kz/Kr = 0.01 a number of
ns = 16 slots is required. Similarly, the circular dots indicate that
halving the number of slots reduces Fc/Fi to approximately 0.8
and, thus, doubles the relative error to approximately 20%. In prac-
tical situations, however, the existence and magnitude of anisot-
ropy in hydraulic conductivity is rarely known and may
represent a significant source of uncertainty. Fig. 6 may still be use-
ful in such cases by selecting screen slot geometries, such that
uncertainty in Fc/Fi is minimized for a range of plausible (but un-
known) anisotropy values. For example, if slot width is chosen as
sw = 0.25 cm, i.e., sw/s = 0.1, the triangle in Fig. 6 shows that screen
design with ns = 4 slots result in Fc/Fi > 0.8 for arbitrary values of Kz/
Kr > 0.01. However, as stated above, the estimated conductivity
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used in example.
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under anisotropic conditions corresponds to Kr and Kz may only be
determined if q is known independently.

Besides these rather short screens, the deployment of longer
screens on small scale injection probes has also been reported in
literature (Hinsby et al., 1992, a = 2.5 cm, s = 25 cm; Cho et al.,
2000, a = 1.25 cm, s = 45 cm). For the geometry of Hinsby et al.
(1992) a/s = 0.1 and for the initial assumption of sw = 0.05 one finds
sw/s = 0.002. This is beyond the range depicted in Fig. 6 as the semi-
analytical solution approach becomes computationally intensive in
such cases (large number of control points required). However,
Figs. 4 and 5 illustrate that Rs may be increasingly well approxi-
mated by R0s=ns as screen length and the number of slots increase.
In combination with Eq. (19) this may be used to provide conserva-
tive (lower bound) estimates of Fc/Fi. This is reflected by the dashed
and continuous graphs in Fig. 6 and may be generalized knowing
that R0s=ns consistently overestimates Rs (compare thin continuous
lines in Fig. 4), while Eq. (19) also overestimates R0s. Thus, assuming
q = 1 and ns = {10, 20, 50} slots one finds Fi = 75 cm (Klammler
et al., 2011) and Fc/Fi > 1=ð1þ FiR

0
s=nsÞ = {0.65, 0.82, 0.95}. For

q = 0.1 respective results are Fi = 37 cm and Fc/Fi > {0.27, 0.48,
0.78}.

3.3. Comparison to longitudinal slots

In the case of long screens consisting of longitudinal slots flow
is purely horizontal (@u/@z = 0 everywhere) and an exact analytical
solution was obtained by conformal mapping (Widmoser, 1966;
Nieuwenhuis and Wesseling, 1979; Youngs, 1980). Youngs (1980;
Eq. (11)) express the effects of screen entrance resistance by an
effective radius ae [L] of an ideal screen with equal shape factor
as a non-ideal screen of radius a.

ae

a
¼ sin

an
4

	 
h i2
n ð21Þ

Here, a [rad] is the angular width of a single slot and n [�] is the
number of slots around the circumference. With the hydraulic resis-
tance to purely radial flow emerging from an ideal screen of radius a
being equal to ln(b/a)/(2pd0), the ratio ae/a may be converted into a
screen resistance R0s = ln(b/ae)/(2pd0) � ln(b/a)/(2pd0) = �ln(ae/a)/
(2pd0). Substituting the right-hand-side of Eq. (21) for ae/a and
knowing that a = 2pe/n and n = 2pa/d0 in the present notation, one
obtains Eq. (19) (after multiplication by a to non-dimensionalize).
This means that the screen entrance resistances of circumferentially
and longitudinally slotted screens of equal radius and e are identi-
cal, which is in agreement with a conclusion of Diericks and van
der Molen (1981) based on a line source/sink approximation. Fur-
thermore, the dimensionless screen entrance resistance does not
depend on any other screen or aquifer parameter, but e. However,
it is recalled that, while Eq. (19) is exact for longitudinal slots, it
is based on an approximation for circumferential slots when d0/a
is small. If this similarity also holds for screens of finite length is un-
known, but it is surmised that it should persist to some significant
extent, such that the present results also become tentatively appli-
cable to longitudinally slotted screens. Full validation of this
hypothesis is not performed here and may require a three dimen-
sional solution to the flow problem of screens with longitudinal
slots of finite length and distant boundaries. For screens with longi-
tudinal slots under anisotropic conditions, Eqs. (19) and (20) also
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remain valid, however, a is not substituted by aq, since the occur-
rence of a is a result of the substitution n = 2pa/d and the number
of slots n does not change with rescaling of r. This means that R0s
in this case is not affected by anisotropy in K, which makes intuitive
sense, as vertical flow components do not exist.

4. Summary

The magnitude and spatial variability of hydraulic conductivity
are important hydrogeological parameters affecting groundwater
flow (or drainage), contaminant source zone and plume behavior.
This has further impacts on environmental risk assessment and opti-
mization of remedial actions. In the recent years, push-in probes
have been developed as convenient tools for performing small scale
injection tests in unconsolidated aquifers at flexible locations and
depths. Interpretation of these injection tests at steady-state re-
quires shape factors F, which act as proportionality constants be-
tween hydraulic conductivity and observed ratios of injection flow
rate and injection head. While literature provides shape factors Fi

for ideal injection screens of arbitrary lengths, and for non-ideal
(e.g., slotted) screens of infinite length, the present work investi-
gates shape factors Fc accounting for the combined effects of circum-
ferential screen slot geometry and finite screen length s. This is done
in terms of a screen entrance/exit resistance Rs using the approach of
Klammler et al. (2011) for solving the steady-state potential flow
problem in a homogeneous axi-symmetric domain with mixed
boundary types corresponding to the sequence of constant injection
head (slots) and impermeable (casing) elements along the injection
probe. The approach is convenient as it is easily applied to sequences
of different boundary types (multiple slots), but it is limited to flow
domains of finite vertical extent d. The latter is overcome by comput-
ing Rs for increasing values of d and observing that Rs approaches its
asymptotic value at d ?1 very quickly (i.e., for small values of d/s).
This reflects the intuitive fact that the influence of screen slot geom-
etry is limited to a small zone near the injection screen.

Results are represented in terms of a dimensionless screen en-
trance resistance sRs (Fig. 4) and the relative impact Fc/Fi (Figs. 5
and 6). As to be expected, it is found that Rs grows with increasing
distance between screen slots. It is also found that Fc/Fi decreases as
the number of slots or the anisotropy ratio Kz/Kr decrease, which
illustrates the importance of including screen length and slot
arrangement in the study of non-ideal screens. Results are com-
pared to an approximate analytical solution for an infinite sequence
of circumferential slots, which is presented here in a novel form,
such that a dimensionless screen entrance resistance becomes a
function of relative slot area only (i.e., no other screen or aquifer
parameters involved). Practical examples are given and it is shown
that the approximate analytical solution for an infinite sequence of
circumferential slots is identical to an exact analytical solution for
infinite screens consisting of longitudinal slots. It is found that for
a given conductivity in the horizontal direction, R0s for longitudinal
slots is not affected by changing vertical conductivity (because flow
between slots is horizontal), while R0s for circumferential slots in-
creases with a decreasing vertical conductivity (because flow be-
tween slots is vertical). The present work is not concerned with
investigating the effects of (possibly turbulent) head losses inside
the injection device including the passage through the injection
slots prior to entering the porous aquifer. In practice, circumferen-
tial screen slots have to be interrupted to provide the injection de-
vice with sufficient mechanical stability, which may violate the
assumption of axi-symmetric flow taken here.
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Appendix A. – determination of R0s

The problem is described by Fig. 1a, where s = sw, d = d0 = sw + sd

and where both top and bottom boundaries are impermeable
yielding the boundary conditions

I : u ¼ 0 at r ¼ b for 0 6 z 6
d0

2
ðA1Þ

II :
@u
@z
¼ 0 at z ¼ d0

2
for a 6 r 6 b ðA2Þ

III :
@u
@z
¼ 0 at z ¼ 0 for a 6 r 6 b ðA3Þ

IV :
@u
@r
¼ 0 at r ¼ a for

sw

2
< z 6

d0

2
ðA4Þ

V : u ¼ u0 at r ¼ a for 0 6 z 6
sw

2
ðA5Þ

Adopting Eqs. 8, 10, and 11 of Klammler et al. (2011) gives a
general solution of the form

u ¼ B0
lnðb=rÞ
lnðb=aÞ þ

XN�1

n¼1

Bnf0ðm0rÞ cosðm0zÞ with m0 ¼ 2np
d0

ðA6Þ

f0ðm0rÞ ¼
K0ðm0rÞ
K0ðm0bÞ �

I0ðm0rÞ
I0ðm0bÞ

K0ðm0aÞ
K0ðm0bÞ �

I0ðm0aÞ
I0ðm0bÞ

ðA7Þ

where Ij is used for modified Bessel functions of the first kind and
order j (Dwight, 1947). This gives a radial derivative of

� @u
@r
¼ B0

r lnðb=aÞ þ
XN�1

n¼1

Bnm0f1ðm0rÞ cosðm0zÞ ðA8Þ

f1ðm0rÞ ¼ � 1
m0

df0

dr
¼

K1ðm0rÞ
K0ðm0bÞ þ

I1ðm0rÞ
I0ðm0bÞ

K0ðm0aÞ
K0ðm0bÞ �

I0ðm0aÞ
I0ðm0bÞ

ðA9Þ

knowing that dI0(r)/dr = I1(r). Substituting Eqs. (A6) into (A5) and
(A8) into (A4) and using N discrete control points zk, similar to
Eqs. (12) and (13), where k = 1, 2, . . ., N, z1 = d0/(4N) and zk+1–zk = -
d0/(2N) gives the following linear system of N equations in N un-
known coefficients B0 and Bn.

B0 þ
XN�1

n¼1

Bn cosðm0zkÞ ¼ u0 for 0 6 zk 6
sw

2
ðA10Þ

B0

a lnðb=aÞ þ
XN�1

n¼1

Bnm0f1ðm0aÞ cosðm0zkÞ ¼ 0 for
sw

2
< zk 6

d0

2
ðA11Þ

After solving for the coefficients, the shape factor F 0c [L] for a sin-
gle slot on an infinitely long screen is (Klammler et al., 2011)

F 0c ¼
2pd0

ln b
a

B0u ðA12Þ

where B0u = B0/u0 [�]. For an ideal screen sw = d0 and Eq. (A11) be-
comes irrelevant resulting in B0u = 1 and a respective shape factor F 0i
[L] of
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F 0i ¼
2pd0

ln b
a

ðA13Þ

which corresponds to the common solution for purely radial flow.
Eq. (15) then leads to R0s and to Eq. (17) after multiplication by d0.
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Abstract Monod expressions are preferred over

zero- and first-order decay expressions in modeling

contaminants biotransformation in groundwater

because they better represent complex conditions.

However, the wide-range of values reported for Monod

parameters suggests each case-study is unique. Such

uniqueness restricts the usefulness of modeling, com-

plicates an interpretation of natural attenuation and

limits the utility of a bioattenuation assessment to a

small number of similar cases. In this paper, four

Monod-based dimensionless parameters are devel-

oped that summarize the effects of microbial growth

and inhibition on groundwater contaminants. The

four parameters represent the normalized effective

microbial growth rate (g), the normalized critical

contaminant/substrate concentration (S*), the critical

contaminant/substrate inhibition factor (N), and the

bioremediation efficacy (g*). These parameters enable

contaminated site managers to assess natural attenua-

tion or augmented bioremediation at multiple sites and

then draw comparisons between disparate remediation

activities, sites and target contaminants. Simulations

results are presented that reveal the sensitivity of these

dimensionless parameters to Monod parameters and

varying electron donor/acceptor loads. These simula-

tions also show the efficacy of attenuation (g*) varying

over space and time. Results suggest electron donor/

acceptor amendments maintained at relative concen-

trations S* between 0.5 and 1.5 produce the highest

remediation efficiencies. Implementation of the devel-

oped parameters in a case study proves their usefulness.

Keywords Modeling � Bioremediation � Monod

kinetics � Inhibition � Dimensionless � Groundwater

Introduction

Modeling contaminant biodegradation is an essential

element of subsurface bioremediation design and risk

assessment. Several models that simulate subsurface

contaminant attenuation have been developed varying

from those with first-order decay coefficients to

others using Monod expressions (e.g. Tomson and

Jackson 2000; Murphy and Ginn 2000; Murphy et al.

1997; Brun and Engesgaard 2002; Prommer et al.

2002). Alvarez-Cohen and Speitel (2001) reviewed

the cometabolism kinetics for chlorinated solvents.
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Murphy and Ginn (2000) presented an overview of

approaches used to represent physicochemical and

biological processes in porous media. They catego-

rized the processes that control subsurface contam-

inants biodegradation into physicochemical and

biological processes. The physicochemical processes

include advection, diffusion, dispersion, exclusion,

straining, and physical filtration. The physicochem-

ical processes are primarily based on the structure

and properties of the groundwater flow system and

porous media. Consequently, most reactive transport

models incorporate some of the major physical

processes, and these processes have been the focus

of numerous experimental and numerical modeling

studies on colloid and bio-colloid research.

Molz et al. (1986) separate biological process

modeling into three distinct conceptual approaches.

The first assumes unconsolidated solid aquifer mate-

rials are uniformly covered by a thin biofilm (e.g.

Rittmann et al. 1980; Bouwer and McCarty 1984;

Bouwer and Cobb 1987; Champagne et al. 1999;

Långmark et al. 2004; Kim et al. 2004; Iliuta and

Larachi 2005; Liang and Chiang 2007; Liang et al.

2007; Simpson 2008; Buchanan et al. 2008). In a

second approach, bacteria are assumed to grow and

attenuate contaminants within small discrete colonies

(or ‘micro-colonies’) attached to surfaces of aquifer

materials (e.g. Watson and Gardner 1986; Yoshida

et al. 2006). Both biofilm and micro-colony assume

substrate (i.e. contaminant) reaction kinetics are

either first-order, instantaneous reaction, or multi-

term Monod (Monod 1949). Other investigators (e.g.

Bazin et al. 1976; Corapcioglu and Haridas 1984,

1985; Borden and Bedient 1986; Celia and Kindred

1987; Champagne et al. 1999; Långmark et al. 2004;

Kim et al. 2004; Iliuta and Larachi 2005; Mohamed

et al. 2006; Bauer et al. 2008) adopted a third

approach which assumes partitioning between free

flowing and adsorbed microorganisms (Corapcioglu

and Haridas 1984, 1985) but their distribution and

interaction play no role in depicting the growth

dynamics (Baveye and Valocchi 1989). Monod

expressions are typically assumed for most applica-

tions of this approach, because knowledge of the

microorganism population distribution within the

pore space is not required (Odencrantz et al. 1990).

Regardless of the modeling approach taken, one of

the challenges is obtaining reliable kinetic parameters

to simulate in situ biotransformations.

Few studies (e.g. Clement et al. 2000; Schirmer et al.

2000) have used reactive transport models to evaluate

how biodegradation processes and rates change from

the laboratory to the field, which is critical information

for field-scale remediation design. Clement et al.

(2000) used multispecies reactive transport modeling

to understand processes and rates that control natural

attenuation at the Dover Air Force Base site in

Delaware. Their calibrated two-dimensional model

predicted the observed distributions of TCE, PCE,

DCE, vinyl chloride (VC), and chloride plumes. The

field-scale decay rates were within the range of values

that were estimated based on laboratory-scale micro-

cosm and field-scale transect analyses. Phanikumar

et al. (2005) developed a three-dimensional reactive

transport model of carbon tetrachloride (CT) bioreme-

diation at the Schoolcraft site in western Michigan. The

model simulates the transport and reactions of aqueous

and sorbed phase CT, acetate, and electron acceptor

(nitrate). The model was used to predict solute

concentrations across the site using laboratory-based

reaction parameters. A reasonable agreement was

found between predicted and observed acetate and

nitrate concentrations. Schirmer et al. (1999) used the

numerical model BIOBATCH to determine Monod

kinetic parameters for laboratory batch experiments.

They indicated that measurements of several initial

substrate concentrations were crucial to overcome the

problem of non-uniqueness of the fitted Monod

parameters. Their calculated Monod parameters for

the batch degradation experiments were reasonable and

comparable to other literature values. Schirmer et al.

(2000) used the numerical model BIO3D and applied

laboratory-derived Monod kinetic degradation param-

eters to simulate dissolved gasoline transport and

degradation at the Canadian Forces Base site, Borden.

Tebes-Stevens and Valocchi (2000) developed

approaches to compute reaction parameter sensitivity

coefficients to gain insight into the relative significance

of parameters and to rank them in terms of their

importance. Schafer (2001) applied the 3-D numerical

reactive transport model TBC to understand contam-

inant spread and pump and treat remediation of xylene

at an abandoned refinery site in Germany. Mayer et al.

(2001) used multicomponent reactive transport mod-

eling to evaluate the potential for natural attenuation of

a plume containing phenolic compounds at a site in

West Midlands, UK. Phanikumar et al. (2002) devel-

oped a seven-component reactive transport model to
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describe microbially mediated CT degradation. It was

found that the CT degradation rate in the columns was

lower than values obtained from batch studies, and

processes in addition to the growth and decay of strain

KC cells (due to native flora) are necessary to describe

the observed nitrate consumption. Phanikumar and

Hyndman (2003) showed that considerations of bio-

availability have a profound effect on degradation.

Bioattenuation involving organic substrates and redox-

sensitive species has also been the focus of several

studies (e.g. Prommer et al. 1998; Brooks et al. 1999;

Saiers et al. 2000; Vainshtein et al. 2003; Curtis 2003;

Khan and Husain 2003; Guha 2004; Yu et al. 2007;

Bauer et al. 2008). To model these systems, it is critical

to capture the biogeochemistry.

Many of the early models simulated contaminant

decay assuming zero order, first order, and instanta-

neous reaction kinetics. For zero-order reactions, the

rate of substrate transformation is assumed independent

of concentration (Sims et al. 1989). Zero-order decay is

simple and easy to use; however, the fact that it does not

consider changes in the substrate concentration limits

its applicability in subsurface modeling. First-order

reactions are linearly dependent on substrate concen-

trations. However, it is difficult to estimate field-scale

first-order parameters from laboratory and field data,

and it is a poor assumption that first-order parameters

estimated for one field site are transferable to another

(Chapelle and Lovely 1990; Schirmer et al. 1999;

Goudar and Strevett 2000). Furthermore, first-order

reaction models cannot distinguish between aerobic

and anaerobic conditions, nor can they include coupled

reaction constraints imposed by ancillary electron

donor/acceptors reactions and microbial growth.

Instantaneous reactions between electron acceptor/

donor and contaminant are employed when microbial

growth rates are relatively high compared to the

groundwater velocities (Borden et al. 1984; Koussis

et al. 2003; Atteia and Guillot 2007). This is not always

the case in subsurface environments as some contam-

inants may be easily degraded while others are

recalcitrant. Instantaneous reaction kinetics cannot

account for cases of varying degradation rates which

limits their utility to highly degradable contaminants.

Thus, model simulations of natural attenuation predi-

cated on instantaneous reaction kinetics can under

predict concentration distributions.

A multiple-term Monod expression is commonly

used when it is unknown which species is rate-limiting

(Mohamed and Hatfield 2005; Bauer et al. 2008). An

important advantage of Monod reaction terms is their

ability to simulate zero-, first-, and mixed-order

reaction rates. Models based on the Monod terms are

favorable over first-order growth and decay terms

primarily because the later predict unbounded growth

(or decay) and these are not found in nature. In general,

Monod reaction terms describe nonlinear contaminant

attenuation processes which are coupled to microbial

growth and in turn spatial and temporal variations in

microbial biomass (MacQuarrie et al. 1990). Bedient

et al. (1994) showed Monod model simulations were

more accurate than those derived from instantaneous

reactions and first-order kinetics. Bekins et al. (1997)

compared results from zero- and first-order models to a

Monod model and found that the first-order model

invalid for substrate concentrations above the half-

saturation constant. Dette et al. (2003) demonstrated

theoretically that the application of optimal design

theory in Monod model is an efficient method for both

parameter value identification and economic use of

experimental resources. More recently, Strigula et al.

(2009) presented the optimal design method as a

computational tool for the efficient design of experi-

ments in the Monod model.

Monod expressions uniquely take into consider-

ation both microbial population and substrate levels, as

interactions between these levels greatly affect the

pattern of contaminant degradation (Simkins and

Alexander 1984). However, the dependency of degra-

dation rates on numerous parameters that take on a

broad range of values complicates efforts to use

Monod expressions to characterize biodegradation at

any given site much less compare results between sites.

Previous investigators developed simplified and mod-

ified Monod expressions (e.g. Bell and Binning 2002;

Ribes et al. 2004; Strigula et al. 2009; McCuen and

Surbeck 2008) in order to describe laboratory and field

results. Others developed dimensionless parameters to

facilitate interpretations and applications of Monod

reactions in batch reactors (e.g. Lai and Shieh 1997;

Tanyola and Tuncel 1993; Muslu 2000). In this paper,

four dimensionless parameters are derived from

Monod expressions to facilitate the application,

description, and interpretation of Monod-based con-

taminant biodegradation in groundwater as influenced

by microbial growth and inhibition. The dimensionless

nature of these parameters enables one to compare

contaminant attenuation conditions between sites.
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Governing equations

In this paper, the term substrate is used interchange-

ably with contaminant; although, it is possible an

inhibiting substrate is not a contaminant, but an

amendment (i.e. a critical electron donor/acceptor)

required to bring about contaminant degradation or

transformation (e.g. reduction or oxidation). For a

heterogeneous porous medium, the time-dependent

reaction–advection–dispersion equation of a contam-

inant (k) (and/or electron donor/acceptor) whose

spatial concentration distribution is denoted by C(xi,

t) is given by:

Rk

oCk

ot
¼ o

oxi

D
oCk

oxi

� �
� V

oCk

oxi

þ Qbio
k ð1Þ

where xi is the distance in i direction (i = 1,2,3 or

xi = x, y, z) [L], the local pore water velocity is V

[L T-1]; D [L2 T-1] is the tensor of the hydrodynamic

dispersion coefficient, and R is the retardation factor

[dimensionless]. These equations are coupled through

contaminant source/sink terms Q [ML-3 T-1] as

follows:

Qbio
k ¼

�Mvk

h
ð2Þ

where M is the microbial biomass concentration

[ML-3], h is the aquifer porosity [dimensionless], and

vk is the utilization rate of substrate k by the bacterial

species (or effective consortium) [T-1]. Utilization of

each substrate k by a bacterial species can be written

as:

vk ¼
l

Yk

ð3Þ

where Yk is the yield coefficient [dimensionless]

representing the mass of bacterial species produced

per unit mass of substrate k utilized. The specific

growth rate of the microbial species utilizing sub-

strate k is described by the Haldane model as follows

(Andrews 1968):

l ¼ lmax

Yk¼NS

k¼1

Sk

Kk
c þ Sk þ S2

k

Kk

i

0
B@

1
CA ð4Þ

where lmax is the microbial maximum specific growth

rate constant [T-1], Kc
k is the half saturation coeffi-

cient for substrate k [ML-3], and Ki
k is the inhibition

coefficient representing the concentration of substrate

k that exerts toxic effect on the microbial species

[ML-3]. From Eq. 4, it evident l is always less than

lmax as long as substrate inhibition exists.

Different schemes of including inhibition in the

growth kinetics model exist in the literature (e.g.

Edwards 1970; Luong 1987; Ohtake et al. 1990;

Yamamoto et al. 1993; Christ and Abriola 2007; Jia

et al. 2007). Andrews’ (1968) equation (4) is the most

commonly used form of growth kinetic model that

includes inhibition (e.g. Jackson and Edwards 1972;

Shen and Wang 1994; Sheintuch et al. 1995; Chen and

Hao 1996; Surmacz-Gorska et al. 1996; López-Fiuza

et al. 2002; Carrera et al. 2004; Papagianni et al.

2007). The mass balance equation for growth and

decay of the microbial population can be written as:

dM

dt
¼ M l� Bð Þ ð5Þ

where B is the first order decay rate constant which

accounts for cell decay.

Dimensionless parameters

Equations 1–5 show that the biodegradation/transfor-

mation of a contaminant or of a substrate k depends

on many parameters including lmax, Kc
k, Ki

k, B as well

as its concentration Sk. A comparison of natural

attenuation or augmented bioremediation from dif-

ferent sites and for different contaminants requires

dimensionless Monod-based parameters. The first

dimensionless parameter presented represents the

ratio of net microbial growth rate at any time and

location to a hypothetical maximum microbial

growth rate assuming substrate inhibition and cell

death are absent.

g ¼
Yk¼NS

k¼1

Sk

Kk
c þ Sk þ S2

k

Kk

i

0
B@

1
CA� B

lmax

¼ l� B

lmax

¼ 1

Mlmax

dM

dt
ð6Þ

g is the normalized effective microbial growth rate

(g = xact/xmax); where xmax ¼ lmax‘=YcV repre-

sents, for a unit flow distance (‘), the ratio of the

convective transport timescale ‘/V to the time-

scale required to degrade/transform a unit mass of
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contaminant per unit mass of microbes (YC=lmax) in

the absence of substrate inhibition and microbial cell

death (Mohamed et al. 2006); xact ¼ l� Bð Þ‘=YcV is

the ratio of the convective transport timescale to the

timescale required to degrade/transform a unit mass of

contaminant per net unit mass of microbes (YC=glmax)

in presence of substrate inhibition and microbial cell

death. Both xact and xmax are equivalent to a

DamKohler number of first kind (Rifai and Bedient

1990; Rashid and Kaluarachchi 1999). For xact B 1,

contaminant attenuation may be sensitive to local

variations in groundwater velocity. This sensitivity

may arises because the characteristic maximum spe-

cific growth rate for the microbial population, lmax is

small; the normalized effective microbial growth rate,

g is small due to low substrate concentrations or small

because of substrate inhibition; the yield coefficient,

YC is large, or groundwater velocities are sufficiently

high that time require for attenuation is significantly

greater than the average groundwater hydraulic resi-

dence time. Because g incorporates multiple Monod

kinetic parameters including Kc and Ki as well as

solutes’ concentrations, it can be used to characterize

net effect of contaminant attenuation, microbial

growth and inhibition over spatial and temporal scales.

The second dimensionless parameter of interest is

Scr or the critical substrate concentration. This vari-

able was defined previously in the wastewater treat-

ment literature for bacterial inhibition in batch

reactors as the concentration at which l peaks (e.g.

Grady et al. 1999). As indicate above, the maximum

feasible value of l under substrate inhibition is always

less than lmax (Eq. 4) in the presence of substrate

inhibition. As l approaches a maximum in the

presences of substrate inhibition, it is also the case

that g! gmax: Again, in the presence of substrate

inhibition and cell death gmax is always\1; however,

it represents the maximum feasible normalized micro-

bial growth rate. The critical contaminant/substrate

concentration or the critical concentration Scr for any

substrate m (one of the k substrates defined earlier),

can be obtained by taking the derivative of g (Eq. 6)

with respect to this concentration Sm:

Sm
cr ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffi
Km

c Km
i

p
ð7Þ

After substituting the definition of critical concen-

tration back into Eq. 6, one obtains the function for

gmax:

gmax ¼
Sm

cr

Sm
cr þ 2Km

c

Yk¼NS�1

k¼1

Sk

Kk
c þ Sk þ S2

k

Kk

i

0
B@

1
CA� B

lmax

ð8Þ
where Scr

m and Kc
m are the respective critical concen-

tration and half-saturation coefficient for substrate m.

Linking Scr
m to contaminant transport, means compar-

ing spatial and temporal variations in Sm (contaminant

concentration here substrate m) to Scr
m. To facilitate

this comparison, a second dimensionless parameter

can be defined to express normalized critical contam-

inant or substrate concentrations:

S� ¼ Sm

Sm
cr

ð9Þ

Substituting this definition back in Eq. 6 gives:

g S�;Nð Þ ¼ S�

S� þ 1

N 1þ S�2� � Yk¼NS�1

k¼1

Sk

Kk
c þ Sk þ S2

k

Kk

i

� B

lmax

ð10Þ

where

N ¼
ffiffiffiffiffiffiffi
Km

i

Km
c

s
ð11Þ

N is yet another dimensionless parameter representing

the inhibition factor for contaminant/substrate m.

Grady et al. (1999) used the inverse of N to indicate

that inhibition in batch reactors is not solely explained

by Ki. The appearance of N in Eq. 10 assures inhibition

is considered through the relative value of Ki/Kc.

Clearly, as N increases or Ki
m increases with respect to

Kr
m, and inhibition becomes less important. N will vary

between sites and between contaminants; however, the

interpretation and the utility of N remain fixed. Thus,

S* varies over space and time as contaminant concen-

trations vary due to advection, dispersion, and micro-

bial biodegradation/transformation; the latter which

can be characterized in terms of dimensionless param-

eters g, N and Scr.

It is generally assumed microbial growth (and in turn

contaminant attenuation) is limited by one substrate at

any point in time (Grady et al. 1999). Assuming

contaminant attenuation and microbial growth are

coupled to multiple auxiliary electron donors/acceptors

Biodegradation (2011) 22:877–896 881
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and nutrients, then inhibition will vary in space and

time. These variations are not just due to single

substrate concentration variations, it also possible the

cause of inhibition transitions between different con-

trolling substrates. However, if inhibition from a single

substrate is considered, a family of g curves can be

derived for given values of N and B/lmax. Values of B

are typically much smaller than lmax (e.g. Schafer

2001; Brusseau et al. 1999) such that B is ignored or

assumed zero (e.g. Salvage and Yeh 1997; Wang and

Shen 1997; Schirmer et al. 1999, 2000). The same

assumption is made here, and the term B/lmax is

dropped in Eq. 10. This simplification produces

Fig. 1a, a contour plot (on a Log-scale) of g with

respect to S* and N. This figure depicts the symmetric

behavior of bioremediation potential with respect to

Log S*. Similar figures can be generated for values of

B/lmax [ 0. These figures would look similar to

Fig. 1a except with different values reflecting the

effect of higher decay rate. Figure 1a suggests the

maximum normalized effective microbial growth rate,

gmax occurs when Log S* is zero (i.e. Sm = Scr
m);

however, closer examination of Eq. 10 also indicates

g! 1 if Log S* approaches zero and Log N

approaches ? (the case where inhibition is negligible

or nonexistent). Thus, gmax is generally\1, unless the

inhibition coefficient Ki is much larger than the half

saturation coefficient Kc. For a large range of S* and N

values, Fig. 1a can be used to estimate values of g
within a plume regardless of location or contaminant

type. However, for small changes in S*, Fig. 1b may be

more suitable, as it presents a family of g–S* curves for

different values of N. In contrast with Fig. 1a, Fig. 1b

depicts a non-symmetric behavior of g with respect to

S*. That is, g increases with S* and arrives at the

maximum feasible value (gmax) for S* equal to 1.0

(Sm = Scr
m), and then it decreases at a rate dependent on

the value of N. Together the contaminant, auxiliary

electron acceptors/donors, and the microbial consor-

tium define the value of N and in turn the upper limit on

the remediation potential gmax.

Using the definition of N in Eq. 8, the following

expression can be derived for the maximum feasible

normalized microbial growth rate:

gmax ¼
N

Nþ 2

Yk¼NS�1

k¼1

Sk

Kk
c þ Sk þ S2

k

Kk

i

0
B@

1
CA ð12Þ

The asymmetric curve in Fig. 2 represents the behav-

ior of gmax with a change in Log N. This curve is

asymmetric around Log N = 0.301 which is equiva-

lent to N = 2 and where gmax = 0.5. At this point, the

slope of this curve has a maximum value of 0.576. The

asymmetry indicates, for any constant increment of

DLog N = P about the axis of asymmetry, the

following equation is pertinent

10log 2þP

10log 2þP þ 2
þ 10log 2�P

10log 2�P þ 2
¼ 1 ð13Þ

Because Figs. 1a, b, and 2 are dimensionless, they

can be used with a variety of microorganisms or

consortia and for different electron acceptors/donors.

They can be used in remediation system design or

remediation system evaluation. In the case of system

design, gmax is determined first. Conditions maxi-

mizing N will yield the largest feasible g but also

guarantee the highest degradation rate over a widest

distribution of S* (essentially over the greatest spatial

extent of plume). Different combinations of available

electron acceptors/donors and microorganisms (ende-

mic or introduced) will yield different estimates of

gmax. Using identified values of Ki and Kc, values of

N and Scr
m can be calculated from which desired levels

of applied auxiliary substrate concentrations So

(electron donor/acceptors added to achieve contam-

inant remediation) can be determined. It would be

impractical to design a system that would maintain

the maximum remediation potential gmax everywhere

in the plume at all times. A more practical target,

however, is to design a remediation system with S* in

the range of (1.0–1.5) (see Fig. 1b). This would

guarantee a spatial distribution of microbial growth

near the maximum feasible rate gmax at most

locations in the plume.

For the purpose of remediation system evaluation,

Ki and Kc must be known or determined first. From

these parameters, N, Scr
m and gmax are respectively

determined from Eqs. 7, 11, and 12. Field measured

values of Sm and Sk can be used to calculate S* and g
(using Eqs. 9 and 10 or Fig. 1a) at all monitoring

locations within the plume to compare against the

calculated value of gmax. When local values of g are

close to gmax remediation rates are close to optimal.

However, at this juncture, it may be more effective to

introduce a fourth dimensionless parameter, the ‘‘bio-

remediation efficacy’’ (g*) or the ratio of the normal-

ized effective microbial growth rate to the maximum
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feasible microbial growth rate. From Eqs. 10 and 12,

g* is defined as follows.

g� ¼ g
gmax

¼ Nþ 2

Nþ S� þ 1=S�
ð14Þ

The bioremediation efficacy is metric for characteriz-

ing bioremediation efficiency. Unlike other previously

dimensionless parameters used for bioremediation

assessment, g* is linked to microbial growth, decay

and inhibition coefficients (such as lmax, B, Kc, and Ki)

as well as availability of both electron donors and

acceptors as reflected in S* and Scr. Therefore, this

parameter provides a unique description of the actual

bioremediation status of an aquifer. Other parameters

use traditional mass loss ratios to indicate bioremedi-

ation efficiency (such as Phanikumar and Hyndman

2003; Mohamed et al. 2006, 2010a, b, c). This method

uses the ratio of biodegraded contaminant mass to the

total contaminate mass; whereas g* (in the same sense)

reflects the biodegraded contaminant mass to the

total biodegradable contaminant mass. This, in our

opinion, presents more accurate estimation of the
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Fig. 1 a Contours of

normalized effective

microbial growth rate (g) in

the (N–S*) log domain.

b Normalized effective

microbial growth rate

versus critical contaminant/

substrate concentration for

different values of

contaminant/substrate

inhibition factor (N)
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bioremediation potential of the aquifer. For example,

g* = 0.4 simply states microbial growth and in turn

contaminant remediation is occurring at 40% of the

feasible maximum and not 40% of lmax. Additionally,

the use of bioremediation efficacy is not only useful in

the evaluation of natural attenuation or historical

remediation activities of contaminated sites, but also

helps in the design of feasible bioremediation systems

including proper selection of added electron acceptors

types and rates. Bioremediation efficacy is particularly

valuable, because its determination enables one to

assess natural attenuation or augmented bioremedia-

tion at any sites and then draw comparisons between

disparate remediation activities, sites and target con-

taminants. Furthermore, the linkage of g* to the

microbial parameters enables one to view g* in the

context of up-scale formulas useful for linking labo-

ratory investigations to field studies.

Figure 3a shows contours of g* with respect to S*

and N on a Log scale. This figure clearly indicates

that estimations of g* is not only site specific, but

substrate specific as well. In other words, for the same

site, contours of g* could be developed for each

substrate present in the site. This is of particular

importance in the cases of cometabolism and com-

petitive inhibition. For example, in the case of

cometabolism (Eq. 9 in Table 2, Murphy and Ginn

2000), which involves the transformation of a com-

pound by a microorganism that is incapable of using

the compound as a source of energy for growth (e.g.

Chang et al. 1993; Criddle 1993; Smith and McCarty

1997), changes in g* will be solely due to changes in

concentrations and not microbial growth. In the case

of competitive inhibition (Eq. 8 in Table 2, Murphy

and Ginn 2000), when two or microbial species

compete for the same nutrients (e.g. Bailey and Ollis

1986; Semprini et al. 1991), estimation of the

inhibition constant (Ki), the inhibitor maximum

concentration (Ci) and the inhibitor half saturation

coefficient (Kc) would be of great importance. These

constants are incorporated in the dimensionless

parameters N and S* defined in this paper.

Another case that shows the uniqueness of the

developed parameters is the case when the biomass M

in Eq. 2 is partitioned into attached (Mim) and free-

swimming (Mm) compartments. In this case Eq. 5

describes the growth of both compartments and can

be separated into two equations for Mim and Mm

(similar to Eqs. 3 and 4 in Table 2, Murphy and Ginn

2000); however, another equation will be needed to

describe the transport of the free-swimming micro-

organisms (Mm) that includes mechanisms of micro-

bial attachment and detachments. Consequently, the

concentration of each compartment can be estimated

at any time. The values of g (Eq. 6), and thus g*, can

be calculated for each compartment separately or for

the total biomass M. This indicates that calculations

of g* could be flexible enough to reflect overall

biodegradation or that mediated by each microbial

compartment. Thus, the above discussion suggests

that contours of g* are not only substrate specific as

indicated above, but also species specific. Even for

the same microbial species, g* is compartment

(attached or free-swimming) specific.

Figure 3a shows the relation g*–Log S* is sym-

metric (similar to Fig. 1a); and that the axis of

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

-2 -1.5 -1 -0.5 0 0.5 1 1.5 2

Log N

η max

0.301

point of maximum slope

axis of asymmetry 

Fig. 2 Change of

maximum normalized

effective microbial growth

rate with Log N

884 Biodegradation (2011) 22:877–896

123



symmetry is at Log S* = 0 (i.e. S* = 1). The

importance of designing a remediation system or

inducing remediation conditions that maximize N is

evident in Fig. 3a. g* contours are shown extending

away from the axis of symmetry as the value of N

increases, which suggests the highest remediation

efficacy can be maintained with less dependence on

substrate variations for S* near 1.0. Thus, higher

remediation efficacies can be achieved over more of

the contaminant plume. For example, if it is assumed

that -2 \ Log S* \ 2 and Log N = 2, the minimum

value of g* obtained is 0.5; this is considerably larger

than a value of 0.03 obtained when Log N approaches

zero (i.e. Kc = Ki).
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Figure 3b shows a family of g*–S* curves for

different values of N assuming a range of potential

contaminants. While this figure is similar to Fig. 1b,

it must be the case that g* = 1 (i.e. g = gmax) when

S* = 1 (i.e. Sm = Scr) meaning remediation has

achieved maximum efficacy. Figure 3a also demon-

strates that in order to obtain the highest efficacy (for

the same range of S*), larger values of N are

required. For example, increasing N by an order of

magnitude (from 1 to 10) increases g* from 0.8 to

0.95 for S* equals 2.3. Again a well design remedi-

ation system would maximize N and in turn generate

the greatest spatial distribution of elevated values of

g* within the plume.

Numerical simulations and testing

Problem description

To demonstrate the utility of the above dimensionless

parameters, a numerical model METABIOTRANS

(Mohamed et al. 2006; Mohamed and Hatfield 2007)

was used to conduct simulations of a two-dimensional

homogeneous horizontal aquifer with dimensions

50 m 9 25 m (Fig. 4) using a mesh of 31,250 rectan-

gular elements (250 9 125) and 31,626 nodes. The

uniform pore water velocity in the x-direction (Vx) was

0.5 m/d and the respective longitudinal and transverse

dispersivities were 0.1 and 0.05 m. The aquifer

porosity was assumed to be 0.3. It was assumed that

the aquifer was fully contaminated with a hydrocarbon

which serves as an electron donor for microorganisms

requiring an electron acceptor for the redox reaction to

occur. Normally, contaminant biodegradation would

occur at the highest rates at the fringes of the

contaminant or electron donor (ED) plume where a

sufficient supply of an electron acceptor (EA) exists,

whereas the lowest rates of bioattenuation occur within

the plume interior or where the supply of requisite EA

has been exhausted. The addition of an EA, therefore,

is essential to enhance hydrocarbon (ED) bioattenua-

tion within the interior regions of the plume. An

electron acceptor such as dissolved nitrate with initial

concentration of So is supplied to enhance bioremedi-

ation as shown in Fig. 4. Table 1 lists assumed values

for Monod parameters Ki, and Kc. lmax and Yc are

assumed 0.2 day-1 and 0.01, respectively. They kept

unchanged in all simulations of this study; and

consequently, the value of x is maintained constant.

Therefore, simulated changes in g are due to changes in

xact only. Mohamed et al. (2006) studied the influence

of changing x on contaminants biodegradation in a

stochastic framework.

Results and discussion

Several scenarios are simulated to study the spatial

and temporal sensitivity of g, g* and S* to Monod

parameters and the concentration of electron acceptor

So* introduced into the contaminant plume (see

Table 1). Results generated using different Monod

parameters can be view as results from different

contaminants or the same contaminant attenuated

under different microbial or site conditions. Simula-

tions and calculated dimensionless parameters are

based on representative values for Monod parameter

reported in the literature (see Table 2). The first four

scenarios examine the sensitivity of g, g* and S* to

So*. Constant values are assumed for Kc and Ki

which produce fixed values for N and Scr (see

Table 1). Scenarios 3, 5, 6, and 7 are used to study

the effects of substrate inhibition on spatial and

temporal distributions of S* and g* within the plume.

Figure 5a and b respectively show model simu-

lated remediation potentials g and efficacies g* along
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Fig. 4 Problem layout and boundary conditions

Table 1 Input parameters for the different scenarios

Scenario So Ki Scr So* N gmax

1 25 200 31.62 0.79 6.32 0.76

2 50 200 31.62 1.58 6.32 0.76

3 100 200 31.62 3.16 6.32 0.76

4 200 200 31.62 6.32 6.32 0.76

5 100 100 22.36 4.47 4.47 0.69

6 100 50 15.81 6.32 3.16 0.61

7 100 25 11.18 8.94 2.24 0.53
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section I–I (see Fig. 4) assuming different initial

normalized substrate concentrations (scenarios 1–4).

From these figures both g and g* increase with So*

which suggests greater augmented microbial growth

and contaminant attenuation occurring over greater

portions of the aquifer. Scr is 31.62 mg/l in scenarios

1 through 4; which means maximum microbial

growth and bioremediation is achieved when EA

concentrations are maintained near 31.62 mg/l. In

scenario 3, initial EA concentrations were sufficiently

high after 20 days that microbial growth achieved the

maximum feasible normalized rate of gmax = 0.76

over much the interior regions of the introduced EA

plume. However, when So* is further increased to

6.4, as in scenario 4, it is evident that after 20 days

microbial growth is less than gmax near the centroid of

the EA plume, because elevated EA concentrations

are inducing significant inhibition. In fact, because

dispersion decreases electron acceptor concentrations

between the interior and the fringe regions of the EA

plume, remediation potential is seen to rebound and

transition through gmax on both the leading and

trailing sections of the EA plume.

An effective remediation strategy minimizes off-

site risks. To achieve this, strategic use of auxiliary

substrates (i.e. electron donors/acceptors) is desirable,

and the above dimensionless parameters can be used

with an available bioremediation simulation model to

achieve this goal. Consider again, scenarios 1–4

where at t = 20 days a value of So* = 3.2 (scenario

3) creates the largest zone of favorable remediation

conditions (i.e. maximum remediation potential).

Under this scenario, much of the remediation occurs

near the source area which reduces risks to receptors

close to source area. Using greater concentrations of

auxiliary substrates, as in scenario 4, produces

residual remediation that is greater than all the other

scenarios at 60 days. This strategy may be appropriate

Table 2 Literature values

for some of the biological

parameters

a Calculated based on

Ki = 0–1000 mg/l if not

given in the corresponding

literature

Reference Parameter Value/range Calculated

dimensionless

variablesa

Papagianni et al. (2007) lmax 0.23–0.65 h-1 N = 1–7.32

Ks 0.021–28 mg/l Scr = 5.6–200

Ki 0–1500 mg/l gmax = 0.33–0.79

Vavilin and Lokshina (1996) lmax 0.1–0.585 day-1 N = 1–3.87

Ks 20–200 mg/l Scr = 20–245

Ki 20–300 mg/l gmax = 0.33–0.66

Carrera et al. (2004) lmax 0.132–0.46 min-1 N = 7.56–26

Ks 1.7–37 mg/l Scr = 30.8–107.7

Ki 559–2908 mg/l gmax = 0.8–0.93

Schafer (2001) lmax 0.1 day-1 N = 3.8–70.7

Ks 0.2–70 mg/l Scr = 14.1–264.6

gmax = 0.66–0.97

Brusseau et al. (1999) lmax 0.1 day-1 N = 18.3–44.7

Ks 0.5–3 mg/l Scr = 22.3–54.8

gmax = 0.9–0.96

Salvage and Yeh (1997) lmax 0.9288–32.4 day-1 N = 11.5

Ks 7.5 mg/l Scr = 86.6

gmax = 0.85

Wang and Shen (1997) lmax 0.6588–1.5443 day-1 N = 0–13.57

Ks 5.43–8.64 mg/l Scr = 0–93

gmax = 0–0.89

Schirmer et al. (1999) lmax 4.128–4.5 day-1 N = 0–14.6

Ks 0.79–4.7 mg/l Scr = 28–68.6

gmax = 0.33–0.79
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where significant residual remediation is needed over

greater spatial scales, but off-site risks are low

because potential receptors are far from the contam-

inant source.

Figure 6a illustrates how g varies with respect to

N from scenarios 3, 5, 6, and 7. The inhibition factor

(N), along with the critical concentration Scr, define

the level at which a toxic effects are manifested on

microorganisms. As N decreases microorganisms are

more vulnerable to inhibition. For example, mani-

festations of growth inhibition and contaminant

attenuation appear less under Scenario 3, because

the assumed N is largest. The inhibition factor can

portent the likelihood of inhibition; however, the

normalized concentration S* provides confirmation.

Consider again the third scenario, S* is everywhere

less than one after 20 days, and g remains near gmax.

For smaller values for N, as in scenarios 5, 6 and 7,

inhibition is more prevalent; consequently, substrate

inhibition constrains microbial growth which in turn

produces a trough in the longitudinal spatial profile

of g. It follows that smaller values of N produce

smaller values of gmax (Fig. 2). This leads to larger

zones of constrained microbial growth and contam-

inant degradation/transformation within the electron

acceptor plume as shown in Fig. 6a. In addition,

decreasing the inhibition factor gives the appearance

that EA transport is retarded. Indeed, the EA plume is

migrating at a velocity equal to that of ground-

water. A reasonable explanation for this ‘apparent
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retardation’ is that inhibition is limiting EA con-

sumption to the leading edge of the EA plume, which

in turn produces an up-gradient shift in the plume

centroid (see results for day 60 in Fig. 6a or b). This

is happening because inhibition increases rapidly

from the leading edge (where EA concentrations are

less-than-or-equal to critical, S* B 1) to the interior

regions of the EA plume (where EA concentrations

are much greater than critical, S* � 1). The devel-

oped dimensionless parameters indicate microbial

growth and in turn contaminant attenuation are

occurring at a maximum rate in regions where the

normalized concentration (S*) is equal to one.

Figure 6b presents longitudinal profiles of the

bioremediation efficacy for scenarios 3, 5, 6, and 7.

Efficacy is seen to achieve a maximum value of 1

somewhere within the longitudinal g* profile of each

scenario at t = 20 days. However, because intro-

duced EA concentrations were too high in scenarios

5, 6, and 7, contaminant attenuation is depressed

within the interior regions of the EA plume as

evidenced by efficacies well below 1 and S* [ 1.

This ‘doughnut effect’ is clearly illustrated in Fig. 7

for g and g* and is not evident from contours of S.

Areas of significant inhibition are identifiable wher-

ever S* [ 1. Predicted contours of bioremediation

efficacy (g*) like those shown in Fig. 7d, can be used

to assess the strengths and weaknesses of a proposed

remediation designs. The discussion of the following

case study shows the implementation of these

dimensionless parameters to assess bioremediation

in a contaminated site.
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Case study: bioremediation of benzene

in the contaminated Liwa aquifer, UAE

Dissolved benzene was detected in the shallow

unconfined Liwa aquifer, located 150 km southwest

of UAE capital Abu Dhabi (Fig. 8). The unconfined

Liwa aquifer is the main water supply for irrigation,

recreation, and washing for the nearby camp area

(Fig. 8) and bottled water is used for drinking. After

benzene contamination was discovered in 2000, soil

investigations at the site were performed through 142

organic vapor analysis (OVA) readings from 27 test

pits field measurements and hydrocarbons were

detected in the soil. It was found that contaminated
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soil had higher concentrations than background OVA

measurements. A monitoring wells network was

installed to investigate the extent of hydrocarbon

plume from the source zone (Fig. 8). The presence of

free phase hydrocarbons floating on the water table

was confirmed. The location of the non-aqueous

phase liquid (NAPL) measured in the soil is consis-

tent with observations of the dissolved hydrocarbons

(Forrest and Arnell 2001). This suggests that the pure

NAPL in the soil migrated downward in the unsat-

urated zone and, being lighter than water, formed a

body floating near the water table. For an ideal NAPL

mixture in contact with water, the aqueous phase

concentration of a component in NAPL can be

calculated using the aqueous analog of Raoult’s law

as the product of its pure aqueous solubility and its

mole fraction. Benzene constitutes the highest dis-

solved concentration of NAPL constituents at the site.

Partial dissolution of benzene in the surrounding

groundwater results in the formation of a dissolved

plume. This dissolved benzene plume migrates by

advection and dispersion processes. McNab et al.

(1997) assumed that the mole fraction of benzene is

equal to 0.5% of its weight fraction, the pure benzene

solubility is equal to 1770 mg/l; therefore the aque-

ous phase concentration of the benzene in NAPL

mixture is 8.85 mg/l. However, Johnson et al. (2000)

reported that the equilibrium concentration of BETX

resulted from typical gasoline mixture in contact with

water has a benzene concentration of 18 mg/l.

Assuming ideal NAPL mixture, the aqueous phase

benzene concentration for this site is estimated to be

8.5 mg/l.

Groundwater elevation data (Woodward 1996)

indicate that the regional groundwater flow direction

in Liwa aquifer is to the northwest. The hydraulic

gradient of the groundwater in the site is variable.

The gradient increases towards the pumping wells;

therefore, the groundwater velocity also increases in

the same area. The hydraulic gradient between the

contamination source zone and the supply water wells

is 0.25%. Water depths were recorded in November

2000 using the monitoring network and used to

calculate groundwater table elevations. Contour map
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of groundwater elevation is produced in Fig. 8, based

on the records of groundwater levels, and used to

estimate groundwater flow direction and horizontal

hydraulic gradient. The groundwater flow direction is

found to be in agreement with the direction of the

regional groundwater flow in Liwa aquifer. Field

estimated values for effective porosity of 0.3 and

hydraulic conductivity of 1 9 10-4 m/s were used to

estimate the average linear groundwater velocity of

25 m/year. It was found that the contamination

source is located directly up-gradient of the supply

wells; which puts these wells at potential risk of

being contaminated.

Simulation of benzene transport in Liwa aquifer is

conducted using METABIOTRANS. The simulated

model domain covers an area of approximately

292,250 m2. It was oriented so that it includes the

contamination source zone in the southeast corner and

the nearest supply wells RW1–RW3 (Fig. 8) repre-

senting potential receptors in the northwest corner,

directly downstream of the contamination. The domain

extends 350 m in x-direction and 850 m in y-direction.

A two dimensional finite element grid of 11,900

elements was used for spatial discretization of the

study area. Limited measurements were available to

determine input parameters for the transport of the

dissolved benzene. Values of longitudinal and trans-

verse dispersivities were estimated through model

calibration. Model calibration was performed using the

observed benzene concentrations at the location of the

monitoring well 00-8. Benzene concentration of

0.03 mg/l was observed in this well in July 2000

(Forrest and Arnell 2001). Values of longitudinal and

transverse dispersivities were estimated to be 2.3 and

0.23 m, respectively. These values are average for this

type of aquifers (e.g. Weaver and Charbeneau 2000).

The calibrated model is used to simulate the

transport and fate of the dissolved benzene plume in

Liwa aquifer. The slow-release oxygen source (SOS)

in situ remediation technique is used in these simu-

lations. This techniques is developed by researchers

from the United States Environmental Protection
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Agency (US-EPA) in which a constant and controlled

release of oxygen through the treatment zone is

introduced (Hoover 2007). The technique is based on

earlier work of using solid oxygen sources to intro-

duce oxygen in contaminated sites (Vesper et al.

1994). An SOS, located at X = 210 m and Y =

200 m of the domain, is used to enhance bioremedi-

ation of the benzene plume. Values of the biological

parameters are selected based on values reported in

similar studies (e.g. Vavilin and Lokshina 1996;

Table 2). The Ks and Ki values are selected to be 125

and 300 mg/l, respectively. Based on these values Scr

is calculated to be 194 mg/l and N equals 1.55.

Figure 9a shows the two simulated plumes of benzene

and oxygen at different times. Using an SOS enhanced

remediation in the core of the benzene plume.

However, some of the dissolved benzene escaped

remediation as depicted by the leading edge of the

benzene plume downstream of the injection point.

This occurred probably because oxygen concentra-

tions needed time to increase and stimulate bacterial

growth and also because microorganisms grow only

when the benzene plume encounter the remediation

zone. That is why the leading edge of the plume will

always encounter lower microbial concentration than

the trailing edge, and therefore will continuously

experience less bioremediation. Figure 9b shows the

evolution of simulated g* contours. This figure

facilitates the assessment of biodegradation efficacy

and clearly shows regions of enhanced bioremediation

in the aquifer at different times. Simulated concen-

trations of the oxygen were higher at earlier times (10

and 15 years) than later times which depicts higher

values of g* (near maximum) at earlier times. At later

times, because oxygen concentration as well as

benzene concentrations decrease due to dispersion

and biodegradation, values of g* decrease as well.

However, maximum bioremediation still occurs near

the center of the oxygen plume.

Summary and conclusions

This paper presented four dimensionless parameters

that enable the evaluation of natural attenuation and

augmented bioremediation across different contami-

nants and sites. These parameters were the normalized

effective microbial growth rate (g), the bioremediation

efficacy (g*), the contaminant/substrate inhibition

factor (N) and the normalized critical contaminant/

substrate concentration (S*). Simulations revealed the

sensitivity of these dimensionless parameters to

Monod parameters and to varying electron donor/

acceptor loads. These simulations also showed the

efficacy of attenuation (g*) varied over space and time.

The contaminant/substrate inhibition factor (N) could

be used to alert site managers that substrate inhibition

could interfere with microbial growth and contaminant

attenuation. Whereas the normalized critical contam-

inant/substrate concentration (S*) would be the most

appropriate for confirming the existence and potential

whereabouts of inhibition with respect to microbial

growth and contaminant attenuations in contaminated

aquifers. Results suggested electron donor/acceptor

amendments maintained at relative concentrations S*

between 0.5 and 1.5 produce the highest remediation

efficiencies.

Microorganisms and electron acceptors/donors

added to augment remediation should be selected

whenever possible to generate a highest substrate

inhibition factor (N). This would not only result in

higher remediation efficiencies, but would also guar-

antee higher rates sustained over a wider range of

normalized substrate concentrations. Finally, contour

maps of bioremediation efficacy (g*) could be used to

provide site-wide characterization of remediation

efficiency. The implementation of such contour maps

is proven to be useful through the design of a

remediation system for a contaminated site using a

slow-release oxygen source.
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1. Introduction

Estimation of subsurface contaminant mass discharge (i.e., con-
taminant mass per unit time) at specified control planes (CPs) is an
effective approach of defining groundwater source terms and
boundary conditions; assessing natural attenuation viability; design-
ing time-effective enhanced remediation systems; and evaluating
source zone remediation success [1–4]. Traditional estimations of
contaminant mass discharges using collected groundwater samples
are inaccurate because they ignore spatial variations in both
concentrations and groundwater flows [5]. Direct measurements of
groundwater and contaminant discharges, which accounts for spatial
variations of contaminant concentrations and discharges, are possible
through the deployment of Passive Flux Meters (PFM) [1,6–9]; and
improved analyses of the Integral Pumping Test (IPT) approach [10–
15]. As a partial consequence of improved flux monitoring, several
investigators have used or proposed to use measured reductions in
contaminant discharge as an indicator of contaminant source mass
depletion [1,16–28].
Various types of heterogeneities have been reported to affect
contaminant fate and transport, and therefore discharge in the
subsurface including physical, chemical, and biological heterogene-
ities [e.g. 29–37]. The relationship between source mass and CP
discharge is a function of these heterogeneities and the correlation
between them [1,16,19,22,23]. Physical aquifer heterogeneity, repre-
sented by spatial variability in hydraulic conductivity, has been
studied extensively to characterize field-scale dispersion [e.g. 29–34].
A typical manifestation of this heterogeneity is the apparent presence
of anisotropy at the aquifer scale, despite point scale observations of
isotropic hydraulic conductivities [30,38]. Another intensively inves-
tigated manifestation of physical heterogeneity is macro-dispersion
[33,34,39–42]. Chemical heterogeneity in the subsurface is repre-
sented as spatial variability in abiotic contaminant reaction para-
meters including abiotic degradation rates; sorption coefficients and
redox conditions and spatial variability in electron donor/acceptor
concentrations that are critical for biotic reactions [35–37,43–47].
Chemical heterogeneity in the aquifer matrix has been recognized at
laboratory scale [48–52], and at field scale [44,53]. Finally, biological
heterogeneity is manifested as spatial variability in microbial species,
biomass, and microbial activity. Several stochastic modeling techni-
ques have been used to examine organic subsurface biodegradation at
the field scale [54,55]. Monte Carlo simulations were used to study the
effects of spatially distributed rates of biodegradation and hydraulic
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conductivity on plume-scale rates of biodegradation [56–58]. They
were also used for assessing the effects of waste sites on groundwater
quality [59–62].

Accounting for spatial variability is particularly essential for
accurate estimation of subsurface contaminant mass discharges and
thus successful remedial design [15]. The effect of spatially variable
hydraulic conductivity on the variances of both the contaminant
concentrations and discharges has been studied analytically for
solutes undergoing first-order sorption kinetics under pulse or
continuous injections of concentrations from source zones [63–65].
However, the effect of biological variability, correlation between
spatial hydraulic conductivity and biological variability, and electron
donor/acceptor availability on contaminant mass discharges has not
been examined to the best of the authors' knowledge. Zones with high
contaminant discharge may have different microbial activity than
low-discharge zones, which would impact plume remedial design
that is based on enhancement of biological processes [1].

The objective of this paper is to examine the sensitivity of
microbial mediated contaminant mass discharges to physical, chem-
ical, and biological heterogeneities in a 2-dimensional aquifer. Monte
Carlo simulations are used to simulate contaminant plumes in a two-
dimensional aquifer, and at two sections transverse to the mean
groundwater flow direction, and generate temporal distributions of
the mean subsurface contaminant discharge and variance. One can
legitimately argue than two-dimensional simulations are poor
approximations to natural three-dimensional systems. However,
two-dimensional models are of value when studying problems at
the regional scale [7]. The regional scale is defined for aquifers whose
planar dimension is much larger than the aquifer thickness. In this
case formation properties are averaged over depth and are regarded
as functions of the horizontal dimension only [66]. Steady, uniform,
and two-dimensional flow prevails at the natural gradient tracer
experiment in the sand aquifer that was carried out at the Borden site
[67–69]. Freyberg [69] found that the motion of the plume and its
center of mass is essentially horizontal. Barry et al. [70] also found the
assumption of two-dimensional flow to yield good results. In the
other commonly cited natural tracer test, performed at the Cape Cod
site, LeBlanc et al. [71] found that the plume centroidmoved vertically
downward for a small distance which enabled Deng et al. [72] to
reproduce the field spatial moments using a two-dimensional
stochastic model. Chaudhuri and Sekhar [61] performed 1D Monte
Carlo Simulations (MCS) to evaluate a perturbation technique. Then,
they used this technique on 3D simulations. They concluded that 100
realizations were not enough to obtain good MCS results in 3D
simulations. This is an added difficulty of simulating 3DwithMCS. The
induced variations in plume discharge are the result of spatial
heterogeneities in aquifer hydraulic conductivity, microbial biomass
concentrations, and electron donor/acceptor concentrations. Micro-
bial growth is simulated using modified Monod kinetics [73] under
conditions where microbial growth will be substrate-limited depend-
ing on the local concentrations of contaminant and an auxiliary
electron acceptor/donor.

2. Governing equations

One of the challenges in modeling biotransformation is obtaining
reliable conceptual description. Molz et al. [74], separated biodegra-
dation models into three distinct conceptual approaches. In the first
approach, it is assumed that solid particles are uniformly covered by a
thin biofilm [57,75–85]. Consumption of contaminants occurs in this
biofilm in the presence of electron acceptors and nutrients. This
approach will be employed in this paper. In the second approach,
bacteria are assumed to grow, in small discrete colonies (or ‘micro-
colonies’) attached to a particle surface, as the result of substrate and
electron acceptor utilization [86,87]. Both biofilm and micro-colony
approaches employ one of the following three reaction kinetics: first-
order decay, instantaneous reaction kinetics, and multi-term Monod
(or Michaelis–Menten) expressions. The third approach has been
adopted by many researchers [88–93]. In this approach, partitioning
between free flowing and adsorbed microorganisms is assumed
[89,90] but their distribution and interaction play no role in depicting
the growth dynamics [94].

For a heterogeneous porous medium, the time-dependent reac-
tion–advection–dispersion equation of a contaminant (and/or elec-
tron donor/acceptor) (i) whose spatial concentration distribution is
denoted by Ci(x, t) is given by:

Ri
∂ Ci

∂ t
=

∂
∂ x

D
∂ Ci

∂ x

� �
−V

∂ Ci

∂ x
+ Qbio

i ð1Þ

where the local pore-water velocity vector is V [L T−1]; D [L2 T−1] is
the tensor of the hydrodynamic dispersion coefficient, and R is the
retardation factor [dimensionless]. For multi-solute transport (elec-
tron acceptors/donors, and/or nutrients), these equations are coupled
through contaminant source/sink terms Q as follows:

Qbio
i =

−M μ
Yiθ

ð2Þ

where M is the microbial biomass concentration [M L−3], θ is the
aquifer porosity [dimensionless], Yi are the yield coefficients [dimen-
sionless] representing the mass of bacterial species produced per unit
mass of electron donor/acceptor. ModifiedMonod kinetics [73] is used
to describe specific growth rate of the microbial species utilizing
electron donor and electron acceptor:

μ = μmax∏
Ci

KCi
+ Ci

� �
0
@

1
A ð3Þ

where μmax is the maximum specific growth rate for the microbial
species [T−1], KCi

is the half saturation coefficient for the electron
donor/acceptor [M L−3]. Assuming B as the first-order microbial
decay rate, the microbial mass balance equation can be written as
follows [95,96]:

dM
dt

= M μ− Bð Þ: ð4Þ

3. Methodology and problem description

Monte Carlo (MC) simulations are used in this study to investigate
spatial–temporal variations in subsurface microbial mediated con-
taminant discharge affected by a Damkohler number ω and physical,
chemical, and biologically heterogeneities in a 2-D aquifer. Physical
heterogeneity is represented as spatial variations in hydraulic
conductivity. Biological heterogeneity is manifested as spatial varia-
tions in initial and transient distributions of microbial biomass, and
finally chemical heterogeneity is represented as spatial variations in
the concentration of a requisite electron donor/acceptor. Monte Carlo
simulations provide predictions for ensemble mean discharges at
transects aswell as the uncertainty in these predictions represented as
discharge variances. Comparisons between Monte Carlo simulations
and corresponding homogeneous scenarios of assumed uniform
physical, chemical, and biological properties is used to elucidate the
effects of physical, chemical, and biological heterogeneities and their
possible correlation on contaminant mass discharges. Quantifying the
uncertainty of the prediction has been recognized as crucial informa-
tion for remediation design and risk assessment studies [97,98].



Table 1
Summary of input parameters.

Problem domain 36λ×18λ
Element size in X-direction (Δx/λ) 0.2
Element size in Y-direction (Δy/λ) 0.2
Dispersivity in X-direction (αx/λ) 0.1
Dispersivity in Y-direction (αy/λ) 0.05
Porosity (n) 0.3
Retardation factor (R) 1.0
Half saturation coefficient for ED (Ks/Co) 0.4 [103,104]
Half saturation coefficient for EA (Ka/Co) 0.4 [103,104]
B/μmax 0.1 [104,105]
Size of the contamination initial source 4λ×2λ
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The methodology used here is as follows: (1) a random field
generator (RFG) [99,100] is used to create multiple realizations of
spatially varying fields of aquifer hydraulic conductivity and initial
concentrations of a requisite electron donor/acceptor and biomass
assuming a known spatial correlation structure of second-order
stationarity. The method used in this RFG is based on Fast Fourier
Transform (FFT) and is chosen in this study because of its
computational efficiency. The basic concept of this method is to
generate a set of uniformly distributed random numbers by using a
random number generator. By taking the FFT of these numbers, the
resulting spectrum will have a uniform density of unity. By
multiplying the transformed numbers by the square root of the
spectral density function of the conductivity field (the Fourier
transform of ln K covariance), the resulting numbers will have the
same spectrum as that of the hydraulic conductivity field. Finally
taking the inverse FFT of those numbers gives a set of numbers in real
space having the same correlation structure as that of the conductivity
field; (2) the groundwater flow is established for all conductivity
realizations under the specified boundary conditions (Fig. 1); (3) the
finite element model METABIOTRANS [57,101,102] is used to solve
the coupled transport equations and microbial growth equation
(Eqs. (1)–(4)); (4) contaminant discharges at sections 1 and 2 (Fig. 1)
are obtained from each realization; and finally (5) the ensemblemean
discharge and discharge variance are calculated for all realizations.

The hydraulic conductivity, initial concentrations for the requisite
electron donor/acceptor, and biomass are assumed to have a log-normal
distributionwith an exponential covariance structure (Cov(r)=σ2e−r/λ)
in which σ2 is the process variance, r is the spatial lag, and λ is the
correlation length which is proportional to the distance over which
hydraulic conductivity (K), the requisite initial electron donor/acceptor
(A) concentration, or initial biomass (M) concentration are spatially
correlated. The value of λ is kept as 1.0 m for all simulations. Depending
on the simulation, it is assumed that Log K and Log A variances are both
1.0, LogM variance is 1.0 or 3.0, and the arithmeticmean forM equals 1%
of Co (initial concentration). The element size in the finite element mesh
is a constant 0.2λ. Longitudinal and transverse dispersivities are assumed
to be 0.1λ and 0.05λ, respectively. Summary of all input parameters used
in this paper is presented in Table 1.

The log-normal distribution with exponential covariance structure
is a common assumption in stochastic groundwater studies. In the
same way as the Central Limit Theorem dictates that the sums of a
large number of independent variables approaches a normal
distribution it dictates (after exponentiation) that the product of a
large number of independent (non-negative) variables approaches a
log-normal distribution. This is known to be true even if partial
correlation between variables is present; however, in this case
convergence to (log-) normality is slowed down [106]. As illustrated
by the governing equations, the processes studied here are purely
multiplicative and limited to non-negative variables. Regarding the
Fig. 1. Problem
state of a variable as the outcome of a large number of such
multiplicative but not necessarily uncorrelated processes (e.g., along
a stream line in space or at a location over time) lends support to the
assumption of log-normality for the respective variables. Moreover,
we hypothesize that deviations from the log-normal distribution (e.g.,
towards other non-negative distributions such as gamma, chi-
squared, etc.) may have some quantitative but no significant
qualitative impact on simulation results and conclusions as long as
mean and variance remain unaffected.

In the case of the spatial covariance model chosen, we argue that
deviations from the exponential model (e.g., towards other stationary
models such as spherical, Gaussian, etc.) do not have a significant
impact on results as long as the correlation length remains unaffected
and the spatial scale of the study (i.e., transect size over which local
fluxes are added up to determine discharges) exceeds the correlation
length by some factor. Under these conditions it is assured that some
“average” level of correlation between different locations within the
model domain is maintained, which determines the overall behavior
of the (spatially-averaged or integrated) outcome. From this we
hypothesize that results presented retain approximate quantitative
and general qualitative validity for the set of fundamental parameters
mean, variance and correlation length and independent of particular
distributional or spatial covariance properties. This is consistent with
the level of information that may typically be expected in field
situations (limited data may not even allow for making strong
inferences about distributions or spatial correlation structures).

Field measurements revealed that the spatially varying hydraulic
conductivity could be described by a log-normal distribution.
Furthermore, conductivity values were found to be spatially correlat-
ed with a correlation structure that varies from site to site. The
exponential, Gaussian, hole-type, and fractal covariance structures are
among the commonly used covariances. Examples of studies that
employed the exponential model include Mohamed et al. [57] and
Hassan et al. [92,93]. The latter is assumed to also apply to biomass
and electron donors in the present work due to their correlation with
layout.
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conductivity. For the case of no correlation we maintain the
exponential variogram for better comparison.

Five different scenarios are used to study plume contaminant
discharges under various conditions of spatial heterogeneity (Table 2).
The first scenario includes three homogeneous simulations from which
reference conditions are defined. The computational timeof anyof these
deterministic simulations was 20.5min on a 2 GHz machine. The next
two scenarios examine separate influences of physical heterogeneity
(hydraulic conductivity variations) andbiologicalheterogeneity (spatial
variations in initial microbial biomass concentrations). The fourth
scenario focuses on the composite influence of correlated physical and
microbial heterogeneities. In the final scenario, chemical heterogeneity
is examined through a single MC simulation conducted with uncorre-
lated spatial variations in initial electron donor/acceptor concentrations,
and spatially correlated variations in hydraulic conductivity and
microbial biomass. Simulations include sensitivity studies on the
assumed dimensionless microbial effective growth rate (ω=λμmax/V),
and the assumed the initial biomass concentration variance. ω is
equivalent to a Damkohler number [107,108], and it expresses the ratio
of pore fluid hydraulic residence time to the time required for microbial
growth and contaminant attenuation. Thus,ω≤1 suggests contaminant
attenuationmaybe sensitive to local variations in groundwater velocity.
This sensitivitymay arises because the characteristic maximum specific
growth rate for the microbial population is sufficiently low, or
groundwater velocities are sufficiently high that the time require for
attenuation and microbial growth is significantly greater than the
average groundwater hydraulic residence time. For a given μmax,, as the
groundwater velocity decreases the hydraulic residence time increases;
thus,ω increases indicating there is sufficientpore-water residence time
to support microbial growth and contaminant attenuation. Based on
available literature values for μmax, the parameter ω can range from
0.001 to 64 [57].

In the three homogeneous simulations (1–3 from Table 2)ω varied
from 0 to 1. Simulations results serve as references in subsequent
comparisons with MC simulations. Background biomass concentra-
tions in the first three simulations were equated to 1% of the initial
contaminant concentrations (Co), which is within the range of 0.5–
10% assumed in previous studies [e.g. 40,52,54]. To ensure meaningful
comparisons between the homogenous simulations and those
involving biological heterogeneities, this value of background biomass
Table 2
Summary of simulation parameters.

Scenario Simulation Number of
realizations

Random variable ω Variance
of K, M, and A

1 1 Homogenous – 0 –

2 Homogenous – 0.2 –

3 Homogenous – 1.0 –

2 4 500 K 0 1.0
5 500 K 0.2 1.0
6 500 K 1.0 1.0

3 7 250 M 0.2 1.0
8 250 M 1.0 1.0
9 250 M 1.0 3.0

4 10 500 K and M
(uncorrelated)

0.2 1.0 and 1.0

11 500 K and M
(negative correlation)

0.2 1.0 and 1.0

12 500 K and M
(uncorrelated)

1.0 1.0 and 1.0

13 500 K and M
(negative correlation)

1.0 1.0 and 1.0

14 500 K and M
(positive correlation)

1.0 1.0 and 1.0

15 500 K and M
(positive correlation)

1.0 1.0 and 3.0

5 16 500 K and M
(negative correlation)
and uncorrelated to A

1.0 1.0 and 1.0
and 1.0
concentration is used to represent the mean biomass concentration in
the Monte Carlo simulations presented in scenarios 2, 4, and 5. For the
same reason and to ensure meaningful comparisons between the
homogenous simulations and those involving physical heterogene-
ities, the geometric mean of the log-normal K equals the uniform
hydraulic conductivity field in the simulations presented in scenarios
3–5. In addition, the same hydraulic gradient is used in all simulations
to achieve the same integrated groundwater discharge at any transect
in the flow domain (i.e. the same spatially-averaged specific discharge
over any arbitrary transect draw perpendicular to the predominant
flow direction).

Results of all simulations are shown as dimensionless graphs
expressed in terms of the normalized time (τ= tV/λ) and normalized
ensemblemean contaminant mass discharge (ND=Q/Qmax); where Q
is the actual mass discharge [M T−1] and Qmax is the maximum mass
discharge representing mass recharge when dispersion and biodeg-
radation are ignored. The maximum mass discharge (Qmax) is
equivalent to (VMr/4λ); where Mr is the total initially released mass
of the contaminant [M]. Discharges are evaluated at two sections
located at distances 5λ and 10λ, respectively, downstream from the
center of the initial contaminant release as presented in Fig. 1.

4. Numerical simulations and discussion

4.1. Physical heterogeneity

The effects of physical heterogeneity on plume contaminant
discharge are examined through three MC simulations (4–6,
Table 2). In all three, 500 realizations of the hydraulic conductivity
field of unit log-variance are used to generate 500 heterogeneous
velocity fields, which are then used in the transport model.
Biodegradation is not simulated in 4 (ω=0); whereas in MC
simulations 5 and 6, biological activity is simulated using values of
ω comparable to homogeneous simulations 2 and 3 (i.e. 0.2 and 1.0),
respectively (Table 2).

Physical heterogeneity increases dispersion in both longitudinal
and transverse directions, which explains the early increase and the
delayed decrease in ensemble mean contaminant discharges at each
transect and in turn the attenuated peak discharges compared to
homogeneous simulations (see Fig. 2a). Theses peaks occur at
approximately the time when the centroid of the ensemble
contaminant plume traverses the transect plane. However, this is
not the case withmass discharge variance (DV). At any given transect,
the DV produces two peaks over time corresponding to two periods of
high uncertainty inmass discharge (Fig. 2b). The first peak is observed
to be associated with the arrival of the leading edge of the ensemble
plume (i.e., when the steepest increase in ND occurs), while the
second occurs as the plume's trailing edge traverses the transect plane
(i.e., when the steepest decrease in ND occurs).

A simple stream tube model with longitudinal and transverse
dispersion between stream tubes can be invoked to explain the two
peaks is discharge variance. First, it is assumed n [dimensionless]
stream tubes of equal water flux crossing a control section and each
stream tube either makes a contribution to mass discharge or not. At
short times all contaminated stream tubes may be assumed to convey
a mass flux qmax corresponding to some maximum (saturated)
contaminant concentration. Next, it is assumed that the probability
that a stream tube is contaminated is p [dimensionless] and to be
clean 1−p. The resulting distribution is known as Bernoulli
distribution, which, after summation over n stream tubes, becomes
a Binomial distribution of mean npqmax and variance np(1−p)qmax

2 .
By equating ND=npqmax (expected mass discharge) Fig. 2a indicates
that p rises from zero to some maximum value pmax≤1 and decreases
towards zero afterwards. This reflects the effect of longitudinal
dispersion and the lower probability of encountering contaminated
stream tubes before and after the plume core. By further equating



Fig. 2. Comparison between homogenous simulations [1(ω=0.0) and 2(ω=0.2)] and physical heterogeneity simulations [4 (ω=0.0) and 5 (ω=0.2)] (a) normalized mean
discharge, and (b) discharge variance.

Table 3
Ratios of cumulative contaminant mass discharges and total contaminant source mass
for sections 1 and 2 at end of simulations (τ=35).

Simulation Section 1 Section 2

1 1.00 1.00
2 0.90 0.81
3 0.63 0.39
4 1.00 1.00
5 0.88 0.81
6 0.62 0.40
7 0.90 0.82
8 0.66 0.42
9 0.70 0.46
10 0.88 0.81
11 0.89 0.81
12 0.65 0.44
13 0.65 0.44
14 0.65 0.43
15 0.71 0.51
16 0.87 0.77
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DV=np(1−p)qmax
2 and noting that p(1−p) is a concave function

equal to zero for p=0 and 1while reaching amaximumat p=0.5, it is
shown that DV possesses twomaxima corresponding to p reaching 0.5
at the leading and trailing edges of the plume. From a different
perspective these peaks can be related to the uncertainty in plume
arrival/departure times and the magnitudes of the arriving and
departing discharge gradients in flow direction. At very short and very
large times p and, hence, DV are zero, while in between peaks
0.5bp≤pmax and DV reaches a local minimum. Now considering also
transverse dispersion between stream tubes, which grows with the
length of the flow path and time, stream tubes can convey arbitrary
discharges q between zero and qmax. This does not directly affect ND,
since transverse dispersion does not discriminate between faster and
slower stream tubes (i.e., its effects on ND cancel out on average), but
it does decrease DV, since individual stream tube discharges are
moved closer to the mean value. This may explain the smaller
amplitude of the second peak (trailing plume “fingers” are fuzzier
than leading plume fingers) as well as of the peaks at the down-
gradient section 2. Cases may exist where this effect (possibly in
combination with degradation) is strong enough to eliminate a
second peak or where pmax≤0.5.

In the absence of biodegradation, time-integrated contaminant
discharges must equate to the initial source mass. Results shown in
Table 3 for simulations 1 and 4 verify this claim, and they also validate
the numerical scheme used to integrate discharges at each section.
Biodegradation decreases the time-integrated discharge between
sequential transect planes; the magnitude of decrease is sensitive to
ω but insensitive to spatial variations in hydraulic conductivity. For
example, from a comparison of simulations 2 and 3 with 5 and 6 (see
Table 3), essentially the same contaminant mass is observed to
traverse respective transects at the levels of physically heterogeneity
simulated in this study. It is important to keep in mind for these
simulations; Monod parameters (Table 1) are spatially uniform.
However, if these conditions were otherwise, biodegradation rates
would vary spatially in accordance with spatial variation in Monod
parameters.

Contaminant concentration reductions due to biodegradation de-
crease DV as a plumemigrates through a transverse section. A closer look
at the differences between simulations 4 and 5 in Fig. 2b suggests a
greater relative decrease in DV occurs at the trailing edge of a simulated
plume (second peak) than at the leading edge (first peak). This occurs
most likely because the trailing edge encounter a higher density of active
biomass produced asmicrobial growth increased to consume the leading
edge of the plume, and also because the travel time and in turn the
exposure to active microbial colonies is longer for contaminants in the
trailing edgeof plume. Increasingω in simulation6 increases significantly
the contaminant mass degraded; however, it does not affect the arrival
time of the leading edge of plumes in either homogenous or physically
heterogeneous cases (compare Figs. 2a and 3a). Thus, qmax and
contaminant DV decrease at both sections in simulation 6 (Fig. 3b), so
much so that the second variance peak is almost negligible.

4.2. Biological heterogeneity

In this third scenario, variability in initial biomass concentrations is
considered. Biological heterogeneity is represented in this paper by a
spatial variability in the distribution of microbial species, biomass, and
microbial activity. Though this is the least understood of the other
factors of heterogeneity, spatial variations in biological processes are
believed to have a significant effect on contaminant transport in the



Fig. 4. Comparison between normalized mass discharge of homogenous simula-
tions [1(ω=0.0), 2(ω=0.2) and 3(ω=1.0)] and biological heterogeneity
simulations [7(ω=0.2, σM

2 =1.0), 8(ω=1.0, σM
2 =1.0) and 9(ω=1.0, σM

2 =3.0)].

Fig. 3. Comparison between homogenous simulations [1(ω=0.0) and 3(ω=1.0)] and physical heterogeneity simulations [4(ω=0.0) and 6(ω=1.0)] (a) normalized mean
discharge, and (b) discharge variance.
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subsurface. Both Miralles-Wilhelm et al. [54,55] and Scholl [56] have
used stochastic modeling techniques to examine organic subsurface
biodegradation at thefield scale.Miralles-Wilhelmet al. [54] presents an
analyticalmodel to quantify subsurface oxygen-limiting biodegradation
at the field scale. Their model incorporates effects of chemical and
microbiological heterogeneities. The purpose of the modeling exercise
was to investigate field-scale effective coefficients of retardation,
dispersion, and decay of a soluble contaminant undergoing advection,
sorption, and biodegradation in the subsurface. To simplify the
analytical model, they assumed a steady-state microbial population;
ignoring, thereby, the transient affects of microbial growth and perhaps
more importantly the transient evolution of a contaminantplume that is
in reality inextricably coupled to a dynamic microbial biomass plume.
Miralles-Wilhelm et al. [54] concluded that the effective contaminant
decay rate was less than the spatial mean.

Scholl [56] performed Monte Carlo simulations using the USGS
model (BIOMOC) to study the effects of spatially distributed rates of
biodegradation and hydraulic conductivity on plume-scale rates of
biodegradation derived from field data. Three sets of simulations were
performed, each involving 10 realizations, with different degrees of
physical aquifer heterogeneity. Others used Monte Carlo analysis and
Bayesian decision theory for assessing the effects of waste sites on
groundwater quality [e.g. 20,41,42]. James and Freeze [62] developed a
Bayesian decision framework for addressing questions of hydrogeolo-
gical data worth associated with engineering design at sites in
heterogeneous geological environments. They studied the specific
case when one of remedial contaminant containment in an aquifer
underlain by an aquitard of uncertain continuity. The framework is used
to evaluate the worth of hard and soft data in investigating the
aquitard's continuity. Similar to Miralles-Wilhelm et al. [54] study,
Scholl [56] ignoredbiomassgrowth, death, andgrowth inhibition. Scholl
calculated biodegradation rates from steady-state contaminant plumes
using decrease in concentration down-gradient and a single flow
velocity estimate; hence, the simulations performed did not reflect
Monod kinetics or the transient changes of a contaminant plume that is
coupled to a dynamic microbial biomass plume. Scholl [56] concluded
for a steady-state contaminant plume that using an effective hydraulic
conductivity/flowvelocity and biomass distribution underestimates the
time required to remediate a contaminated aquifer. Scholl did not
investigate the affects of biological heterogeneity nor its correlations
with spatial variations in aquifer permeability.
Three simulations (7–9) are performed; in which 250 different
realizations of initial biomass concentration were enough to achieve
stable mean discharges. For rational comparisons, the same initial
total volumetric biomass is maintained in all simulations. In
simulation 7, an ω of 0.2 is used to represent microbial characteristics
or hydraulic conditions that limit microbial growth, while a higher
value of 1.0 is used in simulations 8 and 9. The spatial log-variance
(σ2) of the initial biomass distribution is 1.0 in simulations 7 and
8 and 3 in simulation 9. For this reason, the biomass distribution in
simulation 9 reflects the greatest range in bacterial concentrations (as
depicted in Fig. 4 in [57]).

By comparing contaminant discharge curves for simulations 2 and
7 in Fig. 4 and or the time-integrated discharges in Table 2, it is evident
that for low effective growth rates (ω≤0.2), incipient biological
heterogeneity does not significantly altermass discharges at sections 1



807M. Mohamed et al. / Advances in Water Resources 33 (2010) 801–812
and 2 relative to the homogenous case. This suggests that a
homogeneous aquifer assumption may in fact be sufficiently accurate
for small ω values. In other words, for high flow velocities or low
microbial activities, aquifers may be simulated as biologically
homogeneous systems for the purpose of determining the contam-
inant mass discharge if critical electron donor/acceptors are not
limiting. However, the uncertainty in the discharge prediction is not
given from a deterministic homogeneous simulation. Fig. 4 also shows
that when ω is increased to 1, as in simulation 8, contaminant
attenuation is less efficient when the initial biomass distribution is
non-uniform as oppose to being homogenous (simulation 3); which is
consistent with finding of others [e.g. 55–57]. This means that the
expected total mass passing sections 1 and 2 is higher in the
heterogeneous case as shown in Table 3. Furthermore, attenuation
decreases even more when the variance of the initial biomass
distribution (σ2) is increased as in simulation 9 (Fig. 4, Table 3).
This is an outcome of the fact that increasing the incipient biomass
distribution variance produces large regions where the initial biomass
concentration is low and only small “islands” of large biomass
concentrations. As a result, the contaminant plume escapes attenu-
ation in large regions of low biomass, and because contaminant
degradation and microbial growth are coupled, the absence of
attenuation in these regions is not compensated by higher attenuation
in other regions of greater biomass. For the highest value of ω
considered in this work, simple calculations based on simulation
output can show that maximum volume changes in biomass are
several orders of magnitude smaller than initial pore space. As a
consequence, effect of biomass clogging on porosity (and conductivity
according to a model by Thullner et al. [109]) is found to be negligible.
By comparing simulations 8 and 9 in Fig. 4 and Table 3 to the
homogenous simulation 3, it is obvious that for high ω values, the
assumption of a homogenous biomass distribution underestimates
contaminant mass discharge. Because changes in mass discharges
between the homogenous and biological heterogeneous systems are
more apparent as the microbial effective growth rate (ω) increases,
the estimation of ω is critical for predicting natural or induced
bioattenuation.

4.3. Physical and biological heterogeneities

In this fourth scenario, correlated and uncorrelated biological and
physical variability are considered. Brockman et al. [110] reported
that it was indicated by different researchers that subsurface
microbiological properties have similar spatial correlation length
scales to those well established for subsurface physical and chemical
parameters, and the microbiological properties appear to be spatially
correlated to geologic, hydrologic and/or geochemical properties. This
Fig. 5. Effect of −ve correlation between K and
indicates that the possibility exists that the biological parameters
(biomass distribution and electron done/acceptor) can have a spatial
distribution and correlation structure similar to that of the hydraulic
conductivity, K. It was also shown [111,112] that denitrification is
highly variable and exhibits a distribution that is typically positively
skewed and approximates the log-normal distribution. Brockman et
al. [110] also indicate that if geologic or other physical properties in
the subsurface control nutrient availability, spatial correlations
between subsurface environmental and microbiological properties
might be expected. Such correlation means that it is possible that the
subsurface biological properties have similar variability structure to
that of hydraulic conductivity.

Scheibe et al. [113] demonstrated that the widely observed
decrease of the apparent rate of bacterial attachment (particularly
as parameterized by the collision efficiency in filtration-based
models) with transport distance could be interpreted as a field-scale
manifestation of local-scale correlation between hydraulic conduc-
tivity variability and attachment rate coefficient variability. Because
collision efficiency depends on properties of microbial cell surfaces
[113], such dependency and the correlation to K imply that the
biomass distribution in a heterogeneous aquifer may be related to
hydraulic conductivity. Therefore, the spatial correlation structure of
the hydraulic conductivity may have an imprint on the spatial
structure of the biomass variability.

The above discussion indicates the possibility that biomass
concentration and electron donors/acceptors may have similar spatial
variability structure to that of hydraulic conductivity. However, there
is no conclusive evidence in the literature substantiated by field data
at the scale of interest in our study (focusing on engineering
bioremediation applications) that supports or precludes this possi-
bility. Thus, it is worth to examine the effects of the possible case that
the biological parameters have spatial variation structure similar to
that of K.

Additional six simulations (10–15) of 500 realizations each are
considered in this scenario. In simulations 10 and 12 the two
heterogeneities are assumed uncorrelated; while in simulations 11
and 13 they are assumed negatively correlated (Table 2). Negative
correlations have been justified by others assuming that the high
pore-water velocities, present in zones of high hydraulic conductivity
regions, tend to wash out attached bacteria or precluded bacterial
adhesion [114]. A positive correlation, on the other hand, has been
justified assuming zones of high hydraulic conductivity facilitate the
transport of nutrients necessary for microbial growth. The effect of a
positive correlation between biological and physical heterogeneities
is studied through simulations 14 and 15 (Table 2).

For simulations 10 and 11, a low effective growth rate (ω=0.2) is
used. Looking at time-integrated contaminant discharges alone
M for low ω (0.2) on discharge variance.
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(Table 3), one surmises contaminant discharges are essentially the
same as those generated under previous heterogeneous simulations 6
and 8 and homogeneous simulation 3. It appears again, low ω values
determined by relatively high pore-water velocities or low maximum
growth rates, define conditions for which non-uniform aquifer and
biomass characteristics and their correlations can be effectively
ignored if critical electron donors/acceptors are not limiting and the
objective is to predict contaminant discharge but not its variance.
With respect to discharge variance, a negative correlation between
aquifer conducting and the incipient microbial biomass appears to
increase discharge variance (or uncertainty) at the leading edge [see
Fig. 5]. A negative correlation between K and microbial biomass
produces flux variations at the leading edge that persist under low ω
values. This occurs because initial microbial concentrations are lowest
in the most permeable zones of the aquifer (which are also zones of
high contaminant flux), and under lowω conditions, microbes are not
growing fast enough to dampen spatial variations in contaminant flux.

In simulations 12, 13, and 14 ω is increased to 1. Results are
comparable to those of heterogeneous simulations 6 and 8 and
homogeneous simulation 3. In fact, results from Table 3 suggest
contaminant discharge is insensitive to spatial correlations between
aquifer conductivity and microbial biomass. The homogeneous
simulation 3 over predicts attenuation by 10%; however, this error
is well within the uncertainty of most contaminant transport models.
Discharge variance appears to decrease at the first transect for MC
simulation 13where the correlation between aquifer conductivity and
incipient microbial biomass concentrations is negative (see Fig. 6a).
Conditions are more favorable for microbial growth/bioattenuation in
this simulation than in 11, and in turn this growth has dampened
spatial variations in contaminant flux. In fact, a closer examination of
Fig. 6b suggests microbial growth may be obscuring much of the
impact that initial biomass heterogeneities have on discharge
variance; compare DV results of MC simulations 13 to 6 are almost
identical at the first transect and in simulation 6 the initial biomass is
spatially uniform. When the correlation is positive, higher concentra-
tions of initial microbial biomass are located in higher contaminant
flux zones and lower concentrations in lower flux zones. Discharge
variances from positive and uncorrelated simulations 12 and 14 are
almost indistinguishable which suggest DV is not dependent or less so
Fig. 6. Effect of correlation between K andM for highω (1.0) in simulations 12 (no correlatio
15 (positive correlation, σM

2=3.0) on discharge variance.
when the correlation is positive. In MC simulation 15, the incipient
biomass concentration variance is increased to 3.0. A comparison of
this simulation and that of 9 shows the same level of contaminant
attenuation irrespective of spatial correlations between varying
parameters. The apparent loss of attenuation efficiency is due the
high variance in the incipient biomass. In general, results suggest it
may be difficult at best to discern the presence of positive or negative
correlations between aquifer conductivity and microbial biomass
from contaminant discharge alone. However, others have shown the
effects of such correlations can be seen in plume concentration
distributions [57].

4.4. Physical, chemical and biological heterogeneity

Chemical heterogeneity is examined in this last scenario. Several
researchers studied this type of heterogeneity [115–119]. Li et al.
[115,116] simulated reactive transport processes at the pore scale,
accounting for heterogeneities of both physical and mineral proper-
ties. Mass balance principles were then used to calculate reaction
rates at the continuum scale. In this final scenario the availability of
the electron donor (ED)/acceptor (EA) which is crucial for the
biodegradation is assumed to vary spatially. This assumption, which
is justified by several researchers [e.g. 120–123], places additional
constraints on where and at what rate contaminant attenuation
occurs. With 500 realizations, only one MC simulation (16) is
performed in which physical and biological heterogeneities are also
considered. Similar to simulation 13, physical and biological hetero-
geneities are assumed to be negatively correlated; however, both are
independent of the initial concentration distribution for the electron
donor/acceptor. Also assumed is a unit microbial effective maximum
growth rate and unit variances in the logarithms of hydraulic
conductivity, incipient biomass concentration and incipient electron
donor/acceptor concentrations.

Fig. 7a shows higher contaminant discharges in simulation 16, than
in simulation 13; indicating that increasing system heterogeneity with
respect to ED/EA variability reduces the efficiency of subsurface
bioattenuation. This is because critical reaction processes became
substrate-limited at multiple locations throughout the aquifer (as
depicted in Fig. 9c in [57]). Table 3 suggests that cumulative attenuation
n, σM
2 =1.0), 13 (negative correlation, σM

2=1.0), 14 (positive correlation, σM
2=1.0), and



Fig. 7. Effect of electron donor/acceptor availability (a) normalized mean discharge, and (b) discharge variance.
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efficiencies are most sensitive to ED/EA variability and the assumed
concentration distribution for incipient biomass when groundwater
velocity conditions favoredmicrobial growth (ω≥1) [see simulations 8,
9, 12, 13, 14, 15, and 16]. Only when ED/EA variability is considered, are
noticeable changes to the cumulative discharge observed at both
sections (compare simulations 3, 6, 13 and 16 in Table 3). This is
consistent with the conclusions of Li et al. [115,116]. The spatial
variability of ED/EA concentrations increases DVaswell (Fig. 7b). That is
the increase in ND for simulation 16 compared to simulation 13 is
accompaniedbyan increase inDV.Hence, ignoringED/EAvariability can
lead to an underestimation of the mass discharge and an underestima-
tion of the uncertainty associated with that discharge.

5. Summary and conclusions

In this paper, Monte Carlo simulations were conducted to investigate
spatial–temporal variations in subsurface microbial mediated contami-
nant discharge affected by a Damkohler number ω and physical,
chemical, and biologically heterogeneities in a 2-D aquifer. Physical
heterogeneity was represented as spatial variations in hydraulic
conductivity. Biological heterogeneity was manifested as spatial varia-
tions in initial and transient distributions of microbial biomass, and
finally chemical heterogeneity was included as spatial variations in the
concentration of a requisite electron donor/acceptor. Monte Carlo
simulations provided predictions for ensemble mean discharges at
transects as well as the uncertainty in these predictions represented as
discharge variances. Comparisons betweenMonte Carlo simulations and
corresponding homogeneous scenarios of assumed uniform physical,
chemical, and biological properties were used to elucidate the effects of
physical, chemical, and biological heterogeneities and their possible
correlation on contaminant mass discharges.

Physical heterogeneity increases dispersion in both longitudinal
and transverse directions compared to homogenous simulations,
which explained the early increase and the delayed decrease in
ensemble mean contaminant discharges at model transects. The
physical heterogeneities induced discharge variances at transects that
varied over time; producing two peaks over time corresponding to
two periods of high uncertainty in mass discharge. The first peak was
observed to be associated with the arrival of the leading edge of the
ensemble plume (i.e., when the steepest increase in mass discharge
occurred), while the second occurred as the plume's trailing edge
traverses the transect plane (i.e., when the steepest decrease in mass
discharge occurred). A simple stream tube model was invoked to
explain the occurrence of peaks in contaminant discharge variance.

Microbial mediated degradation decreased the expected contam-
inant mass discharge at a section transect and the discharge variance.
The increasing microbial activity did not affect the arrival time of
plumes in either homogenous or physically heterogeneous cases. A
greater relative decrease in discharge variance occurred at the trailing
edge of a simulated plume (second peak) than at the leading edge
(first peak). This occurred most likely because the trailing edge
encounters a higher density of active biomass produced as microbial
growth increased to consume the leading edge of the plume, and also
because the travel time and in turn the exposure to active microbial
colonies was longer for contaminants in the trailing edge of plume.

When conditions were less favorable for microbial growth/
attenuation (ω≤0.2), the presence of physical heterogeneities and/
or incipient biological heterogeneities did not significantly alter the
contaminant mass discharge at a transect plane compared to
predictions from deterministic homogenous simulations. This sug-
gests that a homogeneous aquifer assumption may in fact be
sufficiently accurate for small ω values. However, as growth
conditions improved (ω increased) contaminant attenuation efficien-
cy decreased significantly as the variations increased in the incipient
biomass distribution. This was an outcome of the fact that increasing
the biomass distribution variance produced large regionswhere initial
biomass concentrations were low and only small “islands” of large
biomass concentrations. As a result, the contaminant plume escaped
attenuation in large regions of low biomass, and because contaminant
degradation and microbial growth are coupled, the absence of
attenuation in these regions was not compensated by higher
attenuation in other regions of greater biomass.

The final MC simulation examined the sensitivity of contaminant
discharge to spatial variations in the incipient concentrations of a
critical electron donor/acceptor. The expected mass discharge and
variance was quite sensitive to this particular chemical heterogeneity.
More specifically, electron donor/acceptor variability produced
significant reduction in subsurface bioattenuation efficiencies because
critical reaction processes had become substrate-limited at locations
throughout the aquifer. Expect contaminant discharges increased at
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each transect as did discharge uncertainties. In general cumulative
attenuation efficiencies were most sensitive to spatial variations in
ED/EA and incipient biomass concentrations when conditions favored
microbial growth (ω≥1.0).
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