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ABSTRACT

Overview

The Zero Emissions Research and Technology (ZERT) collaborative was formed to address
basic science and engineering knowledge gaps relevant to geologic carbon sequestration. The
original funding round of ZERT (ZERT 1) identified and addressed many of these gaps. ZERT II
has focused on specific science and technology areas identified in ZERT 1 that showed strong
promise and needed greater effort to fully develop. Specific focal areas of ZERT I included:

e Continued use of the unique ZERT field site to test and prove detection technologies and
methods developed by Montana State University, Stanford, University of Texas, several
private sector companies, and others. Additionally, transport in the near surface was
modelled.

e Further development of near-surface detection technologies that cover moderate area at
relatively low cost (fiber sensors and compact infrared imagers).

e Investigation of analogs for escape mechanisms including characterization of impact of
CO: and deeper brine on groundwater quality at a natural analog site in Chimayo, NM
and characterization of fracture systems exposed in outcrops in the northern Rockies.

e Further investigation of biofilms and biomineralization for mitigation of small aperture
leaks focusing on fundamental studies of rates that would allow engineered control of
deposition in the subsurface.

e Development of magnetic resonance techniques to perform muti-phase fluid
measurements in rock cores.

e Laboratory investigation of hysteretic relative permeability and its effect on residual gas
trapping in large-scale reservoir simulations.

e Further development of computational tools including a new version (V2) of the LBNL
reactive geochemical transport simulator, TOUGHREACT, extension of the coupled flow
and stress simulation capabilities in LANL’s FEHM simulator and an online gas-mixture-
property estimation tool, WebGasEOS

Many of these efforts have resulted in technologies that are being utilized in other field tests or
demonstration projects.

Biofilms and Biomineralization

The objective under this field of research was to perform a comprehensive evaluation of
techniques for current and novel CO> sequestration concepts associated with microbial biofilms.
Four distinct tasks were performed:

1. Determine the integrity of biomineralization deposits on flat coupons in response to brine and
supercritical CO..
Use of biomineralizing bacteria to plug preferential flow paths, such as cracks near well
bores, is a novel strategy to mitigate escape of geologically sequestered carbon dioxide.
Certain organisms (i.e. Sporosarcina pasteurii) have the capability to increase the pH of their
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immediate environment by hydrolyzing urea which helps facilitate the precipitation of
calcium carbonate (CaCOg). These precipitated minerals will in turn plug the preferential
escape pathways and may prevent gas escape. To ensure the CaCOz can indeed plug these
pathways, it is important to examine the effect of brine and supercritical CO2 (scCO2) on the
minerals under relevant subsurface conditions. After biomineral deposits were formed in
batch systems on polycarbonate coupons, the coupons were challenged by (1) an atmospheric
pressure, room temperature brine solution, (2) pure scCO2, and (3) scCO> saturated brine at
supercritical pressures and temperatures. The effects of the challenges were quantified by
measuring the mass of minerals on the surface of the coupons and the mineralogy of the
carbonates before and after the challenges. It was determined that brine at atmospheric
conditions and pure scCO- at supercritical conditions had little to no effect on the biomineral
deposits. Although significant mass loss was observed with exposure to scCO2 and scCO>
saturated brine, mechanical abrasion of CaCOg, in addition to direct dissolution, may have
contributed to the measured loss of minerals from these coupons.

2. Develop methods to understand and control the deposition rate of biomineralized calcium
carbonate with distance in homogenous porous media.
Under ZERT I, this task focused on two objectives: (1) developing methods to control the
deposition of calcite along a porous media flow path, and (2) develop methods for
quantifying the biomineralization process at the pore scale using mercury porosimetry. The
research resulted in the following findings:

e A standard, repeatable protocol, utilizing near injection-point calcium-medium
displacement along with periods of bacterial resuscitation, was developed which
resulted in a relatively uniform distribution of calcite along the flow path of packed
sand columns. This operational protocol was validated both experimentally and
computationally using a simulation model developed at the University of Stuttgart.

e Balancing periods of biomineralization with periods of bacterial resuscitation during
which additional growth nutrient was added counteracted (1) inactivation of bacterial
cells (due to cell encapsulation), (2) reduced ureolysis, and (3) reduced calcium
deposition efficiency. This balancing strategy contributed significantly to uniform
calcite distribution.

e Mercury porosimetry methods, which measure pore size distribution and porosity,
have been developed for both sandstone and shale. These methods facilitate initial
characterization of sandstone and shale samples along with providing valuable insight
into how the biomineralization process changes rock properties at the pore scale.

3. Optimize biomineralization of isotopically labeled CO, carbon under variable head space
pressure.
The potential of microorganisms for enhancing Carbon Capture and Storage (CCS) via
mineral-trapping and solubility-trapping was investigated where dissolved COz is
precipitated in carbonate minerals or held as dissolved carbonate species in solution. The
bacterial hydrolysis of urea (ureolysis) was investigated in microcosms including synthetic
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brine (SB) mimicking a prospective deep subsurface CCS site, with variable headspace
pressures [p(CO2)] of 1*C-CO,. Dissolved Ca?" in the SB was completely precipitated as
calcite during microbially induced hydrolysis of 5 to 20 g L™ urea. The incorporation of
carbonate ions from *C-CO;, (}3C-C0Os?) into calcite increased with increasing p(**CO.) and
increasing urea concentrations from 8.3% of total carbon in CaCOsz at 1g L™ to 31 % at 5g L
1 and 37 % at 20g L, demonstrated that ureolysis was effective at precipitating initially
gaseous [CO2(g)] originating from the headspace over the brine. Modeling the change in
brine chemistry and carbonate precipitation after equilibration with the initial p(CO,)
demonstrated that no net precipitation of CO2(g) via mineral-trapping occurred, since urea
hydrolysis results in the production of dissolved inorganic carbon. However, the pH increase
induced by bacterial ureolysis generated a net flux of CO2(g) into the brine. This reduced the
headspace concentration of CO. by up to 32 mM per 100 mM urea hydrolyzed because the
capacity of the brine for carbonate ions was increased, thus enhancing the solubility-trapping
capacity of the brine. Together with the previously demonstrated permeability reduction of
rock cores at high pressure by microbial biofilms and resilience of biofilms to supercritical
COo, this suggests that biomineralizing biofilms may enhance CCS via solubility-trapping,
mineral formation, and CO2(g) leakage reduction.

4. Evaluate the potential for coal-bed mediated CO, sequestration and enhanced methane
production.
The observation that methane production from coal can be stimulated by the presence of
algae has been demonstrated. This finding has significant implications for improvement of
current practices in coal bed methane (CBM) production in the Powder River basin and
elsewhere, while simultaneously realizing increased CO. uptake from algae growth. This
research provides a basis for future research into coupled biological systems (photosynthesis
and methane production) that could sustainably enhance CBM production and generate algal
biofuels while also sequestering carbon dioxide. CO, uptake as high as 187 kg CO./day
could be achieved based on the assumption that 10 grams algae/m?/day can be produced in
production water facilities.

MR Studies of the Residual Trapping of Gases in Rock Cores

Effective exploitation of depleted hydrocarbon reservoirs for CO> storage or enhanced oil
recovery (EOR) will require an understanding of complex multi-phase flow of native brine,
residual hydrocarbons and injected CO,. We performed NMR laboratory studies that will
eventually complement the development of in-situ geophysical monitoring techniques by
providing pore-scale to pore-network-scale observations of brine-hydrocarbon-scCO>
(supercritical CO») flow and coupling of geochemical and geomechanical processes. Our
experimental approach measured 1D profiles in rock cores during flow-through experiments in
real-time. Results were obtained for the consecutive saturation, drainage and imbibition of water
and COg, brine and scCO>, and water and air. Preliminary data indicates that the fluids behave
differently. Different behavior is anticipated for flow through rocks with distributed intergranular
porosity and rocks with fracture-based flow paths.

Natural Analogs of Escape Mechanisms



Understanding the nature of rock formations that could potentially serve as carbon dioxide (CO3)
reservoirs is critical prior to subsurface COz injection. The detailed mechanisms of fluid
migration and trapping at multiple scales of observation are important for evaluating structural
traps as sites for subsurface CO> sequestration. Faulting and tectonic fracturing can create fluid
migration pathways, and often enhance the quality and potential for storage capacity of reservoir
rocks within structural traps. Study of natural analogues includes systems currently storing CO>
successfully, ancient systems that have stored CO: in the past, and modern “leaky” CO> systems
to assess avenues for COz escape. By studying natural analogs and potential storage structures, it
is possible to learn more about the specific physical, chemical, lithologic and hydrologic
conditions under which natural COz is being trapped, as well as how porosity, permeability,
fracture networks, temperature and pressure gradients and structural features control CO». The
four study areas in this portion of the project each contributed aspects of exposed hydrothermally
altered rock units which might be analogous of natural CO, escape mechanisms. The areas
allowed for outcrop-scale investigation of the elements that comprise complex structural settings
and an analysis of the relative timing of faulting, fracturing, fluid migration and structurally
controlled diagenesis as well as detailed microscopic and geochemical studies. Analysis of the
diagenetic history of the formations within the study areas indicate that they have all experienced
significant fracturing and geochemical alteration that has influenced the porosity and
permeability of the reservoir rocks. Fractures served as conduits for multiple episodes of fluid
flow including hydrothermal brines, hydrocarbons, and CO,. Additionally, textural evidence
within these formations suggests that isothermal boiling of CO> caused forceful hydro-fracturing
of the reservoir rocks creating vertical to sub-vertical breccia “pipes” that likely served as major
fluid conduits. Field and petrographic evidence indicate that CO> - charged hydrothermal brines
migrating along fractures and faults may have enhanced the secondary porosity and permeability
of reservoir rocks, thus increasing their capacity for storage.

Underground Fiber Optic Sensors

An inline fiber sensor geometry was developed and demonstrated based on photonic bandgap
(PBG) fibers for sub-surface detection of carbon dioxide. The inline fiber sensor utilizes a single
mode optical fiber to deliver light to the PBG fiber where the laser light interacts with the carbon
dioxide (COz2). A small gap between the PBG fiber and a second single mode fiber allows a small
portion of the light to be reflected back to a photodetector while the remainder of the light is
coupled into the second single mode fiber that delivers light to the second inline fiber segment.
Spectroscopic measurements were demonstrated in two consecutive fiber segments
demonstrating the potential for this inline fiber geometry.

Work on a distributed fiber pressure sensor for seismic sensing was initiated. The fiber pressure
sensor is based on a chirped laser source. The detected beat signal resulting from mixing a small
portion of the outgoing laser beam with the light reflected from the fiber allows distance to be
monitored based on the beat frequency. Simultaneously, amplitude of the beat signal provides
information regarding the pressure.

Ultra-compact Infrared Imagers



Imaging of vegetation reflectance in the visible and near-infrared spectral bands and imaging of
vegetation thermal emission in the long-wave infrared band have been shown to be capable of
detecting CO- gas leaking from underground. The basic mechanism of both imaging modalities
is that the vegetation is stressed by exposure to sustained high levels of soil gas. Both modalities
were independently capable of detecting the leaking gas, but stronger correlations were found for
the VIS-NIR imaging, using the Normalized Difference Vegetation Index (NDVI) as an indicator
of vegetation health, computed from red and near-infrared reflectance values. An ultra-low-cost
version of the VIS-NIR imager mounted on a tethered balloon was also shown to yield similar
NDVI measurements as the more sophisticated imaging system, but it suffered from internal
nonlinearities that made maintaining a consistent calibration impossible (but a newer version of
the ultra-low-cost camera shows promise of negating this problem). Overall, the LWIR thermal
images were found to be the most convenient imaging method for detecting leaking gas because
no calibration target was required in the field, greatly simplifying the deployment. This
advantage would be even greater in airborne measurements.

Validation of Near-surface CO2 Detection Techniques and Transport Models

The ZERT controlled release field site completed its eighth successful season of COz injection in
2014. Continued interest in the site has generated continued participation. Many groups
maintained their involvement from ZERT I into ZERT Il. The visibility of the facility led to
interest of external groups and the addition of entirely new projects as well in ZERT Il. The
field site continues to produce advancements in the understanding of basic science as well as
development of near surface CO> detection technologies for geological carbon sequestration.
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EXECUTIVE SUMMARY

Biofilms and Biomineralization

The objective under this field of research was to perform a comprehensive evaluation of
techniques for current and novel CO> sequestration concepts associated with microbial biofilms.
Four distinct tasks were performed:

1. Determine the integrity of biomineralization deposits on flat coupons in response to brine and
supercritical COa.
Research on this task was directed at understanding the effects of synthetic brine,
supercritical CO2 (scCOz), and scCO»-saturated brine on calcium carbonate (CaCOs)
precipitants on flat polycarbonate coupons. Biomineral deposits were formed on 1.2 cm (0.47
inch) diameter polycarbonate coupons by first growing a Sporosarcina pasteurii biofilm
which is capable of hydrolyzing urea. Urea hydrolysis resulted in a pH increase which
ultimately caused calcium carbonate to precipitate on the coupon surface. These biomineral-
laden coupons were challenged by (1) an atmospheric pressure, room temperature brine
solution, (2) pure scCO>, and (3) scCO- saturated brine at supercritical pressures and
temperatures. The effects of the challenges were quantified by measuring the mass of
minerals on the surface of the coupons and the mineralogy of the carbonates before and after
the challenges. It was determined that brine at atmospheric conditions and pure scCO> at
supercritical conditions had little to no effect on the biomineral deposits. However the
deposits did appear to be significantly affected by dissolution from exposure to scCO> and
scCO; saturated brine. These observations were complicated by the fact that mechanical
abrasion of CaCOs, in addition to direct dissolution, may have contributed to the measured
loss of minerals from the coupons. Overall, these data suggest that engineered
biomineralization, with the purpose of reducing permeability in preferential leakage
pathways during the operation of carbon capture and storage systems, are applicable in the
scCOz region, the brine region, and the saturated scCO> region when subsurface fluid
conditions are quasi-static.

2. Develop methods to understand and control the deposition rate of biomineralized calcium
carbonate with distance in homogenous porous media.
Under ZERT 11 this task is aimed at developing methods to understand and control the
deposition rate of biomineralized calcium carbonate with distance in homogenous porous
media. This research contributes to the overall investigation of ureolytic biomineralization as
a possible technology for CO- leakage mitigation. The concept is based on the use of
microbial biofilms which enzymatically hydrolyze urea, resulting in the precipitation of
crystalline calcium carbonate (calcite), a process referred to as microbially induced calcite
precipitation (MICP). Use of ureolytic, biofilm-forming bacteria (i.e. Sporosarcina Pasteurii)
allows control over the distribution of the catalyst that induces calcite formation. This
method has the potential to reduce near-well bore permeability, coat cement to reduce CO2—
related corrosion, and lower the risk of unwanted migration of CO» and other gasses.
Laboratory research was conducted to develop a strategy for controlling the spatial
distribution of calcium carbonate along a porous media flow path. The experimental system

12



involved the use of four vertically positioned columns 61 cm (2-feet) in length and 2.54 cm
(1-inch) in diameter packed with 40 mesh (0.5 mm average diameter) quartz sand. The
operational strategy for column operation was developed, which was based in part on
simulation modeling conducted at the University of Stuttgart, resulted in uniform
distributions of CaCO3 (calcite) along the 61 cm (2-feet) column for the final three column
experiments. Mercury porosimetry methods were developed to characterize pore size
distribution and porosity in sandstone and shale. These methods were also developed to
quantify effects of biomineralization at the pore scale. These ZERT II findings contribute to
advancing MICP technology for subsurface applications.

. Optimize biomineralization of isotopically labeled CO, carbon under variable head space
pressure.

The potential of microorganisms for enhancing CCS via mineral- and solubility-trapping
where dissolved CO:z is precipitated in carbonate minerals or held as dissolved carbonate
species in solution was investigated. The bacterial hydrolysis of urea (ureolysis) was
investigated in microcosms including synthetic brine (SB) mimicking a prospective deep
subsurface CCS site, with variable headspace pressures [p(CO2)] of *C-CO,. Dissolved Ca?
in the SB was completely precipitated as calcite during microbially induced hydrolysis of 5
to 20 g L! urea. The incorporation of carbonate ions from *C-CO, (**C-C0Os?%) into calcite
increased with increasing p(CO-) and increasing urea concentrations from 8.3 % of total
carbon in CaCOs at 1g L™ to 31 % at 5g L%, and 37 % at 20g L™?, demonstrating that
ureolysis was effective at precipitating initially gaseous [CO2(g)] originating from the
headspace over the brine. Modeling the change in brine chemistry and carbonate
precipitation after equilibration with the initial p(CO2) demonstrated that no net precipitation
of CO2(g) via mineral-trapping occurred, since urea hydrolysis results in the production of
COz. However, the pH increase induced by bacterial ureolysis generated a net flux of CO2(g)
into the brine. This reduced the headspace concentration of CO2 by up to 32 mM per 100 mM
urea hydrolyzed because the capacity of the brine for carbonate ions was increased, thus
enhancing the solubility-trapping capacity of the brine. Together with the previously
demonstrated permeability reduction of rock cores at high pressure by microbial biofilms and
resilience of biofilms to supercritical CO,, this suggests that biomineralizing biofilms may
enhance CCS via solubility-trapping, mineral-trapping, and CO(g) leakage reduction (i.e.
formation-trapping).

Evaluate the potential for coal-bed mediated CO> sequestration and enhanced methane
production.

According to the DOE Energy Information Administration, CBM currently makes up about
10% of U.S. natural gas production. CBM is produced by pumping water from coal beds,
lowering the pressure in the coal beds to allow release and recovery of natural gas (methane)
from the beds. The gas is then separated and recovered above ground from the produced
water. CBM is naturally present in the coal bed, due primarily to the activity of microbial
communities capable of degrading coal and producing methane (biogenic methane
production). Research under ZERT Il has been directed toward evaluating the ability of algae
to enhance coal-to-methane production in laboratory reactor systems containing produced
water, coal, and microbial inoculum recovered from groundwater wells in coal formations in
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the Powder River Basin in eastern Montana. These experiments indicate that by applying a
carefully designed nutrient recipe which includes algae extract, coal-to-methane conversion
can be stimulated resulting in a more diverse and active methanogenic biofilm community
and enhanced methane production. These results point to the possibility of growing large
quantities of algae in coal bed methane produced water stored in surface impoundments and
processing the algae for multiple benefits. Large-scale algae production in CBM
impoundments will offer the benefit of sequestering atmospheric CO. thereby reducing the
carbon footprint of traditional CBM production. Algae growth will also sequester metals and
consume organics thereby enhancing the overall quality of produced water. The algae can
then be harvested and lipids extracted to produce a variety of products including biofuels.
The residual algal extract after lipid production can conceivably be re-injected into the
original CBM formation thus serving as stimulant for further methane production. Enhancing
production of domestic natural gas and phototrophic biofuel while at the same time recycling
wastewater, nutrients, and sequestering CO2 will substantially reduce impacts to the
atmosphere, surface waters, and subsurface environments associated with CBM production
for the Powder River Basin in eastern Montana and Wyoming as well as other similar
locations.

MR Studies of the Residual Trapping of Gases in Rock Cores

Effective exploitation of depleted hydrocarbon reservoirs for CO> storage or enhanced oil
recovery will require an understanding of complex multi-phase flow of native brine, residual
hydrocarbons and injected CO.. We performed NMR laboratory studies that will eventually
complement the development of in-situ geophysical monitoring techniques by providing pore-
scale to pore-network-scale observations of brine-hydrocarbon-scCO; (supercritical CO>) flow
and coupling of geochemical and geomechanical processes. Our experimental approach
measured 1D profiles in rock cores during flow-through experiments in real-time. Results were
obtained for a cycle that involved consecutive: saturation with water; then drainage with a gas of
either air, CO2, or scCO; and finally imbibition of water. Preliminary data indicates that the
fluids behave differently. Different behavior is anticipated for flow through rocks with
distributed intergranular porosity and rocks with fracture-based flow paths. MRI 1D images were
used to monitor the wetting phase at each stage in the saturation. Drainage, imbibition cycle.
Most significantly the residual trapping of the gas was less for the scCO. than for the CO> or air.

Natural Analogs of Escape Mechanisms

The four study areas include the Stewart Peak culmination study area (SPC), Thermopolis
Anticline study area (TSA), Pryor Mountain study area (PMSA) and Big Snowy Mountains
study area (BSMSA). SPC is a surface analogue for fractured reservoirs located in compressive
thrust belts. The TSA, PMSA and BSMSA are Laramide style uplifts that have been breached by
erosion. The TSA and PMSA also both have naturally occurring active geothermal features
within the areas. The BSMSA is an area influenced by widespread Eocene igneous activity,
which introduced a heating mechanism for hydrothermal fluid flow. Many of the breccias,
recognized in each of the study areas are hydrothermal in origin based on their morphology,
distribution, and geochemical signature. Hydrothermal activity is related to crustal shortening
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during the Sevier and Laramide orogenies in the study areas. Taking into account the regional
tectonic features that influenced and may possibly influence potential subsurface sites for CO;
sequestration is also important. Brecciation is accompanied by dolomitization, dedolomitization,
late-stage calcite precipitation, and porosity occlusion, especially in outcrop reservoir rocks
observed in the study areas. Multiple episodes of fluid flow are evident in each study area with
chemical zoning recognized in fracture fill and cross-cutting relationships. Tectonic-
hydrothermal late-stage calcite may reduce permeability in outcrops and, potentially, high-
quality subsurface reservoir rocks.

Underground Fiber Optic Sensors

The ability to monitor carbon sequestration sites will require detectors capable of monitoring
large areas. Fiber optic sensor arrays offer the ability to utilize a scalable array of point sensors
for monitoring the large areas associated with sequestration sites. The inline fiber sensor work
developed and demonstrated provides a method of increasing the number of point sensors
available for a fiber sensor array. The inline fiber sensor utilizes a series of fiber segments that
consist of a single mode optical fiber and a photonic bandgap (PBG) fiber. The single mode
optical fiber delivers light to the PBG fiber where the light interacts with the carbon dioxide. A
small portion of the light is reflected by the single mode fiber making up the second segment of
the inline fiber sensor. Carbon dioxide (COz) concentrations in the PBG fiber are measured using
an integrated path differential absorption measurement where the distributed feedback diode
laser operating nominally at 2.004 [Jm is tuned across a CO_ absorption feature. Two segments
of the inline fiber sensor were demonstrated in a laboratory experiment.

The ability to monitor the injected CO> plume is a second important monitoring need. One plume
monitoring technique involves using seismic waves to map out the sub-surface CO> plume.
Initial work on a fiber pressure sensor was begun. The fiber pressure sensor utilizes a chirped
laser source. A small portion of this chirped source is picked off and is beat against the light
scattered from the fiber optical cable place down-well. The frequency of the beat signal can be
used to determine the location in the fiber where the scattering occurred while the amplitude of
the beat signal is related to the fiber strain. Initial laboratory experiments and modeling were
conducted to study the feasibility of the chirped fiber pressure sensor.

Ultra-compact Infrared Imagers

The purpose of this project was to determine if COz gas leaking from underground could be
detected with passive imaging of overlying vegetation in visible (VIS), near-infrared (NIR), and
long-wave infrared (LWIR) spectral bands. The basic concept driving the use of vegetation
imaging to locate leaking CO: is that higher soil gas concentrations of CO> will stress the
vegetation, leading to measurable changes in VIS and NIR reflectance and LWIR emission.
Higher soil gas concentrations of CO> could result in less oxygen and water being drawn from
the soil into the plants, resulting in a leaf stomata response and changing the reflectance and
radiative properties of the vegetation. The increased plant stress results in increased red
reflectance and decreased NIR reflectance. A side-by-side deployment of reflective and emissive
imagers enabled direct comparisons of VIS and NIR imaging with LWIR imaging for CO> gas
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leak detection. Our analysis showed that data from the two types of imagers are statistically
significant alone, and either wavelength band can be used effectively. There was no evidence
that using the two methods together yielded a significant advantage, and the VIS-NIR imaging
alone yielded the highest statistical correlations. However, the practical advantage of not
requiring an in-field calibration source made LWIR imaging more convenient, especially for
aerial monitoring of large areas.

A final component of the project was to explore the feasibility of using an even lower-cost
imaging system deployed on a tethered balloon. An imaging system originally developed for
outreach use (Shaw et al. 2012) was deployed periodically during the 2012 ZERT field
experiment on a tethered balloon. This vantage point enabled imaging of a larger area without
the higher cost of airplane deployment, but the ultra-low-cost imaging system data required extra
effort before a reliable calibration was achieved. However, the final calibrated data did yield
favorable agreement with the surface-mounted imager, and was able to measure the vegetation
response to the leaking CO- gas.

Validation of Near-surface CO2 Detection Techniques and Transport Models

The ZERT field site has provided a much needed controlled release facility for use by the carbon
sequestration community. Study of transport through and the influence of CO2 on soil, water,
plants, and the atmosphere continued. Several projects initiated in ZERT I carried on into ZERT
I as many groups used information learned in previous years to optimize instrumentation and
define new experimental goals. Three entirely new projects were added in ZERT Il. As hosts of
the site, MSU helped design, install, maintain, and operate the infrastructure to release CO; into
the shallow subsurface. Operation of the site included obtaining and complying with an
Environmental Protection Agency (EPA) Underground Injection Control (UIC) injection permit
as well as supplying supporting data to participants. MSU also contributed to the scientific goals
of the ZERT project. Kevin Repasky and Joseph Shaw of the MSU Electrical and Computer
Engineering Department both developed optically based instrumentation to study CO: in the gas
phase and the effect of CO2 on plant health, respectively.
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Experimental Methods, Results and Discussion, and Conclusions are given by task.

EXPERIMENTAL METHODS: BIOFILMS AND
BIOMINERALIZATION

Ureolytic biomineralization is being investigated as a possible technology for CO> leakage
mitigation (Phillips, et al. 2013, Mitchell et al., 2013), Mitchell, et al. 2010). The concept is
based on the use of microbial biofilms which enzymatically hydrolyze urea, resulting in the
precipitation of crystalline calcium carbonate (CaCOs or calcite), a process referred to as
microbially induced calcite precipitation (MICP) (Cunningham et al., 2013). Use of ureolytic,
biofilm-forming bacteria (i.e. Sporosarcina Pasteurii) allows control over the distribution of the
catalyst that induces calcite formation. This method has the potential to reduce near-well bore
permeability, coat cement to reduce CO>—related corrosion, and lower the risk of unwanted
migration of CO2 and other gasses.

Under ZERT 11 this task has been focused on two objectives: (1) developing methods to control
the deposition of calcite along a porous media flow path, and (2) develop methods for
quantifying the biomineralization process at the pore scale using mercury porosimetry. The
reporting format for Subtask 2.2 has been organized to address both of these objectives.

Subtask 2.1: Determine the integrity of biomineralization deposits on flat coupons in
response to brine and supercritical COx.

CaCOs Coated Coupon Preparation

Sporosarcina pasteurii was used for this study based on relevance to previous work (5, 8).
Liquid culture growth (BHI+Urea; CMM-) and calcium-rich (CMM+) growth media were
produced by adding the constituents in Table 1 to one liter of distilled water and stirring
continuously (3). As necessary, the pH of the media was adjusted to between 6.0 and 6.3 with
concentrated hydrochloric acid. Complete medium was filter sterilized using a SteriTop (Fisher,
Fair Lawn, NJ) 0.22 um vacuum filter.

Table 1. Growth and Calcium-Rich Growth Media Constituents (all mass in grams)

BHI + Urea CMM- CMM+
Brain Heart 37 | Difco Nutrient Broth | 3 Difco Nutrient Broth | 3
Infusion Broth (BD, (BD, Sparks, MD) (BD, Sparks, MD)
Sparks, MD)
Urea (Fisher, Fair 20 | Urea (Fisher, Fair 20 Urea (Fisher, Fair 20
Lawn, NJ) Lawn, NJ) Lawn, NJ)
Ammonium chloride ( | 10 Ammonium chloride | 10
Fisher, Fair Lawn, NJ) (Fisher, Fair Lawn,
NJ)
Sodium Bicarbonate 1.05 | Sodium Bicarbonate | 1.05
(Fisher, Fair Lawn, (Fisher, Fair Lawn,
NJ) NJ)
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Calcium Chloride 4.62
Dihydrate (Acros,
NJ)

For all experiments, S. pasteurii (ATCC 11859) cultures were obtained after culturing from
frozen stocks using aseptic techniques (two times 1% inoculum transfers to fresh BHI+Urea or
CMM- media). The cultures were grown on an incubated shaker at 30°C at 150 rpm. After the
final transfer and 13-15 hours of growth, 1 ml of the cultures were used to inoculate CMM+ filter
sterilized media in sterile Pyrex bottles loaded with 4 pre-weighed polycarbonate coupons each.

Inoculated calcium-rich media in 250 ml Pyrex bottles were placed into a 30°C incubator. Two
coupons were also incubated in sterile, un-inoculated media to confirm abiotic precipitation was
not occurring. After 24-48 hours of incubation and precipitation all coupons were removed with
sterilized tweezers. The coupons were dried for greater than 24 hours at 65°C until constant
weight was achieved. Excess mineral not firmly attached to the coupon was blown off the
coupon using compressed air (Falcon Dust Off, Branchburg, NJ). The coupons were weighed
and also imaged on a stereoscope.

Exposure to Room Temperature, Atmospheric Pressure Brine

Coupons were randomly selected from the precipitated, dried, weighed and imaged coupons and
two coupons each were placed into four 250 mL Pyrex bottles containing 200 mL of brine (Table
2)(4). Brine constituents were dissolved by stirring continuously in distilled water and then filter
sterilized. The pH of brine (7.61) was assessed with a Fisher Scientific pH meter (model AR-25)
equipped with a Corning glass electrode, which was calibrated with pH 7 and 10 buffers.

Table 2. Growth and Calcium-Rich Growth Media Constituents (all mass in grams)
Ingredient Amount (mM)
NaCl 683.7
MgSO4:7H20 | 16.4
CaCl2-:2H.O | 5.5
MgCl2:6H20 | 480.4

KCI 264.4

KBr 1.79

Coupons were challenged with the brine for 4 hours, 24 hours, and one week of exposure.
Additionally, two coupons without precipitated mineral were placed in brine for 24 hours as
sterile controls. After removal from the brine, coupons were rinsed in deionized water to remove
residual brine and then dried, weighed, and imaged. Finally, the coupons and attached minerals
from each exposure set were dissolved in acid for calcium analysis via ICP-MS.

Exposure to supercritical CO2

Five coupons were randomly selected from the precipitated, dried, weighed and imaged coupons
and loaded into the view-ported high pressure vessel (HPV) system (Figure 1). The system was
pressurized and scCO, was pumped under constant flow via a Teledyne Isco high pressure pump
to the HPV until pressure stabilized at 1300 psi. The high pressure system is maintained inside of
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an incubator so temperature can be controlled and maintained above the critical point (Mitchell
et al., 2009). During the two hour exposure to scCO> at 1300 psi the temperature was maintained
at 33°C. One precipitated coupon was left outside the reactor as a control. Immediately after the
exposure the coupons were removed from the reactor and imaged with the stereoscope as
previously described. The coupons were then dried for 24 hours and weighed periodically until
constant weight was achieved. Finally, coupons and attached minerals from the exposure and
controls were dissolved in acid for calcium analysis via ICP-MS.

Figure 1. Supercritical CO> is pumped by a Teledyne Isco (Lincoln, Nebraska) pump into the
view-ported (HPV)

(From right to left) Supercritical CO. is pumped by a Teledyne Isco (Lincoln, Nebraska) pump
into the view-ported (HPV). The view port image of the HPV shows scCOz in the headspace and
scCO; saturated brine in the bottom of the HPV during an exposure.

Exposure to supercritical CO2 and supercritical CO2 saturated brine

As described above, 350 ml of brine was added under ambient pressure conditions into the high
pressure vessel. Coupons were randomly selected from the precipitated, dried, weighed and
imaged coupons and were loaded into the reactor so three coupons were wetted in the brine
(bottom portion of reactor) and three were in the headspace of the reactor. Two coupons were
left outside of the reactor as controls. The system was pressurized and scCO2 was pumped into
the HPV through the brine until pressure in the reactor stabilized at 1250 psi. The coupons in the
HPV were exposed to scCO- (in the headspace portion) and supercritical CO- saturated brine
(bottom portion of the reactor) at 1250 psi and 37°C as a batch system for two hours and also 48
hours. Throughout the exposures, CO, was added periodically to maintain 1250 psi in the HPV.
Immediately after each (2 hour and 48 hour) exposure the coupons were removed from the HPV
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rinsed in DI water to remove any residual brine and imaged, dried for 24 hours, and weighed
until constant weight was achieved. Additionally, pH of the brine was measured as described
previously. After weighing, the minerals from each set (scCO., scCO: saturated brine, and
controls) were examined with XRD to determine state of mineral formation. Finally, the coupons
and minerals from each set were dissolved in acid for calcium analysis via ICP-MS.

A summary of the brine, scCO>, and scCO; saturated brine exposure conditions is presented in
Table 3.

Table 3. Summary of Exposure Scenarios

Exposure | Pressure Temperature | Description

1 Ambient Room Expose coupons to brine for 4 hours

2 Ambient Room Expose coupons to brine for 24 hours

3 Ambient Room Expose coupons to brine for 1 week

4 1300 33°C Expose coupons to scCO> in HPV for 2 hours

5 1250 37°C Expose coupons to scCO; (headspace) in ¥ brine-
filled HPV for 2 hours

6 1250 37°C Expose coupons to scCO; (headspace) in ¥ brine-
filled HPV for 48 hours

7 1250 37°C Expose coupons to scCO; saturate brine in HPV
for 2 hours

8 1250 37°C Expose coupons to scCO; saturate brine in HPV
for 48 hours

9 Ambient Room Sterile control

Subtask 2.2: Develop methods to understand and control the deposition rate of
biomineralized calcium carbonate with distance in homogenous porous media.

Controlled deposition of biomineralization in sand columns

Materials and Methods. The strategy for controlling the spatial distribution of calcium carbonate
resulting from biomineralization was developed using saturated packed sand columns. Four
vertically positioned columns (61 cm (2-feet) in length, 2.54 cm (1-inch) in diameter) were
packed with 40 mesh (0.5 mm effective filtration size) quartz sand (Unimin Corporation, Emmet,
ID) under water to minimize air inclusions. Columns were disinfected and rinsed by injecting
two pore volumes followed by 30 minute stagnation periods of each of the four following
solutions:

1% bleach (Clorox, Oakland, Calif.) v/v and 3.5% Tween 80 (Acros, N. J.) w/v solution ;
10% w/v NaCl (Fisher, Fair Lawn, N. J.) solution ;

1.26% wi/v sodium thiosulfate (Fisher, Fair Lawn, N. J.) solution ; and

10% w/v ammonium chloride (Fisher, Fair Lawn, N. J.) solution.

Cultures of Sporosarcina pasteurii were grown overnight from a frozen stock culture and
washed via centrifugation and resuspened in fresh sterile medium prior to injection into the
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column in up-flow configuration. A cell attachment period (no flow) of ~6 h was followed by 18
h of pumping growth medium to develop biofilm. After biofilm establishment and an overnight
delay, two pore volumes of calcium-rich (1.25 M calcium) growth medium were injected to
initiate biomineralization. The columns were then allowed to remain static for 24 h
(biomineralization stage). For columns 2—4, calcium-rich medium from the first 7.6 cm of the
columns was displaced immediately after injection with calcium-free medium to minimize
injectivity reduction near the injection point. Between biomineralizing stages, the columns were
flushed with two pore volumes of calcium and urea-free medium to restore a low saturation state.
Periodically, throughout the experiments, the biofilm was resuscitated by injecting at least two
pore volumes of fresh growth medium without calcium. Flow rates were controlled by a
Masterflex (model 755370) pump and controller (Cole Parmer, Vernon Hills, Il1.).

Column Injection. The filling and flushing strategy for all four columns is described in Table 4.
The experiments were terminated when the systems’ pressure limits were reached. However,

column 4 was terminated when as much calcium had been injected as for columns 2 and 3.

Table 4. Column injection summary

Biomass Ca?* Av
concentratio . Mass of . g Rinse
Rich o+ | Resuscitatio Flow
Column n of - Total Ca Influent
Medium - n Events Rate .
Inoculum Injected (g) 1y | Region
Pulses (mLs™)
(cfu/ml)
1 4.0x10° 35 303.4 15 10.7 No
2 1.1x108 20 130.3 10 8.0 Yes
3 6.2x10° 11 83.3 4 8.9 Yes
4 1.3x107 22 135.2 9 9.1 Yes

Growth medium was prepared by mixing 3 g of Difco Nutrient Broth (BD, Sparks, Md.), 20 g of
urea (Fisher, Fair Lawn, N. J.), 10 g of ammonium chloride (Fisher, Fair Lawn, N. J.), and 185 g
of calcium chloride dihydrate (not included in calcium-free growth medium) (Acros, N. J.) and
stirring continuously until dissolved in 1 L of nanopure water. As necessary, the pH of the
medium was adjusted to between 6.0 and 6.3 (the final pH of calcium-rich medium was 5.4-5.6).

Monitoring and Sampling Methods. Column effluent was collected and monitored for ammonium
and residual calcium concentration after each biomineralization stage. A portion of the effluent
sample was filtered using a 0.2 pum SFCA Corning syringe filter (Corning Incorporated, N. Y.)
and analyzed with a modified Nessler assay for ammonium production. The unfiltered remainder
of the effluent sample was used to monitor pH. During the experiments, the activity in the
column was monitored as follows:

e Ammonium concentration was determined with a modified Nessler assay; effluent
samples were diluted in deionized water and compared to standards made from
(NH4)2S04. Each sample and standard (250mL) was added in triplicate to a 96-well
microplate (Fisher, Fair Lawn N. J.) to which 3 mL of mineral stabilizer and polyvinyl
alcohol, and 10 mL of Nessler reagent (potassium tetraiodomercurate(l1)) (Hach,
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Loveland, Colo.) were added. Ammonium concentration was quantified in the resulting
solution after 13 min reaction time via spectrophotometry at 425 nm (Bio-Tek, Synergy
HT).

e The pH of effluent samples was assessed with a Fisher Scientific pH meter (model 50)
equipped with a Corning glass electrode, which was calibrated daily with pH 7 and 10
buffers.

e At the termination of the experiment, each column was destructively sampled by cutting
it into eight 7.6 cm sections and digesting triplicate portions of each section’s sand
contents with 10% trace-metal grade nitric acid (Fisher, Fair Lawn, N. J.). Calcium
analysis was performed on an Agilent 7500 ICPMS after a 1:5000 or 1:10,000 dilution in
5% trace-metal grade nitric acid (Fisher, Fair Lawn, N. J.) and compared with certified
standards (Agilent Technologies, Environmental Calibration Standard 5183-4688) to
estimate the total CaCO3z mineral per mass of sand.

Mercury Porosimetry for porosity and pore size distribution

As part of ZERT |1 methods to measure pore size distribution and porosity in sandstone were
developed using mercury porosity. This activity was motivated by the need to compare changes
in pore size distribution and porosity in response to biomineralization of sand stone cores.
Subsequently mercury porosity methods were used to analyze shale samples from a parallel
project funded by The CO> Capture Project (CCP). CCP is a partnership of several major energy
companies working together to advance the technologies that will underpin the deployment of
industrial-scale CO> capture and storage (CCS).

Figure 2. Micromeritics Porosimeter

Collaboration between ZERT Il and CCP. Resources from ZERT |1 were used to augment the
scope of work funded by CCP. Overall the total effort funded by ZERT was approximately 25%
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of the total CCP effort—which was aimed at testing the biomineralization concept in shale cores
obtained from the Mont Terri test site in Switzerland. The mercury porosimetry work, together
with some additional ZERT-funded laboratory technetium effort, contributed significantly to the
overall CCP shale testing project. A copy of the final project report submitted to CCP in
November 2013 is attached in an Appendix. This report has been submitted as a potential chapter
in Carbon Dioxide Capture for Storage in Deep Geological Formations, Vol. 4, 2014 CPL Press
and BP, and is currently under review. ZERT Il is credited in the Acknowledgements.

Mercury Porosimetry methods. Mercury porosimetry or mercury intrusion is based on the
principle that the amount of pressure required for a non-wetting fluid, such as mercury, to intrude
into a porous substance is inversely proportional to the size of the pores. Material properties that
can be determined from this porosimetry test include pore size distribution, total pore volume,
median pore diameter, bulk density, and material density. A Micromeritics Autopore IV Model
9500 Mercury Porosimeter (Figure 2) was used. This porosimeter has a 33,000 psi pressure
capability which allows it to accurately measure pore sizes over a wide range, from 900 um to
0.005 pm.

Porous media chips (sandstone and shale were examined under ZERT 1) with an area roughly 1
cm? and a few mm in thickness were placed in a bulb penetrometer and evacuated to remove air
and volatile substances. The bulb was then filled with mercury and pressurized in discrete steps.
The incremental volume of mercury that intruded into the sample was recorded for each pressure
point up to 33,000 psi. The analysis results in graphs show in how much mercury is intruded
(mL/qg) in relation to pore size (um), as shown below in the Results and Discussion section.

Subtask 2.3: Optimize biomineralization of isotopically labeled CO: carbon under variable
head space pressure.

Experimental setup

Batch CO- precipitation microcosms were prepared in sterile 35 ml serum bottles in a laminar
flow hood. Each microcosm included 20 ml of a synthetic brine (SB) with approximately 5 g L
Total Dissolved Solids (TDS), mimicking the ionic ratios present in the proposed Powder River
Basin CO: injection site (Bushy et al. 1995). Three SBs were produced with different urea
[(NH2).CQ] concentrations of 1, 5, or 20 g L™, to simulate the addition of varying concentrations
of urea to the aquifer. Test and control SB microcosms were prepared. Test SB microcosms
included the ureolytic organism Sporosarcina pasteurii (ATCC 11859, gram-positive, spore-
forming, urease positive), known to induce CaCOs precipitation. Biotic control experiments
included the non-ureolytic gram-positive bacterium Bacillus subtilis strain 186 (ATCC 23857).
Abiotic control experiments included just the SB with no bacterial amendment. The headspace
(15 cm?®) of each vial was then purged with 0.2pum filter sterilized 99% &3C-CO. (Cambridge
Isotope Laboratories, MA) for 1 minute, and final headspace p(CO) of 1, 1.35 and 1.7 atm were
attained by measurement with a headspace pressure gauge. A set of microcosms was also
retained with an atmospheric pressure air headspace [390 ppm CO; at 1 atm = 0.00039 atm
p(CO2)]. The microcosms were incubated at 22°C on a shaker at 100 rpm for 8 days. While
headspace pressures are far lower than expected during deep subsurface SC-CO: injection (up to
73 atm, these microcosms allow investigation of the general relationship of p(CO>) and ureolysis
on carbonate speciation. Additionally, even in deep subsurface brines the p(CO2) will likely vary
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significantly due to the advective and diffusive transport of CO> from the injection point over
time. The SB was characterized for pH, dissolved Ca, and NH4" immediately after inoculation
and headspace adjustment [time (t) = 0, to], and again after 8 days (tg). At the termination of the
experiments any CaCOs precipitates formed in the microcosms were characterized by X-ray
Diffraction System (XRD) and analyzed for §!3C.

Speciation and saturation modeling

PHREEQC (Parkhurst and Appelo, 1999) was used to model inorganic carbon speciation and
carbonate mineral saturation in microcosm experiments simulating CO: injection into the
Powder River Basin brine with p(CO.) of 0.00039, 1 and 1.7 atm. All calculations were carried
out at 25°C and used the MINTEQ database (Allison et al., 1990).

Subtask 2.4: Evaluate the potential for coal-bed mediated CO:2 sequestration and enhanced
methane production.

Sampling microbial inoculum from coal beds

The data and process described reported here are the result of collaboration with the U.S.
Geological Survey in Reston VA, and the Montana Bureau of Mines and Geology. This study
team has developed a novel microbial sampler, referred to as the diffusive microbial sampler
(DSM), which can be placed down-well in coal bed methane formations and colonized with
native coal-degrading methanogenic cultures as shown in Figure 3.
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Figure 3. Diffusive Microbial Sampler

The DSM is lowered down-well into the coal bed methane-producing formation. The sampler
contains approximately 200 grams of sub-bituminous coal particles from the Powder River
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Basin, wrapped inside a porous mesh. The construction of the sampler insures that the sediment
(coal) inside the sampler is only exposed to water inside the coal seam where methanogenisis
takes place. Over time a microbial population indicative of that in the actual coal seam develops
on the coal inside the sampler.

The DMS consists of a cylinder 6.35 cm (2.5 inches) in diameter and 12.7 cm (5 inches) long
with 2 rods extending from the top of the cylinder to a weight 30.4 cm (12 inches) below the
cylinder (Barnhart et al., 2013). The weight seals the DMS, due to gravity, until contacting the
bottom of the well where the rods extending from the weight lift the coal out of the sealed
cylinder allowing colonization by indigenous microorganisms. Coal within the sampler is
composed of approximately 200 g of sub-bituminous coal particles (>2 mm but <4 mm diameter)
from the Decker Coal Mine in the Powder River Basin (PRB. The coal particles are encased with
#8 stainless steel mesh. The DMS is autoclaved prior to being placed in the well allowing
autoclaved coal to act as the negative control in our DNA analysis.

The DSM was placed down an existing coal bed methane observation well (HWC-01) operated
by the Montana Bureau of Mines and Geology and located in the Powder River basin in
Montana. The DMS was retrieved from well HWC-01 after three months (Summer 2010) using
aseptic techniques and samples of the recovered microbial population extracted and stabilized.

Batch enrichment experiments to measure methane production

The native microbial cultures recovered from well HWC-01 were subsequently used to inoculate
batch microcosms (shown in Figure 4). The microcosms contained 50 mg of coal and 50 ml of
simulated coal bed media (minimal salts media) which contained concentrations of ions that
reflected the chemistry of the sampled well: (per liter) 3.86 mg MgCI2 « 6H20, 5.21 mg CaCl2 ¢
2H20, 0.5 g NH4CI, and 5.0 mg KCI. The medium was buffered using 1.1 mM K2HPO4 and
12.37 mM NaHCO3 with 1 ml of 1000X per liter nonchelated trace elements and 1 ml of 1000X
per liter vitamin solution amended with 2.0 g/liter choline chlorideadded as growth supplements.
L-Cysteine « HCI (1 mM) and sulfide (1 mM as Na2S « 9H20) were added as reducing agents.
Resazurin (1 mg/liter) was added as a redox indicator.
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Figure 4. Batch flasks (50 ml serum bottles) containing Powder River coal, simulated coal bed
media, and field inoculum.

Methane stimulation nutrients, including yeast extract and algae/algae extract were also added.
All samples were run in triplicate as shown. Methane production was monitored in the head
space.

The enrichments (batch flasks) were incubated in the dark at 25°C and microbially produced
methane was monitored in the head space by a direct injection SRI 8610C gas chromatograph
(GC) with a thermal conductivity detector (TCD) and a S.S. Molecular Sieve 13X Packed
Column. This system allowed the investigation of various nutrient stimulants (i.e. algae extract
and yeast extract) on the rate and extent of methane production.

Three sets of enrichment experiments were set up and are continuing at present. These
microcosm experiments all involve the addition of algae extract as a stimulant to methane
production form coal, compared to methane production from the same coal without algae
addition. Yeast extract was also added in the first experiment. The description of each
experiment is as follows.

Experiment #1. Coal from a surface mine in Decker, MT, inoculum from a USGS well HWC-01
in the Powder River Basin, media consisting of synthetic CBM produced water (described
above). Experiment 1 included addition of yeast extract (1 ml) and algae extract (1 ml) to
stimulate methane (started 9/10/2010).

Experiment #2. Decker coal, Inoculum from well HWC-01 well, media consisting of synthetic
CBM water plus sulfate. Methane production stimulated by adding 1ml algae extract (started
5/4/2011).

Experiment #3. Decker coal, filtered CBM produced water, inoculum from well HWC-01.
Methane production was stimulated by adding 1 ml algae extract (started 4/5/2012).

26



RESULTS AND DISCUSSION: BIOFILMS AND
BIOMINERALIZATION

Subtask 2.1: Determine the integrity of biomineralization deposits on flat coupons in
response to brine and supercritical COx.

Mass Differences

Figure 5 shows the relative difference between the coupon mass before exposure and after
exposure. Exposure to brine (Exposure 1, 2, 3) caused minor changes to mineral mass on the
coupons after exposure, however there is no clear trend from the data to indicate whether
minerals were dissolving. Exposure to brine after 4 hours caused a 7% reduction in mass, where
exposure to 24 hours revealed a 32% increase in mass and finally one week of exposure showed
a 22% decrease in mineral mass after exposure. Exposure to scCO2 without brine for 2 hours
(Exposure 4) did not significantly change the mineral mass on the coupons, whereas, coupons
exposed to scCO> for 2 and 48 hours (Exposure 5 and 6) did show 37% and 17%, respectively,
reductions in mass post exposure. A significant reduction of mineral mass was observed (83%
and 92%) on coupons exposed to scCO> saturated brine for 2 and 48 hours (Exposure 7 and 8).
Exposure 9 indicates a 10% mass difference was observed on sterile control coupons exposed to
brine for 24 hours.
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Figure 5. Change in mass of the minerals on coupons before and after exposure with percentage
change of mass listed above each bar.

Dissolved Calcium Analysis
ICP-MS results (Table 5) indicate little calcium is lost from the coupons during the exposure to
brine (Exposure 1, 2, 3). Brine exposure causes from 4-20% loss of calcium from coupons versus
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the measured mass of minerals deposited on coupons before exposure. It is presumed the mineral
mass measured is all in the form of calcium carbonate in order to be able to make these
comparisons. Measured calcium from ICP_MS results is adjusted to calcium carbonate by
multiplying mass measured by 100/40.

Table 5. Comparison of mass of CaCOs as determined by ICP-MS to the measured weight of
minerals deposited on coupons before brine and scCO> challenges.

Expl | Exp2 |Exp3 | Exp4 | ExpS|Exp6|Exp7|Exp8|Exp9
Percent Reduction 20% | 6% 4% -10% | 62% |33% |92% |[91% | 0%

Exposure to scCO; alone (Exposure 4) did not cause a reduction in the mass of calcium
measured before and after exposure. However, exposure to scCO: in the headspace of the brine-
filled HPV did effect a reduction in the measured mass of calcium before and after exposure.
Some of the presumed mineral loss, however, might be attributed to the XRD analysis sample
prep and recovery. Although efforts were made to recover the minerals from the XRD prep
mount, it is likely some of the mineral mass was compromised and thus not digested prior to
ICP-MS analysis. It is unclear from these results whether exposure to scCO: alone causes loss of
calcium from the coupons.

Minerals attached to coupons exposed to scCO» saturated brine show a significant (92 and 91%)
calcium loss vs. the measured weight of minerals before the exposure. These observations were
complicated by the fact that mechanical abrasion of CaCOs, in addition to direct dissolution, may
have contributed to the measured loss of minerals from the coupons. Mechanical abrasion was
the result of scCO- intensely bubbling through the brine phase, causing mechanical shear stress
on the biomineral deposits on the coupons. These samples also were processed for XRD analysis
so these results might also reflect loss during sample prep. Not all of the reduction may be
attributable to actual exposure.

Stereoscope Analysis

The coupons used in the brine exposures (Exposure 1, 2, and 3) were not properly colored to
provide contrast needed in the Metavue software to perform threshold analysis. As such,
threshold analysis was not able to be performed on images of coupons from before and after
exposure to brine. However, a qualitative analysis of the photos shows that there is no visual
difference in mineral coverage after exposure to brine (Figure 6). This problem was remedied
prior to the scCOz exposure by coloring the coupons black so as to provide contrast from the
whitish minerals for threshold image analysis.

28



Figure 6. Stereoscope images of coupons exposed brine and scCO; before (a and c) and after (b
and d) challenge. Images are at 40x magnification

Table 6 lists the averages and difference of percent area covered by minerals before and after
scCO; exposure.

Table 6. Coupon surface area covered by solids on coupons before and after scCO, and scCO-
saturated brine challenges. Data shown is the average of images for each coupon taken at 40x
and 80x magnification.

E % Covered Before | % Covered After .

Xposure Difference
Exposure Exposure

4 79.08 75.60 3.48 +5.62

5 69.66 32.47 37.18 +17.78

6 82.45 34.38 48.06 £ 35.59

7 63.12 22.71 40.41+9.4

8 76.21 9.83 66.38 + 29.16

9 49.76 50.61 (0.85) £ 6.77

As indicated by Table 6, scCO. exposure (Exposure 4) did not significantly impact the
percentage of coupon area covered by mineral. However, exposure to scCOz in the headspace of
the brine-filled HPV and the coupons exposed to scCO> saturated brine all show reduced area
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covered by mineral after exposure (37-66% reduction in coverage area). Control coupons do not
show statistically significant changes in coverage after soaking in brine for 24 hours.

XRD Analysis

Minerals from coupons were analyzed to determine the form of calcium carbonate after exposure
to scCO; and scCO; saturated brine compared with minerals not subjected to any exposure.
Sample mineral spectra were compared to reference spectra to determine crystal formation by
DMSNT analysis software. It was observed that mineralogy did not change after exposure to
scCO2 and scCO> saturated brine. Calcite was detected as the predominant form of calcium
carbonate in both the controls and exposed samples. No vaterite or aragonite minerals were
detected.

Subtask 2.2: Develop methods to understand and control the deposition rate of
biomineralized calcium carbonate with distance in homogenous porous media.

Controlled deposition of biomineralization in sand columns.

Biomineralization Injection strategy. The goal for the sand packed column experiments was to
develop a repeatable strategy for achieving a uniform distribution of calcite deposition along the
61 cm flow path, thereby avoiding excessive calcite buildup near the entrance (Whiffin et al.,
2007; Fujita et al., 2008; Cunningham et al., 2009). After inoculation and significant biofilm
growth has occurred, subsequent CaCOs precipitation may inactivate microorganisms or create
nutrient diffusion limitation (De Muynck et al.,2010; Whiffin et al., 2007; Parks, 2009; Dupraz et
al., 2009), leading to reduced ureolysis and subsequently less biomineralization. To counteract
these phenomena, the biofilm in the column was periodically resuscitated by injecting at least
two pore volumes of fresh growth medium without calcium to stimulate the recovery of bacterial
populations after precipitation events. As a result both pH and NH4* concentrations (an
indication of ureolysis) were greater directly after the biofilm resuscitation events, while these
parameters were observed to decrease during active biomineralization periods (Figure 7). As
Figure 5 shows, directly after resuscitation events, effluent pH was restored to above 9 and the
NH,* concentrations rose to above 12 g L, while during active biomineralizing periods, the pH
averaged 6.9 and NH." concentrations dropped as low as 5.1 g L.
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Figure 7. Effluent NH4* concentration and pH data from column 4.

In Figure 7, the gray areas indicate resuscitation periods. Directly after resuscitation events,
effluent pH was restored to above 9 and the NH4+ concentrations rose to above 12 g L-1, while
during active biomineralizing periods, the pH averaged 6.9 and NH4+ concentrations dropped as
low as 5.1 g L-1. Similar results were observed for the other columns. Note that the injected
medium contained 3.4 g L™ of NH4".

Distribution of CaCO3 Deposition. The average CaCO3 contents from each column study are
summarized in Table 7, while plots of CaCOz deposition along the column flow path appear in
Figure 6. Calcium carbonate distribution results for columns 2-4 clearly indicate that the
injection strategy developed results in a very uniform mineral distribution along the 61 cm (2-
foot) column flow path. Unlike columns 2—4, column 1 did not employ a calcium-medium
displacement strategy for the injection region and, as a result, higher CaCO3 concentrations per
mass of sand were observed in column 1 in the first section near the injection point. Concerns
regarding locally reduced injectivity near the injection point of the column led to a modified
injection strategy (used for columns 2—4) which involved rinsing Ca?* rich medium from the
influent area before significant ureolysis, and thus CaCOs3 precipitation could occur.

Table 7. Average calcite concentration per column section (8) per experiment (mg CaCOs/per
gram of sand)

E;(p §1 §2 §3 §4 §5 §6 §7 §8
1 |479+29 | 256 £61 | 274 £30 | 227+ 29 | 250 % 74 | 254 + 71 | 211+ 22 | 202 + 73
2 [222+30 | 19313 |196+10 | 188+8 |174+6 |178+10| 169%15 | 173+ 24
3 15010 | 136+6 |130+4 |154+29 | 132+12 |133+11 |134+6 | 20134
4 [112+18 | 16540 | 141£40 | 118+ 21 | 117+ 24 |121+£12 | 117+8 | 109£8

Simulation modeling. In parallel with ZERT I1, the University of Stuttgart funded a simulation
modeling project aimed at modeling the biomineralization process along a porous media flow
path. This collaboration made possible the analysis of the calcite distribution data in Figure 8
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using the Stuttgart biomineralization model. The solid lines in Figure 8 show these modeling
results which were obtained by using the actual experimental protocol described above as model
input. It is important to point out that these simulation modeling predictions were made prior to
running the corresponding column experiment—thereby increasing the confidence in the use of
this simulation model for predictive purposes in the lab as well in the field. The description of
the Stuttgart biomineralization model as well as the analysis of the ZERT |1 data in Figure 8, are
presented in Ebigbo, et al. 2012.
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Figure 8. Summary of biomineralization distribution along the axes of 2.54 cm diameter, 61 cm
long sand-packed columns.

In Figure 8, biomineralization is measured as the per cent of pore space occupied by precipitated
CaCO:s. The lines shown through the experimental data points represent simulation modeling
results as describe in Ebigbo, et al. 2012.

Mercury Porosimetry for porosity and pore size distribution

Berea sandstone. Mercury porosimetry was used to estimate pore size distribution and porosity
changes resulting from biomineralization in Berea sandstone cores with initial porosity of 18 -
20%. Two 2.54 cm (one inch) diameter core plugs were drilled from the same block of Berea
sandstone. Both cores were 5.08 cm (2 inches) in length. One core was subjected to
biomineralization using the standard protocol described in the previous section. The other core
was used as a control. After biomineralization was completed subsamples were broken off the
influent and effluent ends of both cores and analyzed using mercury porosimetry. Resulting pore
size distributions are shown in Figure 9 and Table 8 below. Figure 9 shows the incremental
intrusion of mercury in relation to mean pore diameter for both the control and biomineralized
cores. Here it is seen that the intrusion curves are similar for the control and biomineralized cores
with the exception of the range between roughly 6 and 20 um. In this range the amount of
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mercury intrusion is significantly higher for the control core. This is interpreted to mean that
biomineralization significantly reduced the overall pore space in this range.

Mercury Porosimetry of Sandstone with and
without Biomineralization
__0.008
§° 0.007
£ 0.006 i
S 0.005
(7]
S 0.004
e A
£ 0.003 \
8 0.002
3 0.001 \ —\7/—\
=
e 0 T T T T T 1
= 0.001 0.01 0.1 1 10 100 1000
Mean Pore Diameter (um)
= Control Effluent #1 Biomin Effluent ——Biomin Influent #1

Figure 9. Mercury intrusion vs mean pore diameter for biomineralized Berea sandstone and non-
biomineralized control.

Table 8. Comparison of pore size distributions between biomineralized Berea sandstone core
(influent and effluent ends) and the non-mineralized control core.

Biomin Biomin

Control Influent Effluent

Pore volume diameter average Average Average
less than 1 um 15% 22% 28%
1-10 pm 33% 26% 38%
10-100 pum 42% 29% 22%
100-1000 pm 10% 23% 13%
6-16 um 51% 33% 31%
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This result is further documented in Table 3. Here the row highlighted in green shows that
biomineralization substantially reduces the number of pores between 6 — 16 pum. In addition it
was observed that the porosity was reduced from 18-20.4% down to 10.4-15% due to
biomineralization. The results provided by mercury porosimetry provide valuable insight
regarding how the biomineralization process behaves at the pore scale.

Mont Terri shale. The mercury porosimetry methods developed under ZERT I for Berea
sandstone were subsequently used to support the work plan for a parallel project which involved
laboratory bench-scale tests to evaluate the potential for biomineralization sealing in fractured
shale. The tests were conducted using samples of Opalinus shale obtained from the Mont Terri
underground testing facility in Switzerland and was funded by CCP. Mercury porosimetry
methods were used to analyze two samples of the Opalinas shale (labeled OP1 and OP2), along
with shales from the Bakken formation (North Dakota) and Green River formation (Utah).

As shown in Figure 10 all shales contained very little porosity between 0.1 and 10 um. However,
since the Bakken Shale had almost no porosity less than about 50 um, both OP1 and OP2 were
more similar to the Green River shale.

Mercury Porosimetry of Various Shales
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Figure 10. Comparison of Mont Terri shale pore sizes with other shales.

Table 9 shows the porosity for each shale sample along with the summary pore size categories.
The average porosity for the two Mont Terri shales was 11.0 %

Table 9. Shale pore size summary.
Porosity

Core Less than 10 | Between 1-
Total
pm 10 pm
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Mont Terri #0OP1 12.31% 8.59% 0.65%
Mont Terri #OP2 9.71% 8.13% 0.27%
Green River 8.25% 4.53% 0.03%
Bakken 4.50% 0.51% 0.39%

In summary the majority of the porosity for all shale types tested is contained in pores less than
0.1 um and those greater than 10 um. The overall pore size distributions for both OP1 and OP2
were very similar. All four shale samples contained very little porosity between 0.1 and 10 pm.
The average porosity for the two Mont Terri shale blocks tested was 11.0%.

These results demonstrate the value of mercury porosimetry as a tool for characterizing shale as
well as sandstone rock samples.

Subtask 2.3: Optimize biomineralization of isotopically labeled CO: carbon under variable
head space pressure.

The capacity of the brine for carbonate ions and the precipitation of CaCOs is controlled by the
complex interplay of carbonate equilibrium and pH [7]. We therefore evaluated the detailed
evolution of the brine chemistry and carbonate precipitation using PHREEQC in order to
elucidate the detailed changes in carbonate speciation and fluxes between the gas, solid, and
solution phases. PHREEQC modeling results for synthetic brine ammonium (NH4+)
concentration, pH, and Ca2+ concentration in CO2 biomineralization experiments for four
different head space conditions are shown in Figure 11.
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Figure 11. Synthetic brine ammonium (NH4+) concentration, pH, and Ca2+ concentration in
CO- biomineralization experiments inoculated with Sporosarcina pasteurii, at varying CO2(g)
headspace pressures and urea concentrations at time t0 (0 days) and t8 (8 days).

The modeling demonstrates that after equilibration of the aqueous solutions with the headspace
CO2(g), for p(CO2) above atmospheric pressure, (i) ureolysis increases pH, via the net
production of hydroxide ions and consumption of protons. (ii) Once supersaturated, CaCO3
precipitates, the degree of ureolysis required for the induction of precipitation is greater at higher
initial p(CO.), because it takes longer for the pH to increase to the point where the solution is
saturated with respect to calcite. In addition, at higher initial p(CO.), the proportion of carbonate
ions precipitated in CaCO3 decreases at a given degree of ureolysis, with a greater proportion
remaining as aqueous carbonate ions [COs(aq)]. (iii) Headspace p(CO) decreases, as long as
ureolysis continues and pH is increasing, as the carbonate ion capacity and aqueous carbonate
ion concentration increases in response to the increasing pH. Here, at higher initial p(CO>), the
mass of CO; gassing into the groundwater solutions, and thus the concentration of COz(aq),
increases, at a given degree of ureolysis. This reduced the headspace concentration of CO: by up
to 32 mM per 100 mM urea hydrolyzed. Modeling results for calcium concentrations of 2mM
and 125 mM demonstrate the same general trends. However, increased calcium concentrations
lower the pH attained at a given degree of ureolysis due to the precipitation of CaCO3, which
results in the liberation of protons during the conversion of HCO3 to CO3s?".
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The modeled C isotope compositions are shown in Figure 12 where they are compared with
experimental values. The modeled C isotope compositions are more positive than those
determined experimentally, especially for the experiments with 1 g L™ urea.
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biomineralization experiments inoculated with Sporosarcina pasteurii by t8 (8 days).

These data in Figure 12 demonstrate that the ** C as a % of total C in CaCOs increased with
increasing p(COy) for each urea concentration.

The potential of microbially enhanced CCS

These data reveal that microbial ureolysis can enhance the mineral-trapping and solubility-
trapping capacity of brine and other groundwater. This occurs primarily via the pH increase
induced by urea hydrolysis which increases the carbonate capacity of the SB, according to

carbonate equilibration and speciation in a CO2-H20 system as a function of pH. This increases

the net flux of CO2 (g) from the headspace into solution thereby enhancing the resulting

solubility trapping and mineral trapping of CO2 (g). A journal article summarizing these findings
has been recently published in 2010 in Environmental Science and Technology (Mitchell, et al.,

2010).
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Subtask 2.4: Evaluate the potential for coal-bed mediated CO2 sequestration and enhanced
methane production.

Results from the three long-term batch flask experiments form the basis for evaluating microbial
coal-to-methane conversion. The primary focus under the ZERT 11 project is the study of the rate
and extent of biogenic methane production in response to the addition of algae extract as a
stimulant. These results are summarized below.

Algae Enhanced CBM Production

Short term experiments. The CBM enhancement potential of algae extract was investigated by
adding algal biomass with lipids removed to the batch experiments shown in Figure 4. Figure 13
below shows head space methane production for the first 125 days of Experiment #1.
Comparison of the production curves reveals that the presence of either yeast or algae
significantly enhances methane production compared to the curve for media + coal. Similar
observations from other investigators studying CBM enhancement using yeast extract are
summarized in Barnhart (2014).
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Figure 13. Methane production for first 125 days of batch microcosms for Experiment #1.

Experiment #1 utilized coal from a surface mine in Decker, MT, inoculum from a USGS well
HWC-01 in the Powder River Basin, media consisting of synthetic CBM produced water
(described above). Experiment #1 included addition of yeast extract (1 ml) and algae extract (1
ml) to stimulate methane (main ingredients mg, k, ca ammonium chloride, sodium bicarbonate,
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K2Hpo4). All data points represent the average of triplicate experiments. Experiment #1 was
started 9/10/2010.

Long term Experiments. Batch serm bottles for Experiment #1 were sampled after 165 days and
then again in July 2014, 1406 days (3yrs and 10 months ) after the experiment began. As shown
in Figure 14, methane has continued to be produced in all three systems over the 1406 day
period. These methane production curves reveal relatively rapid methane production for the first
165 days then a substantially reduced rate thereafter. This reductionin methane production rate
this is very likely the caused by nutrient depletion with time inside the serum bottle. However it
is important to note that methane production has continued after the initial 165 days--albiet at a
significantly reduced rate. Because regular sampling was suspended until the final (1406 day )
data point it is not possible to know if the methane rate has remained constant or is behaving in
an asymtotic fashion. The most significant observation that can be made from the long term data
in Experiment #1 is that the algae-amended methane production (green line) ultimately
approached the yeast-amended line. Clearly both algae and yeast amendents significantly
enhanced methane production relative to the Media+coal system.
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Figure 14. Long term (1406 day) methane production for Experiment #1.

Algal-enhanced methane production was also observed for Experiments #2 and #3. Figure 15
shows the total methane accumulation for Experiment #2 after 261 and 1169 days of operation.
This experiment compared Media+coal with Media+coal+algae extract. Figure 16 makes the
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same comparison for Experiment #3. As is the case with Experiment #1 both sets of results for
Experiments #2 and #3 demonstrate significant enhancement of methane accumulation in the
algae-amended systems.

Experiment 2
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Figure 15. Methane production for Experiment #2 which contained Decker coal, Inoculum from
well HWC-01 well, media consisting of synthetic CBM water plus sulfate. Methane production
stimulated by adding 1ml algae extract (started 5/4/201)
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Figure 16. Methane production from Experiment #3 which contained Decker coal, filtered CBM
produced water, and inoculum from well HWC-01. Methane production was stimulated by
adding 1 ml algae extract (started 4/5/2012).

Energy-water quality synergies

Results from these three long-term batch experiments clearly demonstrate that biogenic methane
production of methane from coal can be enhanced when algae extract is added as a stimulant.
These observations point to the possibility of realizing some very important synergies at the field
scale. Figure 17 illustrates the overall concept for field scale application of algal/nutrient
technology for the enhancement of CBM production. After a well field’s gas production has
dropped off such that it is not economically viable, the stimulation cycle can begin. Produced
water, stored in existing ponds, could be used for growth of algae. Algae that have the ability to
produce lipids (i.e., bio-oil) will be used, and the lipids can be extracted for production of
biodiesel and other algae-derived products. After lipid extraction, the remaining algal biomass
will be returned to the coal bearing formation as a nutrient source for stimulating subsurface
coal-bed microbial communities.

The CBM production water is considered a waste stream often with high concentrations of
metals and organics present. The growth of algae in produced water will increase algal uptake of
metals and organics—thus improving overall water quality. Also the re-injection of
algae/nutrient-amended water back down-hole to the coal-beds will reduce the amount of
produced which must be otherwise treated and discharged to other receptors. The recycled water
will flow through the coal seam delivering nutrients to indigenous microorganisms to facilitate
additional methane production via methanogenisis. This cycle, as shown in Figure 17, will
facilitate sustainable CBM production.
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Large-scale algal production in CBM ponds will also substantially increase CO> uptake from the
atmosphere there by decreasing the carbon footprint of conventional CBM operations. In a
parallel DOE-funded algal-biofuel research program at MSU (Integration of Nutrient and Water
Recycling for Sustainable Algal Biorefineries, DOE-EERE (DE-EE0005993), R. Gerlach PI)

It was observed that maximum algae biomass production in field-scale raceway systems could be
as high as 10 grams algae/m?/day. Assuming that algae biomass is 50% carbon (which comes
from CO>), corresponding estimate for CO2 uptake from the atmosphere for a field system like
that shown in Figure 2 would be 5 g C/m?/day. Converting carbon to CO; gives a value of 18.75
g CO2/m?/day from the surface of a field-scale algal production system. For a one-hectare
surface area 187,500 g or 187 kg CO2/day could be taken up.

CONCLUSIONS: BIOFILMS AND BIOMINERALIZATION

Subtask 2.1: Determine the integrity of biomineralization deposits on flat coupons in
response to brine and supercritical CO..

For subtask 2.1 we conclude that brine at atmospheric conditions and pure scCO at supercritical
conditions has little to no effect on biomineral deposits formed by S. pasteurii. Biominerals do
appear affected by dissolution from exposure to scCO: in the headspace of a brine-filled HPV
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and scCO> saturated brine, however, several experimental conditions may have contributed to the
measured loss of minerals from the coupons. First, during the depressurization of the reactor, the
brine was vigorously bubbling as COz left the brine solution. This agitation may have
contributed to knocking minerals off of the coupons. Second pH of the final brine solution after
the HPV was depressurized was measured at 4.85 and 5.91 (Exposure 7 and 8 respectively).
Calcium carbonate mineral dissolution is possible at these pHs. These data suggest that
microbially-induced mineralization with the purpose of reducing the permeability of preferential
leakage pathways during the operation of CCS may be most applicable in the pure scCO2 region
and the scCO> saturated brine region of the subsurface storage site where subsurface fluids are
quasi static.

Subtask 2.2 Develop methods to understand and control the deposition rate of
biomineralized calcium carbonate with distance in homogenous porous media.

Under ZERT Il Subtask 2.2 has been focused on two objectives: (1) developing methods to
control the deposition of calcite along a porous media flow path, and (2) develop methods for
quantifying the biomineralization process at the pore scale using mercury porosimetry.

The following conclusions were reached:

e A standard, repeatable protocol, utilizing near-injection-point calcium-medium
displacement along with periods of bacterial resuscitation, was developed which resulted
in a relatively uniform distribution of calcite along the flow path of packed sand columns.
This operational protocol was validated both experimentally and computationally using a
simulation model developed at the University of Stuttgart.

e Balancing periods of biomineralization with periods of bacterial resuscitation which
additional growth nutrient was added counteracted inactivation of bacterial cells (due to
cell encapsulation), reduced ureolysis, and, ultimately, reduced calcium deposition
efficiency.

e Mercury porosimetry methods, which measure pore size distribution and porosity, have
been developed for both sandstone and shale. These methods facilitate initial
characterization of sandstone and shale samples along with providing valuable insight
into how the biomineralization process changes rock properties at the pore scale.

These ZERT II findings contribute to advancing MICP technology for subsurface applications.
Primarily ZERT Il research has advanced understanding of how to manipulate ureolytic, biofilm-
forming bacteria (i.e. Sporosarcina Pasteurii) to control the distribution of CaCOs along the axis
of flow through porous media. The MICP technology has the potential to reduce near-well bore
permeability, coat cement to reduce CO>—related corrosion, and lower the risk of unwanted
migration of CO2 and other gasses.

Subtask 2.3. Optimize biomineralization of isotopically labeled CO2 carbon under variable
head space pressure.
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By controlling the supply of Ca?* and HCOjs™ in the subsurface water, injecting microbial inocula,
growth nutrients and urea, calcium carbonate precipitation in the subsurface can be engineered
by bacterial hydrolysis of urea (aka ureolysis). Ureolysis results in the production of ammonium
(NH4") and an increase in pH via a net production of OH" ions. This increase in pH and alkalinity
favors CaCOz precipitation. As reported previously, our research team has determined that the
ureolytic biomineralization process, when properly engineered, can precipitate copious quantities
of calcium carbonate into aquifer pores and fractures, thus providing a potential technology for
plugging leakage pathways available to injected CO- (i.e. enhanced formation trapping).

Under subtask 2.3 we present results from the bacterial hydrolysis of urea (ureolysis) in
microcosms containing synthetic brine with variable headspace pressures [p(CO2)] of *CO. .
These experiments demonstrate a net flux of head space 3CO; into the brine and precipitated
mineral phases. These results suggest that ureolytic biomineralization is capable of sequestering
anthropogenic CO; from the gas phase into the mineral phase as CaCOs--thereby facilitating
enhanced mineral-trapping of injected CO- in the subsurface as well as from waste streams above
ground. Of equal importance we have found that ureolytic biomineralization enhances the
capacity of the brine for CO2 (g) and dissolved carbonate ions, thus increasing the potential for
solubility-trapping of injected COa.

Subtask 2.4 Evaluate the potential for coal-bed mediated CO2 sequestration and enhanced
methane production.

The observation that methane production from coal can be stimulated by the presence of algae
has been demonstrated. This finding has significant implications for improvement of current
practices in CBM production in the Powder River basin and elsewhere, while simultaneously
realizing increased CO> uptake from algae growth. This research provides a basis for future
research into coupled biological systems (photosynthesis and methane production) that could
sustainably enhance CBM production and generate algal biofuels while also sequestering carbon
dioxide (COz). CO> uptake as high as 187 kg CO/day could be taken up based on the
assumption that10 grams algae/m?/day can be produced in production water facilities.
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EXPERIMENTAL METHODS: MR STUDIES OF THE
RESIDUAL TRAPPING OF GASES IN ROCK CORES

A custom Temco FCH core holder was used to maintain rock cores under scCO, temperatures
and pressures, see Figure 18.

Core Holder Schematic

Core-challenge fluid (outlet)
Recirculating fluid (outlet)
Redrculating fluld (inlet)
Core-challenge fluid (inlet)
Thermocouple

PEEK composite sheath

nmpngep

Max. pressure: 5000 psi
l—-] Max. temperature: 150°C

.

¥

Figure 18: Core Holder Schematic

The Temco core holder was attached to two ISCO 500D syringe pumps. One pump provided the
overburden pressure using Fluorinert, which is not visible to the NMR system. The other pump
was used to flow either the CO; or the water through the rock core. A back pressure regulator
kept the entire system at high pressure, see Figure 19 and Figure 20.

Core holder B Flow loop mock-up

Figure 19: Flow Loop Equipment Components
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Heating And Spectrometer

Recirculation
System

PA

NW/W Fluid
Fluorinert
Thermocouple

Figure 20: Flow Loop Schematic

One dimensional profiles of the water were obtained using the Zero Echo Time Imaging
sequence (ZTE). This sequence allowed 1D profiles to be obtained in less than a minute. See
Figure 21.

Zero echo time imaging (ZTE)

RE L,, > i Total S5can Time: 53 sec.
Image Resolution: (781um)?

L Tp=1ms J

Figure 21: Zero Time Imaging ZTE 1D MRI Sequence
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4. Water distribution in 1D

a) Drycore

b} Inject H,O (full saturation)

¢ Inject CO, (H,O displacement)

Intenzity (a.u.)

Figure 22: Expected 1D Profile Results

The experimental protocol involved initially fully saturating several rock cores with water at
1100 PSI. The water was then allowed to drain at 0.5 ml/min with a gas at 1100 PSI being used
for the drainage. Following the drainage, water at 1100 was imbibed at the same rate or 0.5
ml/min. The fluids used for the drainage were either: air (1100 PSI, 293 K), CO, (1100 PSI, 293
K) or scCO- (1100 PSI, 308 K). Figure 22 is a schematic of the expected 1D magnetic resonance
imaging MRI images obtained with the ZTE sequence.

RESULTS AND DISCUSSION: MR STUDIES OF THE
RESIDUAL TRAPPING OF GASES IN ROCK CORES

A typical set of 1D MRI images is shown in Figure 23. The initial 1D profile after full saturation
is shown in red. The profiles obtained each minute during the drainage are shown in green. The
profile after imbibition of the water again is shown in blue.

Preliminary data calculated from these profiles is shown in Table 10. The air drains about 40 %
of the water whereas the CO, and scCO; drains 50% of the water, see Sinitial. The final saturation
levels vary for the two samples and the three gases, see Sresiqual. HOwever, interestingly, the
percentage of gas trapped (Sinitial /Sresiduar) 1S less for the scCO- than for the air or CO2, 60-65%
compared to 70-75%.
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Figure 23. Representative 1D profile results - scCO, and Water

Table 10. Non-Wetting NW Phase Fractions at Different Stages of the drainage and imbibition
cycle

Scan (Non- MNormalized 1D Avg. Intensity from 28-54mm for Core #2
Wetting Phase)
Air : coz coz scCO2 scCO2
un (aFLas) | ATFEP) | (pepy (FEP) (FEP) (FEP)
Fully Saturated 0 0 0 1] 0 0
p 7 Max NW phase after drainage
Leian Kol 0.408 0.418 0.509 0.511 0.507 0as6 |
Do »| Residual NW phase after imbibiti
iBiBOHET Residual NW phase after imbibition ‘
imbibitentanal | 77 0.320 0.359 0.366 0.267 0.302 P
(Sresiual)
e 0.679 0.766 0.705 0.716 0.527 0.648 *{ Trapping efficiency (Residual/Max) |
Scan (Non- Normalized 1D Avg. Intensity from 28-54mm for Core #3
Wetting Phase)
: . coz co2 scCO2 5cC02
Run Air(FEP) | Air(FEP) (FEP) (FEP) (FEP) (FEP)
Fully Saturated 0 0 0 1] 0 [1] ;
: - v Max NW phase after drainage
Drainage Final
(o) 0.402 0.439 0.467 0.481 0.491 0.478
imbibition Final ¥ Residual NW phase after imbibition
0.299 0.316 0.328 0.354 0.294 0.290
{Spessual)
RN 0.744 0.712 0.702 0.736 0.599 0.607 ¥ Trapping efficiency (Residual/Max)

NMR relaxation T> measurements are shown here for interest. No conclusions are clear yet, but
to the extent that T can be correlated to pores size in the rock (Callaghan and Washburn, 2006))
the gas seems to be preferentially trapped in the larger pores. It is important to note that due to
the large sample size, and necessary long RF pulses in the NMR CPMG measurement, the only
signal detected in these T2 measurements is longer than a millisecond and hence much of the
water signal in the smallest pores is undetectable.
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Figure 24. T2 Distribution and Pore Size Correlation for the residual water following a drainage
cycle with CO2

CONCLUSIONS: MR STUDIES OF THE RESIDUAL TRAPPING
OF GASES IN ROCK CORES

The most significant conclusion is that even with this initial preliminary data, it is clear that
NMR can non-invasively monitor drainage and imbibition and determine the percentage of
trapping. This could be critical in understanding how supercritical CO2 can be trapped in
different porous subsurface materials. Rock cores have high magnetic susceptibility and future
plans hope to use a low field Rock Core Analyser to study these processes and obtain more
detailed information.

EXPERIMENTAL METHODS: NATURAL ANALOGS OF
ESCAPE MECHANISMS

During the course of the project rock samples from each study area were collected and prepared
for analysis. These rock samples were chosen to provide data on geologic processes caused by
subsurface migration of natural CO» across faults and fracture networks (Figure 20). Breccia
clasts and matrix samples were collected as well both altered and unaltered host rock, and
generations of cements from veins from each study area. The work performed to complete
analyses in the study areas included standard petrography, cathodoluminescence (CL), scanning
electron microscopy (SEM) with energy-dispersive x-ray spectrometry (EDS), field emission
scanning electron microscopy (FE SEM), powder x-ray diffraction (XRD) spectroscopy, x-ray
fluorescence (XRF), stable isotope analysis (carbon and oxygen), radiogenic isotope analysis
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(strontium), carbonate staining of hand samples and petrographic thin sections, fluid inclusion
work and field examinations. Computer aided fracture analysis was also used to see trends in the
areas and then field checked. Most of the analytical work was performed using instrumentation
in the Imaging and Chemical Analysis Laboratory (ICAL) facility at Montana State University
(MSU) in Bozeman, Montana.
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Figure 25. Location Map r study areas in the Natural Analogs of CO; Escape Mechanisms
portion of the project.




Figure 25 shows South to North: Stewart Peak Culmination study area, Thermopolis study area,
Pryor Mountain study area and Big Snowy Mountain Study area. The Kevin Dome area is
located in north western Montana near the Canadian border.
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Figure 26. Major tectonic features base map and faults of Montana

Figure 26 is modified from the Geology of Montana Map Montana Bureau of Mines and
Geology map and shows PMSA (1) and BSMSA (2) study areas in Montana and the location of
the Big Sky Carbon Sequestration Partnership Kevin Dome Carbon Storage Project (3). The blue
and red lines show NW-SE and NE-SW trending lineaments. Lower right inset shows Archean
provinces of Montana. The location of the Big Snowy Mountains (outlined in the hachured box)
is superimposed on top of Archean-Proterozoic orogenic and tectonic features (modified from
Sims et al., 2004; Jeffrey, 2014).

Field work:

Field work was conducted in all of the study areas. Samples were selected which could be
examined and chemically characterized (Figure 28) in the laboratory to gain a sense of the
relative timing of faulting, fracturing, fluid migration and structurally controlled diagenesis of
each area. Fracture analyses (Figure 29) were done across faults and fracture networks associated
with subsurface migration of natural CO- bearing fluids around mineralized areas to access the
geologic processes associated in these study areas. A portable XRF was utilized in the field in
the PMSA and also in the structure lab at MSU. The instrument was recently acquired and initial
analyses were performed for quick mineral identification such as dolomite vs. calcite. When
fully calibrated to perform guantitative analyses this instrument may yield a good first
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approximation of chemical composition of many geologic materials and be a useful exploration
tool for use both in the field and in the lab.
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Figure 27. (A) Large anastomosing group 4 fractures SPC area with vein fill material (B)
demonstrating multiple episodes of fluid flow.

Figure 27 shows the left figure boxplots showing the values of fracture attributes as well as a
stereonet plot showing poles to planes of fractures belonging to the 5 designated groups of the
SPC.
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Figure 28. Brecciated samples from the BSMSA display the internal zonation of a breccia pipe.

Breccia pipe BSM-006 (top) shows the progression from outer (left) to inner (right) regions of
the pipe. Sample BSM-006a (a) was taken from a matrix-poor, clastsupported crackle breccia
near the contact with the undeformed wall rock. Sample BSM-006b (b) was taken in a patch of
more deformed material, resulting in a more fractured mosaic breccia exhibiting a slight rotation
of clasts and a higher matrix content. Sample BSM-006c¢ (c) was taken from the internal conduit
of the breccia pipe, where the matrix concentration was highest and there was a maximum
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separation of clasts, resulting in a chaotic breccia. All three samples were taken within one meter
of each other, exemplifying their extremely heterogeneous nature.

( i N

Figure 29. Fracture station along the BSFS.

Station BSM-020 E (the wall rock on the east side of breccia pipe BSM-020) exhibits two
dominant systematic fracture sets in the Mission Canyon Limestone. The red circle is
approximately one meter in diameter. Within this circle, dip, average dip direction, and fracture
length for each of the sets was measured. "S0" (orange) is the bedding plane; "S1" (blue) is the
primary shear fracture face; and "S2" (green) is the secondary shear fracture plane (figure from
Jeffrey, 2014).

Laboratory work:

During this fourth fiscal quarter July 1- September 30, 2014 laboratory work including XRD,
SEM, XRF and standard petrography was performed to aid in the interpretation of fluid
migration associated with the tectonic hydrothermal breccias in the PMSA. Powdered samples
were prepared for radiogenic Sr isotope analysis. Samples of late stage calcites, matrix material
from breccia samples, and fluorite were prepared for isotope analysis using a battery powered
hand held drill equipped with a Dremel™ tool rounded bit with a diameter of 1/8 inch and/or a
diamond alloy steel mortar and pestle. These were analyzed in the ICAL facility at MSU using
XRD, SEM, with EDS to determine mineralogy type. Sr isotope work was done at the University
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of Wyoming High Precision Isotope Laboratory in Laramie, Wyoming. Analyses were done on
the NEPTUNE Plus, a next-generation Multicollector-Inductively Coupled Plasma Mass
Spectrometer (MC-ICPMS). The following descriptions of methods and procedures are typical
for each field study area in the project.

Powder X-Ray Diffraction Spectrometry

XRD spectrometry is a useful technique that aids in identifying bulk mineral phase compositions
from a well-mixed, homogenized rock sample approximately 5-10 micrometers (um) in size
(Jeffrey, 2014). XRD spectrometry was performed on samples from the SPC to aid in carbonate
identification for Carbon and Oxygen stable isotope analysis. Samples were drilled out and
analyzed at the ICAL facility at MSU and then sent to Michigan for isotope analysis. Samples
from BSFS along the western flank of the Big Snowy Mountains and samples from Swimming
Woman Canyon (SWC) along the southern edge of the range were also analyzed for XRD prior
to stable isotope analysis. Samples from the PMSA were drilled out to select specific regions of
the sample that would be hard to obtain by other methods. Samples were sometimes stained for
carbonate identification (Figure 30) using a mixture of alizarin red and potassium cyanide
solution. Staining can aid in identifying variations in iron content which might be hard to do
without more extensive testing.

centimeters

Figure 30. Samples which were selected for isotope analysis were drilled out to get only the
desired portion of each sample, yellow dots depict areas which were drilled.

In (A) of Figure 30 the sample was drilled in the vein cement portion of the rock. Sample is from
a well cemented breccia in the BSMSA. Images B and C are the same sample. C has been stained
for carbonate identification using alizarin red and potassium cyanide solution. The turquoise
color is ferroan dolomite, the red is calcite (late-stage) and the violet is ferroan calcite, the last
stage fluid. The samples were drilled for XRD and then those samples were used for isotope
analysis.

Two loading techniques were used for each of the powdered samples. For samples with ample
(greater than one teaspoon) powder, metal cup mounts were used. Each mount was affixed with a
glass plate and filled using a metal scoop. Care was taken not to tap or knock the mount to ensure
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random orientations of grains within the sample holder before removing the glass plate. For
samples with very small amounts of powder, the sample was sprinkled carefully and evenly on a
petrographic slide lightly coated in petroleum jelly. Using either method the mount or slide could
then be centered onto the XRD sample holder so that the maximum width of the powdered
sample would be hit by the X-rays. To ensure that all directions of the randomly-oriented crystals
are sampled by X-rays, the machine's goniometer rotates the arm of the machine containing the
cathode tube at an angle of 20, thus producing numerous peak diffraction patterns (Bish et al.,
1989).

The ICAL facility at MSU possesses a SCINTAG X1 Diffraction Spectrometer and computer-
aided mineral identification system. This model of diffractometer operates by heating a filament
within the cathode tube to produce electrons, which are then accelerated toward the sample
holder by applying a voltage of 1.00 kilovolts (kV) at a sample distance of 250 millimeters
(mm). Once the emitted electrons dislodge the inner shell electrons of the powdered sample, an
X-ray spectrum (CuKal) is produced with a wavelength of 1.540562 angstroms (A). The
intensity of the reflected X-ray is then recorded, and a relative peak height in intensity occurs,
which is recorded in counts. The detector setup is a liquid nitrogen cooled solid state detector
with a Bragg-Brentano theta: theta configuration and the diffractometer is accurate to within 0.2
degrees.

At the beginning of each XRD session at ICAL, the goniometer was initialized using SCINTAG
Diffraction Management System for NT (DMSNT) software and automatically aligned using a
brass plate using both a coarse (0.3 second preset time, 0.05 degree step size, 1 degree start/stop
offset) and fine (0.3 second preset time, 0.01 degree step size, 0.2 degree start/stop offset)
alignments. The purpose of these alignments is to maximize the peak intensity and minimize the
offsets added to the experimental diffraction pattern. Peak intensities were generally between
~10,000-12,000 and offsets <0.05, so as not to be too high to compare to standards in the
computer database. Each of the 43 samples was then run using the same parameters. The slit
sizes were kept fixed for each run, with the tube having 2 mm (divergence) and 4 mm (scatter)
slit widths, and the detector having 0.5 mm (scatter) and 0.2 mm (receiving) slid widths. The
scan event operated with a 0.02° step size with a start angle of 20° and a stop angle of 80°. Each
scan ran continuously at 0.6 seconds per step at a rate of 2.00 degrees per minute.

Once each scan was complete, a raw curve was saved to the computer. Using DMSNT software,
the background was subtracted and peaks found by converting peaks to lines, with a more in-
depth visual confirmation that all peaks were identified by the computer software. The
International Centre for Diffraction Data (ICDD) was used in conjunction with LookPDF
software using search match techniques to match diffraction patterns from each scan with
standard patterns in the diffraction database. Each card was then superimposed on the
experimental pattern to identify the individual crystal structures within the sample. Once X-ray
diffraction was performed on the samples from the BSFS and SWC, the relative compositions of
minerals within the sample could be quantified. Chave (1952) was the first to determine a partial
solid-state solution between calcite (CaCOz3) and dolomite (CaMg(COs)2) using XRD.
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This method is particularly useful because it relates the differences in ionic sizes between
substituting and host cations, which are expressed by the interplanar d-spacing for the major
cleavage (104) of calcite. This experiment, chemically determined, resulted in an empirical curve
relating calcite and dolomite, it has been utilized and refined in later experiments by Goldsmith
et al. (1955, 1961), Goldsmith and Graf (1958), Milliman et al. (1971), Bischoff et al. (1983),
and most recently, Zhang et al. (2010). The results from this project's X-ray diffraction analyses
were compared with the experimental curve from the Zhang et al. (2010) paper, which
characterized the ordered and disordered magnesium content of samples based on numerous
researchers' findings (Figure 31).
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Figure 31. Empirical curve between dio4 values and mole percent dolomite.
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In Figure 31, black squares are disordered dolomite data points from the Zhang et al. (2010)
study; purple triangles are from ordered dolomite samples; the pink diamond is from an almost-
ordered dolomite sample; and red circles are from weakly ordered dolomite. The straight solid
and dashed black lines are the idealized curves from Goldsmith and Graf (1958) and Goldsmith
et al. (1961) (modified from Zhang et al., 2010; figure from Jeffrey, 2014).

Stable C and O isotope analyses

Stable isotope analysis is a useful tool for studying the influences of meteoric and/or marine
waters on a carbonate system, and aims to identify the different sources of dissolved carbonate as
well as the rock-water interactions that commonly drive carbonate diagenesis (Arthur et al.,
1983). In each study area stable carbon and oxygen isotope values were measured at the
University of Michigan Stable Isotope Laboratory to determine the source of the water as given
by the isotopic signature within matrix material of the brecciated samples, vein fill material and
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host rocks (Figure 32). The same powdered samples were used as in the XRD analysis; therefore,
no additional preparations were necessary if enough sample was prepared.
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Figure 32. Stable carbon and oxygen isotope values were measured

Figure 32.A) Carbon and oxygen stable isotopic compositions of Cambrian samples from the
SPC. Stable isotopic compositions of Late Cambrian rocks sampled across Montana and
Wyoming by Saltzman (1999) are shown in the dotted box for comparison. These isotopic data
were used to correlate regional chemostratigraphic boundaries. These carbon and oxygen
isotopic values from Saltzman (1999) are within the range of expected values for marine
carbonates (Hoefs, 2009). B) Samples analyzed from the Gros Ventre Fracture Swarm. C)
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Samples analyzed from the hanging wall fault core of the Absaroka thrust. D) Samples analyzed
from the Gros Ventre Breccia pipe in the hanging wall of the Absaroka thrust -GVBP 5 not
shown. E) Samples analyzed from the hanging wall fault core of the Stewart thrust. F) Samples
analyzed from the Murphy Creek alteration zone (figure adapted from Lynn, 2012).

An isotopic analysis was performed by reacting a minimum of ten micrograms of the powdered
sample in stainless steel boats with four drops of anhydrous phosphoric acid for eight minutes
(twelve for predominately dolomitic samples) in a borosilicate reaction vessel at 77 = 1°C. These
reaction vessels were then placed in a Finnigan MAT Kiel IV preparation device coupled with a
Finnigan MAT 253 triple collector isotope mass spectrometer. O’ data was corrected for acid
fractionation by correcting to a best-fit regression line determined by the standard NBS 19. This
method is accurate within 0.1%o (Wingate, 2013). Results were categorized in a spreadsheet
based on breccia pipe location and sample material, and then graphed as a scatter plot with
laboratory standards.

Stable isotope results are given in comparison to the standard VPDB, which is calibrated through
the analysis of an international reference laboratory standard from the U.S. Natural Bureau of
Standards (NBS) (Arthur et al., 1983). The o (delta) values for oxygen and carbon stable isotopic
ratios discussed in this report are referenced to the following standard materials: Vienna Pee Dee
Belemnite (VPDB) and Pee Dee Belemnite (PDB) based on Veizer et al., (1999). Most Current
literature report values based on VPDB because its use implies that the measurements have been
calibrated according to IAEA (International Atomic Energy Agency) guidelines for expression of
delta (8)values relative to available reference materials on normalized per mil scales (Coplen,
1994). Older literature may refer to PDB which is the original standard from which the
equivalent VPDB has been derived since there is no longer a supply of PDB material.

NBS-19 is a standard derived from a homogenized white marble of unknown origin. The
Standard Mean Ocean Water (SMOW) is a hypothetical standard in which oxygen and hydrogen
ratios are similar to that of the average ocean water, which can be compared to VPDB values by
the equation

(1) 8'0smow = 1.03086 5'80veap + 30.86

Results are reported in delta (3 ) notation, which is a ratio of stable isotopes given by the
equation

(2) 6 — Rsample — Rstandard X 1000

Rstandard

where "R" is the ratio between either 13C/*2C or 80/%6Q, the standard is either VPDB or SMOW,
and units are per mil (%o) (Faure, 1998).

Radiogenic Strontium Isotope analysis

The isotopic composition of strontium (Sr) in rocks, minerals, and fluids carries geochronologic
stratigraphic and provenance information due to R~ decay of 8’Rb to 8/Sr. Resulting variations in
the radiogenic 87Sr/%éSr ratio generally vary with age and Rb/Sr ratios making the & Sr/®Sr ratio
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an excellent tracer for the source(s) of Sr (Scher, et al., 2013). Strontium isotopes can be used to
trace fluid interactions with different rock types.

Sr isotope methodology

Powdered samples were prepared as described for XRD portion above at MSU. Work to separate
Sr from the powdered rock samples was performed in a clean lab in Laramie, Wyoming.
Approximately 100 mg of each of the powdered samples was weighed on a Metler Toledo model
AX204 scale and put into 60 ml Teflon beakers. Working under a hood calcite, limestone and
dolomite were each dissolved with 3 ml 1N hydrochloric acid (HCI) and let sit for 48 hours to
dissolve. Fluorite was dissolved with 1ml concentrated nitric acid (HNO3z) then 3 ml perchloric
acid (HCIO4) was added; the samples were placed in an Analab Eurotherm 2132 model gas
collector under a hood to dissolve. Breccia samples were dissolved with 3 ml concentrated
HNO3 + 1ml HCIO4 + 2ml concentrated hydrofluoric acid (HF) and placed on a hot plate set at
130°C to dissolve for 48 hours.

After calcite, limestone and dolomite samples had sat in 3N HCL for at least 24 hours each
sample was poured into 5 ml centrifuge tubes, rinsing down beaker with 1IN HCL to remove all
detritus to centrifuge tube. If some detritus remained in the beaker it was rinsed with H>O and
discarded. The samples in tubes were centrifuged for 2 minutes at 3000 rpm on an Eppendorf
centrifuge model 5702 (with caps wrapped in parafilm). For each sample, supernatant was
pipetted back into the Teflon beaker that was rinsed out prior to centrifuging. The precipitate (or
detritus) was left stored and labeled in the 5 ml centrifuge tubes with a small amount of HCL for
possible further study. The Teflon beakers of calcite, limestone and dolomite samples were
placed open containered, on a hot plate set at 130°C overnight to dry down.

In the morning the dried down calcite, limestone and dolomite samples were described prior to
adding 8-10 ml 7N HNO3 to each sample. The samples were capped and placed on a hot plate set
at 130°C for approximately 8 hours. Removed caps and returned samples to hot plate to dry
down overnight.

Sr Resin microcolumns — snipped-off HDPE transfer pipettes fitted with train-ticket punched out
polyethylene frit at bottom

e Column ~ 500 pl Sr resin
e reservoir capacity is approximately 4 ml
e Drip rate: ca. 20 min/ml or 1h20 min./reservoir

Resin prep: Make slurry of resin with H.O* (*if sample in chloride form, convert to nitrate prior
to loading step), shake, let settle several hours or best overnight, pipette off floating surface
material with transfer pipette.

Day 1 Sr Resin microcolumns (cleaning step) - cleaned out resin pipettes which were fitted with

polyethylene frit at bottom with 50% HCL, then with nano purified water. Set up batch (8-12
microcolumns) of pipettes on a stand with waste beakers below each microcolumn. Loaded resin

61



into columns with 1 reservoir of H20. Then added 1 reservoir of 6N HCL; cleaned with 1
reservoir of H2O. *each loading step takes about 1h20 min from last column added.

Day 2 Strontium columns — (Condition columns) conditioned Sr columns with 1 reservoir
(pipetted) 3N HNOs. Rinsed Sr columns with 1 ml 3N HNOgz Elute matrix with 4 ml 3N HNO3

Next 6 ml 3N HNO3 was added to samples that had been dried down to a salt sized grain; put on
hot plate for 30 minutes. Removed and let cool then loaded samples into 5 ml centrifuge tubes;
spun these down. If no precipitate was present loaded samples.

Collect Sr—add 3 ml H2O to each column with collection beakers below columns to collect Sr in
solution. Removed collection beakers from below Sr columns and placed on hotplate set at 90°C
to dry overnight. The next day added 3 drops from syringe concentrated HNOz and 1 drop
hydrogen peroxide H202 and let these dry down.

In the mass spectrometer room added 1 ml 1N HNOz to each sample and let these dissolve.
Sample ready to run on NEPTUNE Plus MC-ICPMS. Sample was diluted and tested for Sr
strength before being analyzed by the instrument. Isotopic analysis was performed on the
NEPTUNE Plus, a next-generation Multicollector-Inductively Coupled Plasma Mass
Spectrometer (MC-ICPMS). 87Sr/88Sr reported relative to NBS987 = 0.710240 and two other
standards were used during the analyses including BCR (Columbia River basalt) and SRM915 a
CaCOs standard.

This procedure was repeated for each batch. The fluorites and breccias took longer to dry down
and had to be on the analab to dry down. The extra time needed to dry down may have been due
to organics in the solution once the elements were disassociated in the acids.

Scanning Electron Microscopy

SEM was used at ICAL at Montana State University to take high resolution images of samples
from each of the study areas. It is a JEOL JSM-6100. A SEM uses a highly-focused beam of
electrons from a LaB6 source to scan a sample. It operates off of the principle that kinetic
energies which are much lower than primary incident electrons (containing lower energies and
lower penetration depths) can detect secondary electrons as a consequence of the position of the
beam. This results in magnifications up to 100,000 times and resolutions up to 40 amperes (A) in
some samples (Montana State University Department of Physics, 2011). The SEM at ICAL has
EDS capabilities and this part of the SEM was used to determine the composition of some
samples from the different study areas. Energy-Dispersive x-ray spectrometry works by the
interaction of an electron beam with a sample target. This produces a variety of emissions,
including x-rays. An energy-dispersive (EDS) detector is used to separate the characteristic x-
rays of different elements into an energy spectrum, and EDS system software is used to analyze
the energy spectrum in order to determine the abundance of specific elements. EDS can be used
to find the chemical composition of materials down to a spot size of a few microns, and to create
element composition maps over a much broader raster area. Together, these capabilities provide
fundamental compositional information for a wide variety of materials
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Secondary Electron Imaging and ImageJ Statistical Calculations

The SEM at ICAL was used to take topographical images of ten samples from the BSFS and six
samples from SWC. Rock samples were whole chips approximately 3-5 mm in length. Samples
were mounted on a coater tray and secured using carbon tape, then sputter coated with iridium at
20 milli-amperes (mA) for 20 seconds. Digital images were taken using MIimage version 1.0.
Greyscale SEM images were then imported into BonelJ, a plug-in of the freeware ImageJ version
1.47 in order to determine the two-dimensional cross-sectional porosity present within the
brecciated samples. This was accomplished by correcting each photo with a color threshold,
which then aided in calculating percent area porosity (Figure 33).

i e _
15kV 3500x WD 34 8 um

T_h) 15kV  1900x WD 29
Figure 33. SEM and BoneJ analyses of matrix material from breccias highlighting the amount of
porosity present.

Figure 33 shows SEM (left) and the BoneJ plug-in of ImageJ (right) analyses were of matrix
material from breccias BSM-007a (a) and BSM-013a (b). Color thresholds (dark grey
enhancement in the images on the right) were applied, which emphasize the increase in two-
dimensional area porosity. Calculations revealed a 5 to 25% increase in area porosity.

Cathodoluminescence
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CL Optical cathodoluminescence (optical-CL) permits optical examination or imaging of a
sample through the attachment of an evacuated CL-stage to an optical microscope. The CL-stage
attachment uses a cathode gun to bombard a sample with a beam of high-energy electrons. The
resulting luminescence in minerals allows textures and compositional variations to be viewed
that are not otherwise evident using light microscopy. The stage allows X-Y movement of the
sample to examine much of the surface area in the sample (serc.carleton.edu website). The Earth
Science Department at MSU has a RELIOTRON CL instrument which is attached to a Nikon
Microscope. Thin sections were polished and left uncovered to perform CL analysis on. The CL
was used to look at vein fill material as well as matrix material in several of the study areas. The
CL shows multiple episodes of vein fill in Figure 34.

Figure 34. CL shows multiple episodes of vein fill

In Figure 34, CL images A, B. and C. D is the same view as C viewed without the CL under
plane polarized light, magnification is 4X. With CL the fluorite shows up bright blue in A and C.
It is replacing oolites visible in D. The red color is calcite and the darker part of C & D is mostly
dolomite. Image B (10 X magnification) shows zoning of iron rich calcite and also sulfides and
bitumen filling in the void spaces and replacing some of the calcite. The samples are from the
PMSA.
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Standard Petrography

All of the study areas in the project utilized standard petrography techniques to examine samples
which were collected in the field. Samples were brought back to MSU and billets were cut from
selected areas of each sample. Many thin sections were made without cover slips so that CL and
SEM techniques might also be applied. Some thin sections were prepared as double polished
slides for fluid inclusion work. Some thin sections were stained for carbonate (Figure 35, Figure
36, and Figure 37).

Figure 35. Thin sections stained for carbonate.

Figure 35 is a photomicrograph of thin section using the white card method to see textures easily
in the stained thin section from PMSA, 2X magnification and plain polarized light. Section was
stained with alizarin red and potassium ferricyanide. The red portions of the stained sample are
mainly microspar calcite filling in voids in the dolomite host rock; the central light violet vein is
coarse sparry late-stage ferroan calcite, and no color change is dolomite. The dark areas are
sulfides, mainly pyrite. Area in black rectangle bottom left detail of section with arrow is ppl and
10X magnification. Dol, Ca, feCa and P are labels for dolomite, calcite, ferroan calcite and

pyrite.
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Figure 36. Petrographic images of hydrothermal breccias from BSMSA exhibiting the variations
in secondary mineral precipitation and porosity development.

In Figure 36, the left column displays samples in plane-polarized light; the right in cross-
polarized light. SWC- 0la (a) shows a highly replaced Herkimer quartz crystal surrounded by
calcite rhombs and matrix dolomitization. BSM-009a (b) displays a vug lined with early calcite
and dolomite cements and late-stage iron. BSM-008b (c) is of a void that had been created by
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fracturing, and is lined by coarse calcitic cements. This void has been bridged by a late-stage
dolomite cement event, which is interpreted to reduce the permeability that had been created by
tectonic events. *These thin sections were stained for carbonates.
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Figure 37. Thin section photomicrographs showing fault breccias in the Cambrian Gros Ventre
Formation (photos C-F are of stained thin sections).

i 400 M
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Figure 37 A) is fault breccia from the hanging wall of the Absaroka thrust showing
recrystallization of the matrix (arrow) and a late stage calcite vein. B) Fault breccia from the
hanging wall of the Stewart thrust. Note the general matrix porosity. C-F) Brecciated Gros
Ventre samples collected near a small-scale fault in the Murphy Creek area C) Late-stage calcite
(stained pink) has recrystallized much of the cataclastic matrix (red arrow). The teal areas are
stained epoxy, not ferroan dolomite. D-F) Ferroan dolomite (stained turquoise — blue arrows) and
ferroan calcite (stained purple — yellow arrows) veins precipitated along fractures and in
intercrystalline porosity. Early ferroan dolomite (Blue arrows) was offset, by later ferroan
calcite-filled fractures. The dark material lining fracture walls is bitumen (hydrocarbon residue —
green arrows). The matrix is a coarse sparry dolomite, which was likely an early diagenetic
product postdated by fracturing and cementation.

RESULTS AND DISCUSSION: NATURAL ANALOGS OF
ESCAPE MECHANISMS

Two theses were completed and published based on this work and one is in review. These areas
have been referenced during the duration of this project, following are the abstracts and location
maps and a few figures from the areas.

Stewart Peak Culmination Study Area — SPC

Helen Lynn’s abstract from her master’s thesis

The Stewart Peak culmination is a duplex fault zone of the Absaroka thrust sheet, which is part
of the Sevier fold-and-thrust belt in western Wyoming. Duplex structures can serve as subsurface
oil, gas and carbon dioxide (COz) traps. The culmination lies east and up-dip from naturally
occurring COz traps in Idaho and west of the Moxa arch in Wyoming, another naturally
occurring CO> trap and potential target for CO2 sequestration. The culmination has been uplifted
and breached by erosion, exposing traps and reservoir rocks analogous to proximal subsurface
structures, thus allowing for outcrop-scale investigation of the elements that comprise a complex
trap and an analysis of the relative timing of faulting, fracturing, fluid migration and structurally-
controlled diagenesis.

The purpose of this study was to characterize structural elements of the Stewart Peak culmination
that controlled fluid flow. Field-based analyses of fractures, fault damage zones and breccia
pipes were conducted in order to assess how these structures affected fluid flow. Rocks were
sampled in order to elucidate the diagenetic characteristics of alteration associated with episodes
of fluid migration and document the qualities of reservoir rocks.

Faulting has led to extensive fracturing and brecciation of rocks in the culmination. The
geometry of faults and fracture sets initially controlled fluid migration pathways. Brecciated fault
zones of large-displacement thrusts served as focused fluid conduits. Fracturing also facilitated
fluid flow, locally enhancing porosity and permeability. The protracted history of deformation in
the culmination helped maintain fluid flow pathways through fractures zones. Fault zones and
fractures display complex diagenetic alteration as a result of multiple episodes of deformation
and fluid migration. Sub-vertical fracture swarms and breccia bodies dissect some fault zones
and represent discrete vertical fluid pathways through which CO,-charged hydrothermal fluids
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were focused. Hydrothermal brines may have enhanced structurally controlled fluid migration
pathways through interrelated processes of effervescence-induced brecciation and
dolomitization.

Faulting, fracturing, brecciation and diagenetic alteration generally enhanced the quality of
reservoir rocks and increased the hydraulic connectivity within the culmination. The enhanced

porosity and permeability of the Madison Limestone and Bighorn Dolomite indicate that these
reservoirs have good potential for CO> sequestration.
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Sample Locations - Stable Isotope Analysis
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Figure 38. Locations of Cambrlan samples coIIected for stable |sotope anaIySIS in the SPC.
Several of the samples from these locations are shown in Figure 32.
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The samples were chosen for both stable C and O stable isotope work and referenced to the
fracture stations which spanned the hydrothermally altered field site. Having multiple geological
analyses in an area such as thin sections, fracture stations, and chemical analyses including
isotope work supports the characterization of the unit being studied.
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Figure 39. Top figure shows locations of study areas in the SPC. Bottom shows fracture
intensity in the areas. The rose diagram shows the orientations of fractures measured in the field.
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Thermopolis Anticline Study Area — TSA

Whitney Treadway’s abstract from her master’s thesis (thesis is under review):.

As global greenhouse gas emissions increase, it is necessary to find ways to mitigate these gases
in order to decrease the effects of anthropogenic climate change. One mitigation strategy is to
capture and store CO: in viable geologic structures. This project focused on a geologic structure
similar to those being used as CO; storage sites and potential leakage. This study was intended to
gain insight on fracture patterns at a leaky CO2 system. The geologic structure studied in this
project is a Laramide-style, fault-propagation fold in the southern Bighorn Basin in Wyoming.
During the course of this project, measurements on fractures were collected and analyzed in
order to gain understanding of potential leakage in other similar structures. Measurements were
taken on fractures throughout the anticline, including orientation, length, vein fill, and fracture
aperture. Fracture orientations were grouped into hinge-parallel, hinge-perpendicular, and
conjugate fractures. Hinge-parallel fractures are dominant throughout the field area because these
fractures developed early on in folding and continued throughout folding. Other fracture
orientations develop at variations in curvature and along basement weaknesses. Fracture intensity
was greatest in the steep, southern limb and along the crest of the anticline, as well as in the more
resistant, thinner formations. Vein fill is also greatest in the southern limb and crest of the
anticline near the Bighorn River. Less vein fill occurs further from the river and hot springs.
Multiple generations of vein material was found, resulting from multiple fracture opening events
and/or recrystallization of previous vein material. Vein fill material and hot springs water
migrate through the same pathways along the fractured south limb and crest, and at the strike-slip
fault along the Bighorn River. While vein fill material and travertine deposits vary in age, both
were formed from meteoric water percolating into the system; vein material formation water
interacts more with host rock and other vein material, while travertine formation water has less
interaction with adjacent rock. Implications for CO- storage are as follows; storage sites must
have thick, less resistant caprock overlying entire structure, and structure must not be cut by sub-
vertical faults that reach the surface.
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Figure 40. Fracture stations in the TSA study area, Cedar Ridge Dome and Warm Springs
Dome.
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Figure 41.Tp map showing vein fill in blue; darker blue shows higher vein fill values and
travertine deposits are shown in yellow. Bottom map shows fracture intensity in red, with darker
red indicating denser fracture intensity. Fracture stations in the TSA study areas are in red in this
figure.
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Big Snowy Mountain Study Area — BSMA

Sarah Jeffrey’s abstract from her master’s thesis:

The subsurface characterization of three-dimensional structural traps is becoming increasingly
important with the advent of new technologies for the sequestration of anthropogenic carbon
dioxide, which often takes place within pre-existing, sealed reservoirs to permanently store
greenhouse gasses that are detrimental to the global climate. Within the Big Snowy Arch, central
Montana, reservoir units that are targets for carbon sequestration have experienced Laramide and
younger deformation and widespread Eocene igneous activity, which introduced a heating
mechanism for hydrothermal fluid flow and created anisotropy in Mississippian strata. One
particular region of interest is the western flank of the Big Snowy Mountains, which contains a
northeast-southwest striking, high-angle fault zone which has acted as a conduit for
hydrothermal brine solutions into the overlying Phanerozoic rocks. Such fault zones often branch
and bifurcate as they propagate up-section through the overburden, until a loss of thermally-
driven hydrodynamic pressure terminates the upward movement of carbon dioxide-rich brines,
leaving a distinct assemblage of collapse breccia rich in hydrothermal minerals, such as saddle
dolomite and sulfide precipitates. To determine the degree of structurally-induced anisotropy
within the reservoir units, field techniques (detailed structural measurements and lithologic
descriptions) coupled with analytical methods (X-ray diffraction spectrometry, stable carbon and
oxygen isotope analyses, secondary electron imagery, and petrography) were utilized. These
techniques presented concrete evidence of hydrothermal mineralization and episodic fluid flow
within the brecciated region of the fault zone. These areas are major avenues of enhanced
porosity and permeability in the subsurface, which has important applications at some sites in
Montana where carbon sequestration is under consideration (e.g., Kevin Dome).
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Figure 42. The BSFS field area (A) displays the location of 22 breccia pipes along the trace of
the fault under study; the SWC field area (B) displays the location of two breccia pipes at the
canyon entrance. These areas are shown in the following Figure 44.
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Figure 43. Field area map of the BSMSA. The Big Snowy fault system (BSF) and Swimming
Woman Canyon (SWC) field areas are outlined and displayed over the geologic map for central
Montana. Inset shows location within Montana.

The Big Snowy Mountain Study Area located at the western end of the Big Snowy Arch, is
focused on a northeast-southwest-striking high-angle fault zone that transects the entire range
and is rooted in the Precambrian basement (Figure 45) (Jeffrey, 2014). Basement-rooted faults
are well known for their conductivity of warm, hydrothermal brine solutions into the overlying
Phanerozoic rocks (Davies and Smith, 2006).
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Table 11. Stable C and O Isotope Results. Colors correspond to Figure 45.
Breccia Pipe ID

BSM-D0D1c

BSM-002b

B5SM-003a

BSM-004d
BSM-D0D5b
BSM-D06¢

BSM-007b

BSM-007hb clast
BSM-007¢
BSM-008b

BSM-009e

BSM-010c
B5M-011a vein
BSM-012a

BSM-013a

BSM-D14a
BSM-015b
BSM-D16a

B5M-017c

BSM-018b
BSM-019a whole
B5SM-019b vugs
BSM-019c whole

BSM-020a
BSM-020¢ clast
B5M-021b

BSM-022a

BSM-F2c
BSM-F3b
SWC-01a whole

SWC-01b

SWC-01c
SWC-01d
SWC-01e

SWC-01f

SWC-02a whole
SWC-03a replacement

SWC-03b whole
SWL-UacC

SWC-03c rind

SWC-03d
SWC-03e
SWC-03f whole

Standard

Standard
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Figure 45. Stable C and O isotope results. Stable isotope analysis contrasts samples from various

parts of a breccia pipe in comparison to standard laboratory samples (pink circles).
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Figure 45 shows there is a slight downward linear trend (down to the left on the graph) indicating
mixing between marine and meteoric waters. Marine waters, which may originally be trapped
within the pore spaces or layers of a sedimentary rock, are often isotopically altered by isotope
exchange reactions with the host rocks and downward-percolating meteoric fluids (Faure, 1998).
This results in connate waters whose isotopic signature is a mixture of formational and meteoric
fluids.

Pryor Mountain Study Area — PMSA
Small uranium vanadium deposits are present in the PMSA. The deposits are hosted in
mineralized collapse breccia features within a paleokarst horizon of the Madison Limestone.
Some of these features show multiple episodes of brecciation including hydrothermal breccias
along the same fractures. Faults and fractures are critical factors in enhancing the porosity and
permeability of otherwise tight carbonate reservoirs and have important implications for fluid
migration. Both districts are located in Laramide structures. A similar structure located at the
near Lovell, Wyoming, the Little Sheep Mountain anticline, hosts the active Lower Kane Cave
bearing hydrothermal fluids with radioactive mud and water. The cave is still forming through
sulfuric acid speleogenesis, a mechanism in which limestone dissolves due to sulfuric acid
instead of carbonic acid, aided by microbial processes. This structure may provide a modern day
analogue to the depositional mode of mineralization for these districts and provide a natural
analog to COz escape mechanisms. Rock samples were chosen to provide data on geologic
processes caused by subsurface migration of natural CO. across faults and fracture networks ie.
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along the crest of the anticlines. Breccia clasts and matrix samples were collected as well as both
altered and unaltered host rock, and generations of cements from veins from each study area.

Big Pryor Mountain

“East Pryor'Mountaing

Flgure 46 Index map of the Pryor Mountaln study area mcludes BlgPryor Mountaln East Pryor
Mountain, Red Pryor Mountain, Montana and the Little Mountain area, Lower Kane Cave and
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Little Sheep Mountain anticline, Wyoming. Fracture studies were conducted on Red Pryor
Mountain and Little Sheep Mountain anticline and these areas are denoted with red stars.

Stable C and O and radiogenic Sr isotopes

The PMSA was the only study area which had Sr isotope analyses done over the course of this
project. All of the study areas had stable C and O isotope analyses done on breccia, host rock,
and vein fill cement with very similar results. The late stage calcites and breccias generally have
have the most depleted §'80 values. The more negative §'®0 values of carbonate cements may
reflect high temperatures during vein filling, precipitation from isotopically depleted fluids, or
some combination of both factors (Budai and Wiltschko, 1987; Katz et al., 2006). At elevated
temperatures the oxygen fractionation between water and calcite is decreased, resulting in calcite
precipitates with more negative oxygen isotopic compositions. In all four study areas the more
depleted 580 values have been from areas that show physical signs of hydrothermal alteration.
The values are also similar to nearby study areas when comparing literature.
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Figure 47. C and O stable isotope and some &'Sr/%Sr values data from PMSA.

In Figure 47, the turquoise stained portion of the rock is the dolomite host rock (LISBONOO1A),
the red vug filling is the calcite and the last episode of vein fill is the purple ferroan calcite
(LISBONO001C). Green dashed box represents Mississippian carbonate range based on Cooley et
al., 2011. Sample groups are circled. for the two ferroan carbonates are shown. Figure to left
(from Katz et al, 2006) shows Sr and O isotope crossplot of Madison Formation rocks in the Owl
Creek thrust sheet. The dark grey line represents the Mississippian seawater Sr value as defined
by Bruckschen, et al., 1999. 580 values are the most depleted in both figures in the late —stage
calcites. The breccias in the PMSA have more radiogenic values than the late-stage calcites.

When deciding which samples to have analyzed for Sr isotopes, values of stable C and O isotope
data was reviewed from the PMSA. The same powdered samples that were used for XRD and
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stable C and O isotope analyses were analyzed. Samples were chosen to get a wide
representation of the sample set based on the previous isotope data. Four Madison Limestone
host rock samples which seemed the closest to Madison sea water values were chosen, 8 breccia
samples with 2 being silicified and not having any stable C and O isotope data, 3 fluorite and 2
barite samples also not having stable C and O isotope data, 12 calcite vein and cement samples
with some of the more depleted 520 values, and several limestone and dolomite samples.

In the PMSA the host rock for the hydrothermal breccias is the Mississippian age Madison
Limestone. The Sr isotope analysis was used to determine if the fluids responsible for late-stage
calcite precipitation and breccia matrix interacted with high Rb source rocks such as granites and
gneisses. All 87Sr/%8Sr isotope results are presented in Table 13 along with §*80 and §'3C values
from the carbonates tested. Barite and fluorite are present in most of the silicified hydrothermal
breccias in the PMSA so these samples were also analyzed for Sr isotopes. The barite Sr isotopes
were analyzed at the Institute of Marine Sciences, University of California, Santa Cruz,
California, using the methods described by Scher et al., 2013. The barites, fluorites and a few
carbonates did not have stable C and O isotope work done on them. The §'80 carbonate values
versus &7Sr/88Sr ratios are shown in Figure 48. Table 12 shows &'Sr/®Sr ratio for some geologic
materials. It shows Phanerozic seawater with the same range of values as the Madison Limestone
host in the PMSA. The results in Table 13 and Figure 48, show that the Madison Limestone host
rocks 8Sr/8®Sr values (0.707913-0.708914) fall within and slightly above to the Upper
Carboniferous seawater range as based on Burke et al., 1982 (~0.70804—0.70828; Burke et al.,
1982). One limestone PSEO02A is host to a mineralized calcite vein and has a much more
radiogenic value of 0.710047 suggesting the fluids that produced the mineralization were not in
equilibrium with the host rock. Two breccia samples and one calcite sample have values less
than 0.709 while all the other samples have 0.709 or greater excluding the Madison Limestone
host rock samples. The 3 fluorite and 2 barite samples have a similar radiogenic signal to each
other suggesting they were derived from the same migrating fluid source, more radiogenic than
the Madison Limestone host. All the other samples have a more radiogenic or continental
signature in terms of 87Sr/%8Sr than the host limestone formation. The most radiogenic sample is a
ferroan dolomite pictured in Figure 47 which came from a large floating clast breccia on the Red
Pryor portion of the PMSA. The sample had the least depleted stable C and O values of all the
samples with 8'3C value of 0.20 and a 580 value of 0.15. Figure 47 shows C and O stable
isotope data from PMSA and several Sr results. The turquoise stained portion of the rock is the
dolomite host rock (LISBONOO1A), the red stained vug filling is the calcite (LISBONO0O01B) and
the last episode of vein fill is the purple stained ferroan calcite (LISBON0O1C). 8Sr/®Sr values
for the two ferroan carbonates are shown. 8/Sr/®Sr analysis was not done on LISBONOO1B, the
red vug calcite. The wide range of values for 8’Sr/%Sr seems to suggest that most of the
hydrothermally altered materials have been in contact with fluids that migrated from the burial
environment while dissolving and incorporating radiogenic Sr from the dissolution of the
surrounding carbonates and the felsic basement, respectively. The strontium isotope values of the
breccias are between 0.7087 and 0.7149 and document the incorporation of strontium from
basement rocks like the pink granites (0.726) of the Beartooth Mountains, Montana (Lafrenz et
al., 1986), the continental crust (0.7155-0.7165; Burke et al., 1982), feldspathic basement
(0.7195; Tucker and Wright, 1990), and/or Precambrian gneisses (0.712—-0.726; Faure et
al.,1963).
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Table 12. Ranges and average ’Sr/8Sr ratios of some geologic materials
Ranges and average gy i %Sr ratios of some geologic materials

Sr 7 *o8r 6578y Reference”
il\'l.!ﬂ:lgi_‘ ran gl.l m'unlgu rﬂ]’lgl_‘
Continental crust 0.716 9.7 1
Continental volcanics 0.702-0.714 —101to +68 2
Oceanic 1sland basalts  0.704 0.702-0.707 —-73 —10.1 to —3.1 2
River water 0.712 0.704-0.922 4.0 — 7.3 10 300 3-8
Modern seawater 0.7092 0 910
Phanerozoic seawater 0.707-0.709 —31to +02 9 11-13
Proterozoic seawater 0.702-0,709 =101 t0 +0.2 14,15

"1 = Goldstein and Jacobsen (1988): 2 = Faure (1986): 3 = Brass (1976); 4 = Wadleigh et al.
(1985); 5= Goldstein and Jacobsen (1987); 6 = Palmer and Edmond (1989); 7= Palmer and
Edmond (1992): 8 = Krishnaswami et al. (1992); 9 = Burke et al. (1982); 10 = Capo and DePaolo
(1992); 11 = Hess et al. (1986): 12 = DePaolo (1986); 13 = Elderfield (1986); 14 = Veizer et al.
(1983); 15 = Derry et al. (1992).
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Table 13. 813C, 6180, & 87Sr/86Sr values of some samples from the PMSA
Lab No. Sample 1D Number Composition of sample | 8°C | &0 [¥sr/*sr 26

*UCSC lab OGM B Barite 0.00 | none 0.709509 0.000003
*UCSC lab SWMP B Barite 0.00 | none 0.709907 0.000024
AM2 DH22; dremel tool Madison LS -1.02 | -6.74 0.708232 0.000009
AM3 DH22;M/pestle Madison LS -1.02 | -6.74 0.708340 0.000012
AM11 DH22 chips Madison LS -1.02 | -6.74 0.708336 0.000007
AM4 Mm1021A; dremel tool Madison LS 2.04 | -2.87 0.708625 0.000009
AM5 Mm1021A;M/pestle Madison LS 2.04 | -2.87 0.708116 0.000015
AM12 MMZ1021A chips Madison LS 2.04 | -2.87 0.708167 0.000010
AM6 PSEOQ03; dremel tool Madison LS 1.14 | -3.75 0.708914 0.000007
AM7 PSE003; M/pestle Madison LS 1.14 | -3.75 0.708754(  0.000010
AM13 PSE003 chips Madison LS 1.14 | -3.75 0.708764| 0.000010
AMS Salamander;dremel tool Madison LS 1.30 | -6.93 0.707968 0.000010
AM9 Salamander; M/pestle Madison LS 1.30 | -6.93 0.707913|  0.000008
AM14 Salamander Chips Madison LS 1.30 | -6.93 0.708004| 0.000009
AM43 PSE002A Limestone -1.76 | -18.33 | 0.710048 0.000010
AM27 LEOINCLINE_A Calcite -6.20 | -19.18 | 0.708316 0.000009
AM28 DANDY_SPMV Calcite -2.33 | -24.80| 0.709220 0.000007
AM29 D2001C Calcite -4,55 | -23.60 [ 0.709090 0.000006
AM29(2) dup. D2001C Calcite -4.55 | -23.60 | 0.709087 0.000008
AM30 FS139 Calcite -1.86 | -17.36| 0.709342 0.000007
AM31 OGM-715GC Calcite -5.60 [ -19.49 | 0.708718 0.000008
AM32 LSM-RRC005 Calcite -2.26 | -23.72| 0.709473 0.000007
AM33 LSM-RRC007C Calcite -1.92 | -19.82| 0.709433 0.000010
AM34 SBRX Calcite -2.07 | -21.87 | 0.709591 0.000007
AM36 LM_LISBON Calcite none | none 0.708845 0.000010
AM37 2PSE001GC Calcite -4.35 | -19.57| 0.709294| 0.000007
AM38 PSE002 Calcite -3.28 [ -19.01 | 0.709375 0.000013
AM39 UKC004 Calcite none | none 0.709363 0.000006
AMA40 1028 LSH Dolomite 2.61 | -1.00 0.709207 0.000009
AMA41 SWMP_0IV Dolomite -0.79 | -15.28 | 0.709676 0.000008
AMA42 UMBO018 Dolomite -1.59 | -19.06| 0.709855 0.000008
AM26 LISBON001C Ferroan Calcite -0.59 | -15.99| 0.709781 0.000009

* Barite samples were analyzed on a Neptune MC-ICPMS in the lab of Dr. Adina Paytan at the Institute of Marine Sciences,
University of California Santa Cruz, California; 87Sr/86Sr reported relative to NBS987 = 0.710240

*All other 87Sr/86Sr work was done on a Neptune MC-ICPMS Plus in the High Precision Isotope Laboratory of Dr. Kenneth
Sims at the University of Wyoming; 87Sr/86Sr reported relative to NBS987 = 0.710240

*C and O stable isotopes were analyzed by Lora Wingate at the University of Michigan. C and O values reported relative to
VPBD using the calcite standard NBS 19 = 1.95 per mil
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Figure 48. The 580 carbonate values versus 8'Sr/®°Sr ratios from some samples from the
PMSA. Inset figure showing variation of the strontium isotopic composition of Phanerozoic

oceans.

In Figure 48, the 8Sr/%°Sr of seawater has fluctuated between the average values of terrestrial
weathering and hydrothermal exchange with mid-ocean ridge basalts. The isotopic composition
at any time in the past reflects that of unaltered marine carbonate of that age (Capo et al., 1998).
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Summary of Petrographic and Fieldwork Findings

Petrographic analyses of formations sampled in the study areas demonstrate that fractures have
served as fluid conduits at all scales of observation (outcrop, hand sample and microscopic
scales). Veins with sharp host rock contacts and a crystal size increasing towards the interior of
the mineralized fractures (drusy fabric) indicate that precipitation occurred in fluid-filled spaces
generated by tensile fracturing (Roberts, 1990). Separate generations of vein fill cements,
replacement textures, dissolution and hydrothermal mineralization are localized along fractures,
small-scale faults, and pressure solution seams, which indicates that tectonic fabrics have
controlled the location and extent of diagenetic alteration for multiple episodes of fluid
migration. Additionally, dead oil or bitumen is localized along fracture walls, along bedding
planes, within dissolution vugs, and in the intercrystalline porosity of the more extensively
dolomitized limestones, indicating that fractures influenced the migration and accumulation of
hydrocarbons in the study areas.Generally highly fractured and dolomitized facies display the
largest concentrations of bitumen and minor sulfides namely pyrite. Although the diagenetic
history of each formation examined varies widely, the late-stage diagenesis affecting those units
have some consistent similarities. Fracturing provides migration pathways for many episodes of
fluid migration, with some still active at the TSA, within the SPC and Little Sheep Mountain
areas. The late diagenetic products of those fluid migration episodes vary between the different
formations examined within each field area, but they consistently display a general sequence of
fluid migration, mineralization and alteration that includes the following:

1. Precipitation of dolomite cements and and/or replacement of early formed carbonates
with dolomites that often have ferroan composition and sometimes have a saddle shaped
morphology. These late-stage dolomites differ from early diagenetic dolomites in their
shape (euhedral to subhedral), size (coarsely crystalline) and location (proximal to
fractures, faults and stylolites).

2. Hydrocarbon migration and accumulation along fractures and within porous and
permeable facies. This episode of fluid migration may be coeval with, or slightly postdate
migration of the dolomitizing fluids.

3. Dolomite dissolution and the development of moldic porosity in some of the dolomitic
and biomicritic units.

4. Sulfide mineralization (largely pyrite) localized along fractures, faults, stylolites,
dissolution vugs and within porous facies.

5. Coarse, blocky ferroan calcite precipitation that may be genetically associated with
sulfide mineralization.

6. Precipitation of coarse, non-ferroan blocky calcite cement often occludes porosity, fills
fractures, molds and dissolution vugs, and replaces earlier generations of carbonates- late
stage calcite.

7. Oxidation and weathering of sulfides into limonite and hematite.

8. Vadose calcite cementation and precipitation of pendant cements and speleothems.

This generalized history of fluid migration is an oversimplified description of the paragenetic
sequence of late diagenesis affecting reservoir rocks of the four study areas. The late-diagenetic
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history of the rocks examined is more intricate than the sequence discussed above. There are
numerous fine-scale overprinting deformation and brecciation textures and complex
recrystallization, dissolution, and cementation textures. The TSA and PMSA also have a
component of active geothermal fluids migrating through parts of the areas that are likely more
enriched in H2S. Volatilization and oxidation of HS to sulfuric acid on cave-wall surfaces
causes aggressive carbonate rock dissolution and replacement by gypsum during sulfuric acid
speleogenesis (Engle et. al, 2003). This is the process that is forming the Lower Kane Cave,
Wyoming and is now recognized worldwide as a prominent cave forming process. Hydrogen
sulfide bearing fluids migrate upward along fractures, bedding planes and joints in structures in
this process and may be particularly relevant in sites being considered for storage of CO, which
are proximal to producing or past productive hydrocarbon reservoirs.

The similarities of structurally controlled, late-stage diagenesis between each formation suggest
that the pervasive deformation in the culmination allowed for similar fluids to migrate through
the entire stratigraphic package studied. Fractures and small-scale faults appear to be critical in
facilitating fluid flow, and maintaining structural permeability in the SPC. Most outcrop-scale
fractures are open, and many fractures in thin section remain open, or are only partially bridged
by cements. This may be a result of recent meteoric dissolution. The presence of multiple
generations of cements and multiple diagenetic alteration products that are localized along
fractures indicates that they remained open to fluid migration for an extended period of time. The
history of fluid migration is more complex than the simple summary presented here.
Petrographic examination indicates that there were many pulses of fluid migration associated
with episodic deformation and tectonic pumping in the study areas.

Hydrothermal fluid systems are characterized by dynamic processes controlled by the interplay
of deformation and fluid migration; fluid flow is episodic in nature with abrupt changes in pore
fluid pressures and applied stress in response to preseismic processes, coseismic fault rupture,
and post seismic aftershock processes that can control fault zone permeability (Davies and
Smith, 2006). The presence of saddle dolomite and sulfide minerals suggests that the sources of
mineralizing fluids were hydrothermal in nature. The suite of minerals that developed as a result
of late-diagenetic alteration in the SPC and the PMSA are often associated with Mississippi-
Valley-type hydrothermal ore deposits (Davies and Smith, 2006). Coarse, blocky, anhedral to
subhedral calcite cements are typically the latest diagenetic product in the samples examined.
These cements are often associated with mosaic breccias, floating clast breccias and/or multiple
overprinting breccia textures. The coarse nature of these cements and the floating breccia
textures suggest that the calcite was precipitated rapidly, and that it was associated with a

late episode of deformation. The development of floating clast breccias and mosaic breccias are
sometimes attributed to hydro-fracturing of a host rock as a result of isothermal CO>
effervescence; effervescence and hydro-fracturing occur due to rapid changes in fluid pressures
following rupture along a fault (Sibson, 1986; Davies and Smith, 2006; Katz et al., 2006).
Effervescence causes an increase in the fluid pressure within a vein, and a decrease in the
effective confining pressure of the surrounding host rock, which allows for fracture propagation
(Jebrak, 1997).
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CONCLUSIONS: NATURAL ANALOGS OF ESCAPE
MECHANISMS

Extensional fracturing and brecciation are two important deformation mechanisms which
increase porosity and permeability in reservoir rocks. In all four areas fractures play a large role
in the transport of fluids through the structures. These areas have been influenced by several
tectonic events with the Laramide orogeny imparting many tectonic breccias along existing and
new fracture systems. The quality of these reservoirs and their capacity for CO, storage, are
dependent upon reservoir porosity and permeability, the architecture of sub-surface traps and
fracture-controlled permeability networks that affect fluid dynamics in a system. Faults and
fractures may serve as conduits or barriers to fluid flow in structural traps. These structures could
be potential leakage avenues if they breach seal rocks and/or direct fluid flow towards the
surface; conversely faults and fractures can also compartmentalize reservoirs and create
anisotropy in fluid flow systems if they are sealed with impermeable cements. Carefully
examining paleo fluid flow systems at outcrops found in breached exhumed structures like the
Little Sheep Mountain anticline, Thermopolis anticline, and Gypsum creek anticline can lend
insight into the fluid dynamics of similar subsurface structures being considered for storage of
CO:.. Different chemical and isotopic compositions within vein fill material indicate that fluid
flow has occurred in more than one episode. Some of the possible sources of fluids related to
veining include Cretaceous marine or meteoric water, connate fluids, and basinal brines (Budai
and Wiltchko, 1987; Katz et al, 2006).

The following conclusions can be made about potential CO2 reservoir rocks:
1) Early dolomitization of carbonates (the Madison and Bighorn Formations) enhanced host
rock porosity, thus increasing reservoir quality (Budai, 1987) in the four study areas.

2) Fracturing associated with Sevier tectonic deformation and development of the Stewart
Peak Culmination created pathways for migrating fluids and enhanced the secondary
porosity and permeability of reservoir rocks. Later Laramide tectonic deformation
enhanced fluid pathways within reservoir rocks in the PMSA, BSMSA and TSA;
fractures and paleokarst features served as conduits for the migrating fluids from the
Bighorn Basin area. At Thermopolis and Little Sheep Mountain anticlines, fractures and
Laramide faults continue to serve as the main fluid conduits controlling the locations of
active hot spring deposits and the development of hydrogen sulfide speleogenesis.

3) Tectonic deformation associated with the development of the culmination in the SPC, and
later Laramide tectonic deformation of TSA, PMSA, and BSMSA, led to the formation of
fault-fracture permeability networks that enhanced reservoir quality and storage capacity
in host reservoir rocks.

4) Hydrocarbons migrated into the Stewart Peak culmination and the basement cored

Laramide structures via faults and fractures and were stored within the pore-space created
by deformation and related structural/diagenetic alteration.
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5) Hydrothermal fluids migrating along permeability networks caused dissolution of early
carbonate cements and host rocks and fabric-selective dolomitization, which increased
porosity and permeability of reservoirs in the four study areas.

6) CO2 migration likely formed vertical fracture swarms and breccia pipes associated with
hydrothermal fluids and boiling of CO- due to a loss of pressure in the four study areas.

In the SPC fault damage zones allowed fluids to migrate parallel to the strike of faults. Fractures
geometrically “fit” with Sevier tectonic deformation and are consistent with the regional tectonic
fabric. Fluid flow was facilitated by the linking and intersection of systematic fracture sets,
which increased the hydraulic connectivity of the duplex, and allowed fluids to migrate and pool
under well-sealed structural highs. Travertine springs and zones of extensive alteration are
products of fluid migration along some of these major fluid conduits, which appear to be long-
lived, fault-controlled permeability networks. Permeability networks in structurally complex
areas such as displacement transfer zones should be assessed as potential leakage points for
possible CO storage sites.

There is a clear tectonic control over the late-stage diagenesis that has affected the rocks
examined in all four study areas. The similarity of the late diagenetic episodes between examined
formations suggests that fractures and faults transmitted fluids through the structures, allowing
fluids to infiltrate and alter the entire package of examined strata. Hydrothermal fluids likely
enhanced structurally controlled conduits via the processes of dolomitization, dissolution,
fracturing, and brecciation. The presence of saddle dolomite, Herkimer style quartz, barite,
fluorite and disseminated sulfides suggest multiple episodes of low temperature hydrothermal
fluid migration. Petrographic analysis and geochemical isotope analyses demonstrate that
fractures have served as fluid conduits at all scales of observation (outcrop, hand sample and
microscopic scales).

EXPERIMENTAL METHODS: UNDERGROUND FIBER OPTIC
SENSORS

The work on the inline fiber sensor, described in detail in the results and discussion section, was
completed in the Applied Optics Research Laboratory. The inline fiber sensor work utilized a
distributed feedback (DFB) diode laser with a nominal operating wavelength of 2.004 um with
tuning achieved by varying the operating temperature via a thermoelectric cooler. All optic
splicing was completed using a commercial fusion splicer. The silicon V-grooves were
developed and processed in the Montana Micro-Fabrication Facility located on the Montana
State University campus. All optical components used in the development of the fiber sensor are
available commercially and described in the Results and Discussion section of this report.

The work on the seismic sensor, described in detail in the results and discussion section, was also
completed in the Applied Optics Research Laboratory. The components used for the developing
a laboratory based fiber seismic sensor are all commercially available and described in detail in
the Results and Discussion section of this report.
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RESULTS AND DISCUSSION: UNDERGROUND FIBER OPTIC
SENSORS

The major goal for the ZERT phase 1l is to develop an in-line fiber sensor based on photonic
bandgap (PBG) fibers for underground monitoring of carbon dioxide (CO.). A schematic of the
proposed is shown in Figure 49. Light from a fiber coupled tunable distributed feedback laser is
split using a 50/50 beam splitter with half of the light going to a transmission detector while the
remainder of the light travels through a segment of single mode optical fiber (SMF). The SMF
fiber is fusion spliced to a PBG fiber with a hollow core and the end of the PBG fiber, a small
gap allows the COz to diffuse into the hollow core of the PBG fiber. A reflection at this gap
sends light back towards the inline fiber splitter where the light is monitored using a transmission
detector. Several segments of the SMF fiber, PBG fiber, and gap can be used to create an inline
fiber sensor. The Phase 1l ZERT effort is aimed at demonstrating one segment of this fiber
sensor.

In-line Fiber
Beam-Splitter

¢\ Transmission
Detector

Gap Gap

s FCIPC to SMF PBG, SMF PBG, SMF PBG,
-, FCIPC

Transmission Coupler
Detector

Segment 1 Segment 2 Segment 3

Figure 49. Schematic of the in-line fiber sensor.

The implementation of the inline fiber sensor is dependent on the quality of the fusion splice
between the SMF and PBG fibers and the reflection of the light from the gap and amount of light
coupled into the next segment of the optical fiber. The optical power of the return signal can be
estimated using

1
Pr = ZPOTSZNRS(]- — R)VTIFEN

where Pt is the optical power seen be the transmission detector, Pq is the output optical power
from the DFB laser, Ts is the transmission for the SMF/PBG fiber splice, Rs is the reflection
from the SMF fiber after the gap, Fc is the fraction of light coupled into the fiber through each
gap, and N is the segment number.

Initial efforts in fusion splicing SMF and PBG fibers produce highly variable transmission
through the splices and highly variable splice strengths. Initial investigation into the variability of
the splice transmission and splice strength indicate the cleave of both the SMF and PBG fibers is
critical. A cleave of the PBG fiber using the York cleaver, which is an automated cleaver that
uses a diamond tip to score the fiber and a settable tension to produce the cleaved end is shown

in Figure 50 for a tension of 205 gf. Several issues are apparent from this figure including the
collapsed core structure used to guide the light down the hollow core and the damaged outer
core. Furthermore, using an interferometric setup, the splice shown in Figure 50 showed a large
angular variation across the surface. The damage of the hollow core structure and the large
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angular variability across the surface of the fiber are the most likely causes of the variable
transmission through the splice and splice strength.

Figure 50. Cleave using a tension of 205 ¢f.

The ability to produce repeatable cleaves between the SMF and PBG fibers requires the
inspection of each cleaved surface. A setup for inspection of the cleaved ends of fibers has been
assembled and set up in the optics laboratory. The inspection microscope, shown in Figure 51
was identified and purchased. Using this microscope, it was confirmed that a tension on the fiber
cleaver of 165 gf produces a clean (undamaged fiber core) cleave.

1 L P T
l.l | oy g .

- - Dy
L - 4

Figure 51. Inspection icroscope for the cleaved fiber ends.

The splicing of a single mode fiber (SMF) to a PBG fiber was study as a function of the optical
alignment of the two fibers in the fusion splicer. A table of the starting parameters for the fusion
splicing of a SMF to PBG fiber are given in Table 14. The PBG fiber under investigation has a
12 um core diameter so the parameters for the HC-1550-02 were used as the starting point. The
fiber transmission for the splice was check after each splice by measuring the fiber couple light
in the SMF fiber after the SMF fiber was cleaved. A table of the fiber splicing results is provided
in Table 15.
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Table 14. Fusion splicing parameters for the SMF to PBG splice.

Fiber Type

HC-1550-02 (10.9 um core)

HC19-1550-01 (20 pum core)

Prefuse Time 28 28
Prefuse Current 10 mA 10 mA
Gap 10 um 10 ym
Overlap 10 pm 15 ym
Fusion Time 1 28 28
Fusion Current 1 10 mA 10 mA
Fusion Time 2 12s 12s
Fusion Current 2 7 mA 7 mA
Fusion Time 3 3s 3s
Fusion Curent 3 6.5 mA 6.5 mA
Offset 260 260
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Table 15. Summary of the parametric study of the fusion splice parameters on the properties of the fusion splice between the PBG and single mode

optical fiber.

Paramete
rson
Splicer

Results

Gap 30 um | 50 pm 50 pm 50 pm | 50 pm S0 pum | 50 pm | 50 pm S0 pm | 50 pm | 50 pm

Overlap 20 um | 25 um 25 um 25 um | 25 um 25um | 25 pum | 25 pm 25um | 25 um | 20 pm

Fusion Time

1 04s 04s 04s 04s 04s 04s 04s 04s 04s 05s 05s

Fusion 11.0 11.0 115 115 12.0 115

Current 1 mA 11.5 mA 11.5 mA mA 11.5mA | mA mA 11.5mA | mA mA 11.5 mA

Fusion Time

2 10s 6.0s 6.0s 6.0s 6.0s 6.0s 20s 3.0s 3.0s 3.0s 6.0s

Fusion 115 12.0 115 12.0 12.0 12.0

Current 2 mA 12.5 mA 12.0 mA mA 12.0 mA | mA mA 12.0 mA | mA mA 12.0 mA

Fusion Time

3 150s |3.0s 3.0s 3.0s 3.0s 3.0s 6.0s 6.0s 6.0s 6.0s 3.0s

Fusion 8.0 6.5 6.5 6.5 6.5 6.5

Current 3 mA 6.5 mA 6.5 mA mA 6.5mA | mA mA 6.5mA | mA mA 6.5 mA

Set Center 265 270 270 270 270 270 270 270 270 270 270
Peak Peak Peak Peak Peak Peak Peak Peak Peak Peak Peak

Alignment Trans. | Trans. Trans. Trans. | Trans. Trans. | Trans. | Trans. Trans. | Trans. | Trans.

Cleave Ok Good Good Good | Good Good | Bad Good Good | Good | Good

Slight&ba | Slight&ba Yes&bac Yes&bac Slight&ba

Bowing Yes ck ck Yes k Yes Yes Kk Yes Yes ck

Deformed No Yes Yes No Slight No No No No No Yes

Strength 1 5 6 1 5 1 1 folakaled 1 1 2

Voltage

Before (mV) | 225 240 235 220 225 260 200 245 240 255 245

Voltage After

(mV) 185 15 0 150 60 185 175 135 205 110 12

Voltage out

SMF (mV) 495 495 495 495 495 495 495 495 495 495 495

Transmission | 45.454 44.444 52.525 | 40.404 48.484 | 51.515

Before (%) 5 48.4848 47.4747 4 454545 |3 0 49.4949 |8 2 49.4949

Transmission | 37.373 30.303 37.373 | 35.353 41.414 | 22.222

After (%) 7 3.0303 0.0000 0 12,1212 |7 5 271.2727 |1 2 2.4242
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Parameters
on Splicer

Results

Continued on next page

Gap

Overlap
Fusion Time 1
Fusion Current
1

Fusion Time 2
Fusion Current
2

Fusion Time 3
Fusion Current
3

Set Center

Alignment
Cleave

Bowing
Deformed
Strength
Voltage Before
(mV)
Voltage After
(mV)
Voltage out
SMF (mV)
Transmission
Before (%)
Transmission
After (%)

50 pm
20 pm
05s

11.5 mA
20s

12.0 mA
8.0s

6.5 mA
270

Peak Trans.
Good

Slight&back
No
4

240
130
495
48.4848

26.2626

50 pum
20 pm
05s
11.5
mA
1.0s
12.0
mA

8.0s
6.5 mA
270

Peak
Trans.

Good

Slight
No

2

210
170
495
42.4242

34.3434

50 pm
20 ym
05s

11.5 mA
1.0s

12.0 mA
8.0s

6.5 mA
270

Peak Trans.
Bad

Slight&back
No
3

245
115
495
49.4949

23.2323

50 pm
20 pm
05s

11.5 mA
1.0s

12.0 mA
8.0s

6.5 mA
270

Peak Trans.
Good

Slight&back
No
3

245
150
495
49.4949

30.3030

50 pum
20 pm
05s

11.5 mA
1.0s

11.5 mA
8.0s

6.5 mA
270

Peak Trans.
Good

Slight&back
No
3

220
170
495
44.4444

34.3434

50 pm
20 um
05s
11.5
mA
0.6s
12.0
mA

8.0s
6.5 mA
270

Peak
Trans.

Good

Yes
No
3

240
170
495
48.4848

34.3434

45 pm
20 pm
05s
115
mA
1.0s
11.5
mA

8.0s
6.5 mA
270

Peak
Trans.

Good

Yes
No
1

260
195
495
52.5253

39.3939

50 pum
20 pm
0.5s

11.5 mA
1.0s

11.5 mA
8.0s

6.5 mA
270

Peak Trans.
Good

Slight&back
No
3

260
125
495
52.5253

25.2525
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An initial experiment was set up to measure the fiber coupling from a first fiber into a second
fiber as a function of gap distance. This measurement provides an important result that will be
used for the micro-machined fiber couplers. A plot of the transmission as a function of the gap
spacing is shown in Figure 52 indicating that greater than 80% transmission can be achieved for
gaps of less than 40 um, a distance that can be achieved using mechanical positioners.
Furthermore, this type of measurement allows us to set the gap spacing between the fibers by
monitoring the transmission. These measurements were made using FC/PC fiber connectors on
the end of a fiber pigtail. Fiber optic ports with x-y-z and 6—¢ control was used to obtain the
results shown in Figure 52.

Distancs (mm|
[Linear]

Figure 52. Plot of the transmission as a function of the fiber gap distance.

To achieve these results with the bare fiber envisioned for the multi-segment in-line fiber sensor,
fiber couplers need to be designed. Because of the mechanical tolerances, we have decided, after
a thorough literature search, to utilized silicon based micro-machining techniques to develop
these fiber couplers. The initial design utilizes two pieces of silicon to create three points of
contact which is described as the best method for fiber coupling in the literature. The bottom
fiber will contain a VV-groove. Because of the etching process in silicon the angles of the V-
groove are set providing an angle of 109.4° at the base of the V-groove. The width of the V-
groove is chosen, based on this angle to provide an appropriate depth so that the fiber sits in the
V-groove making two points of contact with the top of the fiber 50 um above the silicon
substrate. The second piece of silicon will make contact at a third point with glue holding the
fiber coupler together. This design provides the flexibility to add a waveguide between the two
fibers to enhance the coupling efficiency.
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Figure 53. V-grove design parameters.

The initial photolithographic mask design was designed with several features. First, the cladding
diameter of the single mode (SMF) optical fiber is 125 um in diameter while the cladding of the
photonic bandgap (PBG) fiber is 155 um in diameter. To match the center of the optical cores of
the two fiber, a relationship between the center of the optical fiber and the width of the v-groove
was developed. The relevant v-groove parameters are shown in Figure 53. The dimension u is a
design parameter which locates the center of the fiber with respect to the top of the silicon
material. The parameter y located the contact point between the optical fiber and sidewall. The
angle 0=35.3° is a material parameter of the silicon and results from the unit cell structure. R is
the cladding diameter and w is the v-groove width. From the geometry shown in Figure 53,

_ 2(R +usin(a))
B cos(a)

Using this relationship a new mask with a variety of VV-groove widths has been design to allow
alignment of the core centers for SMF to SMF coupling and SMF to PBG coupling. Furthermore,
because the etch process and mask transfer are process based and can vary depending on the etch
time for example, several VV-groove widths have been accommodated to provide a testing for the
most efficient SMF to SMF and SMF-PBG coupling. Once the design of the VV-groove structure
was completed, L-Edit software, available at Montana State University, was use to design the
photolithographic mask needed for processing of the fiber couplers. The photolithographic mask
design produced using L-Edit is shown in Figure 54. Several variations on the initial design have
been included on the photolithographic mask design allowing for variations in the design to be
tested using a single processed silicon wafer. Jordan Creveling, the undergraduate student
working on this project completed training in the Montana Micro-fabrication Facility (MMF)
operated by the Electrical and Computer Engineering Department at Montana State University.
This training was necessary so Jordan can process the silicon based on the photolithograph mask
allowing for the continued development of the fiber sensors. The completed V-groove structure
is shown in Figure 55.
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Figure 54. Final mask design fof photolithographic development of coupling microstructures for
the in-line fiber sensor.
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Figure 55. The completed V-gidm?e structurés.'Being prepared for testing.

The mechanical V-Groove splice was tested using a 2um laser that was controlled by an ILX
laser diode Controller with the function input connected to a function generator that supplied a
50kHz 1V amplitude sine wave. The 2um beam was launched into a 50/50 beam splitter. One
end of the beam splitter was launched into a 2um photo-detector for a reference. The other end
was coupled to a strand of single mode fiber with one tip that was bare fiber. This Large Non-
Uniform V-Groove chip was used to splice the bare single mode (SM) fiber to a bare photonic
bandgap (PBG) fiber. The other end of the PBG fiber was launched into another photo-detector.
The photo-detectors were connected to an oscilloscope where the transmission was monitored
using a Fast Fourier Transform to find the AC and DC components of the signal in an attempt to
gain resolution on the measurement. The V-Groove Chip was placed on a platform that was
controlled by a differential micrometer. This allowed for a steady and constant way to control the
fibers when they were placed in the Groove. It also allowed for a distance vs. transmission
measurement to be taken. The micrometer stage setup can be seen in Figure 56.

As can be seen in Figure 56 the V-Groove Chip is placed on the platform with the two fibers
held in the 6 Groove (from the top of the chip) by two pieces of extra silicon wafer and
electrical tape. In the two adjacent grooves there are pieces of striped SM fiber and striped PBG
fiber. These extra pieces sit next to the main fibers of the same type to space the extra silicon
holding pieces. The spacing fibers help decrease friction on the main fibers so that they may be
moved back and forth in the grooves while still sitting securely in the groove. The SM fiber in
Figure 56 is held only by the groove so it moves with the Groove when the micrometer stage is
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adjusted, the PBG fiber however is held in place by the bare fiber launch. When the micrometer
was adjusted the PBG fiber did not move with the groove but instead moved back and forth in
the groove. This allowed for some controlled movement of the fibers in the groove while still
holding the fibers down in the grooves. In addition to the set up used in Figure 57 another set up
was created to help in placing the fibers in the grooves. Figure 57 shows this set up were the SM
fiber is also held by a bare fiber launch. However this extra launch is only meant to assist in
laying the SM fiber in the desired groove which in this setup is the 2" groove (from the top of
the chip). The bare fiber launch holding the SM fiber was not clamped down on the fiber
allowing it to move back and forth freely in the launch and keep the fiber in a constant position
within the groove. This is compared to the PBG fiber launch that was clamped down on the fiber
holding it in a fixed position, making the fiber slide in the groove when the micrometer stage was
adjusted. Ultimately the functionality of the two setups was the same however the setup in Figure
57 was more convenient to work with because it held the SM fiber up to the groove allowing for
easier application of the SM fiber in the groove.

Table 16. Repeatability of the transmission measurements

Attempt SM Fiber Output ~ PBG Fiber Output % Transmission
1 133.7 mV 63 mV 47%

2 133.7mV 56.5 mV 42.2%

3 135 mV 67 mV 49.6%

Avg. % Transmission X X 46.2%

Finding peak transmission between the two fibers was a trial and error process. A method for
placing the fibers in the grooves was created and can be seen below. Table 16 records the
measured transmission attempts using this method. It should also be noted that when these
measurements were taken the two fiber ends were touching as this is when maximum
transmission was seen. The two fibers were known to be touching because when they were
brought together and made contact the fixed PBG fiber pushed the SM fiber back, this was
visually confirmed by seeing the junction between the two fibers move in the groove. The
alignment procedure is discussed below.

Figure 56. -S'iinglve Fiber Launch
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. B ' ;
Figure 57. Double Fiber Launch Micrometer Stage Setup

Assembling V-Groove Fiber Splice
1.) Clean V-Groove With Isopropyl Alcohol (IPA) Solution and a Chem Wipe

e Drop some IPA on a Chem wipe
e Gently wipe down Large Non-Uniform V-Groove Chip from smaller groove to larger
groove
2.) Cleave SM Fiber
e Strip protective coating with a fiber striping tool
e Run fiber between two Q-tips with IPA
e Place fiber in fiber cleaving tool
o Just nicking the fiber with the cleaving blade, this creates a better cleave, a
good cleave is crucial for good transmission between fibers
e Inspect cleaved fiber end piece under microscope, re-cleave if necessary
3.) Place SM Fiber in Desired Groove
e Place 2 bare SM fiber tips in the adjacent grooves of the desired splicing groove as
spacers.
o Cleaved fiber end pieces work well for this purpose
o The desired grooves used for these measurements were the 6™ and 2" grooves
from the top of the Large Non-Uniform V-Groove chip seen in Figure 53-
Figure 54
e Place the main fiber in the groove so that it hangs over into the larger part of the
groove that holds the PBG fiber
o The fiber should hang over into the larger part of the groove by about 0.25mm
as shown in Figure 58.
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Figure 58. Alignment of the PBG fiber in the V-groove.

o When the non-uniform grooves were etching they did not etch in an ideal
manner where the two different size grooves would meet and form right
angles at the junction. Instead they gradually slope down forming
imperfections in the grooves that can be seen in Figure 49 and Figure 50. This
IS why it is necessary to hang the SM fiber about 0.25mm over the edge, so
that it may bypass the imperfections made by the junction of the two different
sized grooves.

4.) Secure the extra silicon piece over the fiber to hold it down into the groove.
e This was done with electrical tape in this set up.

o To permanently hold the fiber in the groove optical glue could be used to glue
the extra silicon piece in place with the fiber. However this was not tested in
the lab.

5.) Cleave PBG Fiber
e Strip protective coating from fiber by applying epoxy remover with a Q-tip.
o LetSit12-15 min
o When done run two dry Q-tips along fiber to pull covered region of jacket off.
e Run fiber between two Q-tips with IPA
e Place fiber in fiber cleaving tool
o Just nicking the fiber with the cleaving blade, this creates a better cleave, a
good cleave is crucial for good transmission between fibers
e Inspect cleaved fiber end piece under microscope, re-cleave if necessary
6.) Place PBG Fiber in Desired Groove
e Place 2 bare PBG fiber tips in the adjacent grooves of the desired splicing groove as
spacers.
o Cleaved fiber end pieces work well for this purpose
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o The desired grooves used for these measurements were the 6™ and 2" grooves
from the top of the Large Non-Uniform V-Groove chip seen in Figure 53-
Figure 54
e Place the PBG fiber in the groove so that its end is almost touching the end of the SM
fiber
o The distance between the SM and PBG fiber can be adjusted using the
micrometer stage.
7.) Secure the extra silicon piece over the fiber to hold it down into the groove.
e This was done with electrical tape in this set up.
o To permanently hold the fiber in the groove optical glue could be used to glue

the extra silicon piece in place with the fiber. However this was not tested in
the lab.

A distance vs. transmission measurement was taken by using the 3' attempt of gaining
maximum transmission seen in Table 16 as the first measurement at pm spacing. When the 3™
attempt was done the two fibers were pushed together with the micrometer until it was seen that
the SM fiber moved back in the groove. The maximum measurement of 49.6% transmission was
seen here when the fibers were touching. Using the micrometer the PBG fiber was backed away
from SM fibers by 2um intervals for 100um. Figure 59 is a plot of the DC transmission value as
a function of distance. In Figure 59 it can be seen that the transmission decreases as expected
until around 62 pum when the transmission flattens out around 35.5% transmission where it stays
for the remainder of the measurement. This seemed odd because one would expect the
transmission to continue to decrease, a reason it plateaued may be because the silicon holding
pieces holding the fibers to the grooves became lose and allowed the fibers to move in the
groove and keep their relative distance constant regardless of the micrometer stage movement.
Regardless the data up until 62um seams consistent to what would be expected from a distance
vs. transmission relationship.

Figure 59. Transmission as a function of distance

The first experimental setups used to demonstrate a single segment of the in-line fiber sensor is
shown in Figure 60. Light from the tunable 2 um DFB laser is launched into single mode optical
fiber with FC/APC connectors at both ends. Using a fiber coupled detector, the amount of light
coupled into the first fiber can accurately be measured. A second single mode fiber with an
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FC/APC connector was then connected to the first single mode optical fiber. At the other end of
the single mode optical fiber, a section of PBG fiber has been spliced. This first experiment was
set up to monitor the transmission of the PBG fiber using an optical detector. The PBG fiber and
optical detector were placed in a container with dry ice to elevate the CO2 concentration to levels
that would be expected for sub-surface measurements. Tuning the laser is achieved by adjusting
the operating temperature and monitoring the temperature set point is achieved using a
temperature dependent resistor (thermistor). A plot of the transmission through the PBG fiber as
a function of the operating temperature of the the DFB laser is shown in Figure 61 as the DFB
laser is tuned across a single CO> absorption feature.
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Figure 61. A CO- absorption feature as a function of the DFB operating temperature measured
using a thermistor.

The second experimental setup used to further explore the in-line fiber sensor is shown in Figure
62. Light from the 2 um DFB laser is launched into a port of a 2 x 2 optical fiber splitter. The
input light is split with half of the light directed to a first transmission detector while the
remaining light is coupled to a second single mode optical fiber that is spliced to a PBG fiber.
Light exiting the PBG fiber is reflected back into the PBG fiber using a mirror. The PBG fiber
and mirror are housed in a container and dry ice is used to elevate the CO2 concentration within
the container to mimic underground CO concentrations. The light then propagates back to the 2
x 2 fiber splitter where half of the reflected light is directed to a second transmission detector. A
function generator is connected to the current controller of the DFB laser to allow modulation of
the operating wavelength through changes in the drive current. In this way the DFB laser is
scanned over an absorption feature of CO..
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Figure 62. The reference power signal seen be the first transmission detector (Red Line) and the

transmission signal (Blue Line) seen by the second transmission detector as a function of time.
One CO; absorption feature was scanned over.
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Figure 63. Experimental setup for measuring the transmission through the PBG fiber using a
double pass geometry.

A plot of the voltage seen by the first and second transmission detectors as a function of time is
shown in Figure 63. The red line indicates the optical power seen be the first transmission
detector, which is proportional to the output power of the DFB laser and can be used to
normalize the transmissions through the PBG fiber. The blue line indicates the power seen by the
second transmission detector. This signal is a measure of the optical power after the light has
passed through the PBG fiber, been reflected from the mirror, and passes through the PBG fiber
a second time. The DFB laser scans over one absorption feature which is indicated in Figure 63.
Figure indicates that the double pass geometry through the PBG fiber can and the 2 x 2 fiber
splitter can be used to successful measure COx.
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Figure 64. Experimental setup used to study a single segment of the in-line optical fiber sensor.

The third experimental setup used to demonstrate a single segment of the in-line fiber sensor is
shown in Figure 64. The experimental setup is similar to that described in Figure 52 with the
main difference being that the mirror used to reflect the light back through the PBG fiber has
been replaced with a single mode optical fiber. Thus the experimental setup shown in Figure 64
represents a single segment of the in-line fiber sensor shown in Figure 49. The first measurement
made with the experimental setup shown in Figure 54 was the amount of light coupled into the
second single mode optical fiber that would be available for the second segment of the in-line
fiber sensor. This amount of light coupled into the second single mode optical fiber was
measured at 40.5%. A plot of the optical power at the two transmission detectors is using the
experimental setup shown in Figure 64 is presented in Figure 65a when no COz is present in the
container surrounding the air gap between the PBG fiber and second single mode optical fiber.
The red line indicates the optical power measured by the first transmission detector, which is
proportional to the output power of the DFB laser. The blue line represents the optical power that
passes through the PBG, is reflected from the second single mode optical fiber, is coupled back
into the PBG, passes through the PBG a second time and is the incident on the second
transmission detector after the 2 x 2 fiber coupler. Carbon dioxide was then added to the
container via dry ice and spectroscopic measurements of CO> where made using the two
transmission detectors. A plot of the optical power for the two transmission detectors is shown in
Figure 66 with the CO. absorption feature indicated in the figure. This result indicates that a
single segment of the in-line fiber sensor can be used to monitor sub-surface CO>
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Figure 65. The reference power signal seen be the first transmission detector (Red Line) and the
transmission signal (Blue Line) seen by the second transmission detector as a function of time.
No CO> was placed in the container so no absorption features are seen in this figure.
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Figure 66. The reference power signal seen be the first transmission detector (Red Line) and the
transmission signal (Blue Line) seen by the second transmission detector as a function of time.
The CO; absortion features are indicated in this figure.
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Figure 67. Two segment setup of the in-line fiber sensor using the PCF.

The two segment in-line fiber sensor was reconstructed as shown in Figure 67. Light from the 2
pm is coupled in to a single mode optical fiber. This single mode optical fiber is then but coupled
into the first in-line segment of the in-line fiber sensor that utilizes a single mode optical fiber
fusion spliced to the PCF. A small gap after this first segment allows carbon dioxide (CO3) to
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diffusion into the core of the PCF allowing for the spectroscopic absorption measurements to be

made. A second segment of the inline fiber sensor is then aligned using the fiber couplers shown
in Figure 51.

Laboratory based CO. spectra were measured using dry-ice to mimic the elevated CO> levels
expected underground. A plot of the transmission as a function of time is shown in Figure 68
with no dry ice allowing for a background measurement to be made. The DFB laser is tuned
using a sawtooth waveform so the time axis is proportional to the operating wavelength of the
laser. A plot of the transmission as a function of time is shown in Figure 69 with dry ice present
for the second in-line fiber segment. The CO. absorption features are visible in this figure
indicating that that CO> absorption measurements can be made from this second segment.
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Figure 68. Transmission as a function of time (proportional to wavelength) with no dry ice
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Figure 69. Transmission as a function of time (proportional to wavelength) with dry ice. The
CO; absorption lines can be seen in this plot.

The fiber optic sensor will be assembled as shown in Figure 70. The cw intensity from a PM

fiber-coupled, single frequency laser at 1550 nm is injected into a PM fiber coupled, electro-

optic modulator that will form 400 nanosecond pulses at a pulse rate of 10 kHz. Each pulse will

then be injected into a PM fiber-coupled phase shifter that will put a linear phase shift on the
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pulse. The pulse is then injected into port 1 of a PM fiber-coupled circulator. The output of port 2
of the circulator is injected into a fiber Bragg grating (FBG#1). After a length of PM single mode
fiber, the pulse will see a second fiber Bragg grating. The reflections from the two FBG’s will
return to port 2 of the circulator and exit from port 3 into a detector. The length of the fiber
between the two FBG’s will initially be set to 20 m so that the two reflected pulses will overlap
over a 200 ns window and hence the interference of the two returning pulses can be studied. The
linear phase shift put on the pulse is intended to increase the sensitivity of the interference signal.

cw Laser Pulser ¢ shift Circulator

FBG ( ) FBG
—> —>| <—> [ I

Detector

Figure 70. Schematic used for modeling and initial laboratory demonstration.

To understand the beat signal, the linear frequency chirp applied to the laser beam is w(t) =
w, + % where wo Is the laser operating frequency and f is the chirp rate. The electric fields that
combine at the detector can be written as

2
Ei(w,t) = Egexp (j <th + %)) rect (9

E,(w,t) = aSEyexp (j (a)o + %) (t+ Ta)) rect (;)

and

where rect(t/7) is the rectangle function and t is the pulse width. Calculating the intensity seen
be the detector as a function of frequency and position yields

wT
— 2 . .
I1(x,w) = |E,| sinc (_27T) + aSsinc

T
|
where sinc(x) is the sinc function x is the position in the fiber at which the scattering occurred
and v is the velocity of light in the fiber. The first term in the square bracket is a function center
at ® = 0 while the second term in the square bracket is a function centered at frequency w = %
and its amplitude depends on the scattering strength which changes as the pressure changes.
Using a spectrum analyzer to monitor the detector, the amplitude at each frequency will be
proportional to the pressure while the frequency is directly related to the where in the fiber the

scattering occurred. Thus, the potential exists using a pulsed chirped laser source to monitor in
real time the distributed pressure along an optical fiber.
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The modeling of the scattered signal in an optical fiber was also worked on this past quarter and
is summarized here. The amount of light that is scattered and collected by the optical fiber can be
calculated from

(NA)2 1
s=[—) —
n,/ 4.55

Where NA is the numerical aperture of the fiber and n, is the index of refraction for the fiber
core. To calculate the fraction of light lost due to scattering, we can calculate the scattering
coefficient, o, in dB/km where

_ 0.76 + 0.51(ncpre — ncladding)
= I

a

where Neore aNd Neladding are the core and cladding index of refraction and A is the wavelength in
pm. Modeling of the fiber optic Rayleigh scattering indicates that the amount of scattered light
will be aS = 1.2 * 10~ km~1.Using this loss term due to scattering, the optical power after the
light travels a distance z through the fiber is

—-a
P(z) = P,1010”

The amount of light that is scatter from the fiber between a position L and L+AL can be
calculated from

it
I(t) = I,aSAL10'S

where AL = % is the spatial resolution of the detection system where c is the speed of light, [] is

the pulse duration, n is the index of refraction, and t is the time of flight for the light pulse and is
t =2nL/c.

With this general model for the light seen at a detector resulting from Rayleigh scattering, the
perturbation of the detected signal can be estimated by looking at how the scattered signal is
affected by pressure, strain, and temperature. The attenuation for the optical fiber resulting from
strain (due to pressure) can be calculated by looking at how strain affects the optical fiber. The
index of refraction for the optical fiber can be written n = n’ — in"’ where n’ is the real part of
the index of refraction and n”’ is the imaginary part of the index of refraction. Taking the partial
derivative of the optical path length yields

a(n"L) 0L Tl on"
do n do do

The first term on the right side of the equation relates to the added absorption due to the
changing length of the fiber resulting from the strain and is negligible. The second term relates
the variations in the attenuation coefficicent due to strain and plays a role in determining how the
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strain will affect he light collected by the receiver. This value is discussed in the literature and is
approximately 5% per micron of displacement. Using the bulk modulus of the optical fiber, the
strain and stress can be related resulting in a connection between the applied pressure and the
change in the attenuation for the fiber.

The fiber optic sensor shown schematyically in Figure 49 was constructed using commercially
available components. The benchtop assembly is shown in Figure 71 with the major components
listed in Table 17.
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Figure 71. Fiber Optic Bragg Grating Seismic Wave Sensing system

Table 17. Major components used in the benchtop fiber seismic sensor

Component Description

Laser Thorlabs SFL 1550P Diode Laser

Detector New Focus 2011

FBG MPB Comm. Inc Athermal 1550nm R = 10% PM
Fiber Stretcher | Optiphase PZ1-PM4

Circulator Thorlabs CIR1550PM

The sensor is meant to measure only the change in path length due to strain effects. However,
the fiber itself is also sensitive to small changes in temperature. These temperature changes
cause a random drift in the detected signal shown in Figure 72. The fiber Bragg grating (FBG)
frequency response is highly dependent on the periodic structure inside its fiber and any
expansion or contraction of the structure would cause signal degradation. However, thermal
expansion was assumed not to be a significant factor for the FBGs since the packaging should
be athermal. Thus these drifts are attributed mainly due to changes in the effective cavity length
from room temperature variations. Literature on compensating for these thermal drifts reported
using active feedback with another PZT cylinder to null the effects of these unwanted
oscillations. Some sort of system could be implemented in the future if deemed necessary for
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signal fidelity. Figure 72a also shows that the output seems to have some saturation at a
maximum value. Investigations into this were inconclusive, but it does not seem to be due to
sensor saturation. When the drive current was increased the output level scaled with it
exhibiting the exact behavior seen in Figure 72a. When the fiber stretcher is driven with a
sinusoidal input, the detected output shows a superposition of the random environmental
effects with the driving signal. Figure 73 shows a typical output.

Reflection With No Applied Voltage # 1 Reflection Output With No Applied Voltage #3

. . .
0 1 2 3 4
Time (s)

(@)
Figure 72. Thermal Effects on Detected Signal
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Figure 73. The sensor Output is shown in blue for the corresponding fiber stretcher signal shown
in green.

It is clear from Figure 73 that the strain resulting from the fiber being stressed due to the fiber
stretcher, however the signal has other frequency content that is not necessary for seismic
applications. The frequency range of seismic type events ranges from the mHz up to several
kHz. Therefore, any frequencies above that can be filtered out without loss of information. To
that end, a 4™ order active low pass filter was inserted to help remove the unwanted signals. It
was made adjustable by implementing a DIP switch that selects one of three resistor settings. A
schematic of the filter is shown in Figure 74. The circuit is implemented using two 2" order

113



Butterworth Sallen-Key topographies. The last stage is a simple buffer.
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Figure 74. Filter Schematic

The different resistor settings correspond to different cutoff frequencies. Originally
implemented with 1 kHz, 10kHz and 30kHz settings, the 30kHz cutoff frequency was
replaced with 7 kHz. The Network Analyzer HP  3589A was used to look at the frequency
response with the results for the 7 kHz filter shown in Figure 75.
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Figure 75. Frequency Response of Filter
The filter shows a very flat response typical of the Butterworth filter and from the corner
frequency upwards to ~30 kHz exhibits a rough attenuation greater than 70 dB. Beyond that the

frequency characteristics of the operational amp start to affect the filters performance. The trade
off for the great flat passband performance is that the filter design does alter the phase
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information. Figure 76 shows the output from the system with decreasing cutoff frequency. A
definite improvement can be seen between the unfiltered and filtered signals.
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(a) fc was 30 kHz, (b) was at 10 kHz and (c) was at 1 kHz. The blue (top) signal is the filtered
output while the teal (bottom) signal is not filtered.

Another approach to cleaning up the signal could be simply averaging. Some sample data was
taken from the oscilloscope and a running average algorithm was applied to both the filtered
and unfiltered output data. The results show that for higher frequency signals using both the
filter and averaging produce a nice clean signal to  work with. For slower frequency signals,
using both is not as useful. In Figure 77, the blue represents the unfiltered and the red, the

filtered signal.
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Basic Sensor Duiput with 7 kHz Comer Frequency
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Figure 77. Comparisons between filtering and averaging.

In Figure 77, the plots on the left are the raw data from the scope while the right plots are after
averaging. Blue represents unfiltered and red represents the filtered signal. The fc for all three
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parts is set at 7 kHz. The output without any driving signal is shown in (a). Plots (b) and (c) are
for driving frequencies in the fiber stretcher of 78 Hz and 2 kHz, respectively.

As expected, the averaging is helpful when the signal noise is larger and the phase does shift as
the frequency of the signal approaches the filter's cutoff frequency.

Currently, the sensor is using an Optiphase fiber stretcher to simulate a signal to be detected.
The fiber stretcher is essentially a large cylinder wrap with fiber. The cylinder can expand or
contract and this creates stresses in the fiber wrapped along it. The specifications sheet for the
device states that fiber stretches .14 um per volt. After some investigation, it was determined
that in order to be measurable, a minimum input of 40mV was necessary. This was based on
looking at the noise of the sensor without any driving signal and then slowly increasing the
drive signal from OmV to 100mV. The signal emerged from the noise at around 40mV. With
40mV as the minimum detectable signal, a basic estimation for the sensitivity of the current
sensor can be obtained. Assuming that roughly 10m of the 12.3m of fiber attached to the
stretcher is actually wrapped around the cylinder, this gives a rough strain resolution of .56
nano-strain. This strain level indicates that this fiber sensor has the needed sensitivity to
measure the seismic events.

CONCLUSIONS: UNDERGROUND FIBER OPTIC SENSORS

The inline fiber sensor can allow several point measurements to be made along a single
segment of the optical fiber. For this work, two segments of the inline fiber sensor were
demonstrated. Combining this result with other fiber sensor work (“Field demonstration of a 1
X 4 Fiber Sensor Array for Sub-Surface Carbon Dioxide Monitoring for Carbon
Sequestration”, Benjamin Soukup, Kevin S. Repasky, John L. Carlsten, and Geoff Wicks,
Journal of Applied Remote Sensing, Vol. 8, 083699-1, 083699-13, 2014.) has the potential of
allowing up to two hundred point measurements to be made using a single laser source and
inexpensive fiber optic components. This fiber sensor array has the potential to cover large
areas and is easily configurable allowing flexible deployment at carbon sequestration sites.

The chirped laser fiber pressure sensor has the potential to allow for distributed strain
measurements along an optical fiber. The beat signal frequency and amplitude allow location
and strain amplitude respectively to be determined along a fiber deployed along a well.

EXPERIMENTAL METHODS: ULTRA-COMPACT INFRARED
IMAGERS

The methods used in this study all relied on compact, field-deployable imaging systems custom

designed for long-term outdoor deployment. The basic concept driving the use of vegetation

imaging to locate leaking CO:z is that higher soil gas concentrations of CO> will stress the

vegetation, leading to measurable changes in VIS and NIR reflectance and LWIR emission.

Similar methods have been used with airborne and satellite-based sensors to identify regions of

natural CO- seepage from VIS/NIR and infrared images of vegetation and soil (Bateson et al.
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2008, Govindan et al. 2010, Govindan et al. 2011). Some studies have suggested that leaks can
be identified through CO2-induced changes in plant species (Kruger et al. 2009, Noble et al.
2012), although most have been based on measuring changes in plant stress. The earlier study by
Bateson et al. (2008) showed that CO> gas vents appeared as warm regions in thermal infrared
images, and hypothesized that this might be a result of the leaking gas or the soil at the gas vent
being warmer than the surrounding vegetation. Our study added the more complete interpretation
of the LWIR image response in terms of plant stress leading to impaired thermo-regulation by
vegetation, which leads to increased vegetation temperature during day and increased variation
of vegetation temperature during day and night (Johnson et al. 2012).

Our VIS and NIR reflectance imaging experiments were conducted initially with a commercial
multispectral imager (Rouse et al. 2010), and later with a custom wide-angle imager that used
red and NIR reflective bands (Hogan et al. 2012a,b,). In comparing measured reflectance values
of healthy vegetation to those of vegetation exposed to the leaking CO, there were statistically
significant temporal and spatial variations of VIS and NIR reflectance and vegetation indices
derived from the reflectance. The CO> leak location was identified by a more rapid rate of plant
stress relative to the usual seasonal decay in the control regions.

During the summer 2011, 2012, and 2013 controlled release experiments, we also deployed a
LWIR imager to measure vegetation stress and thereby indirectly identify the gas leak location
from thermal emission (Johnson et al. 2012). The mechanism was expected to be essentially the
same, but in this case the stress caused by high soil gas concentrations of CO; at the plant roots
was hypothesized to result in an impairment of the vegetation’s temperature regulation. A
consequence of this was that over time the vegetation nearest the leak exhibited larger diurnal
temperature variations and, most significantly, higher maximum daytime brightness temperatures
(temperature of an ideal blackbody emitting the same amount of radiation).

The vegetation imagers were mounted on a 3-m scaffold, looking down at approximately 45°
onto a vegetation test area (Figure 78). The horizontal well, buried at a nominal depth of 2 m, ran
just in front of the scaffold, across the bottom of the images. The released CO- exited the ground
in a highly nonuniform pattern (Oldenburg 2010, Lewicki 2008, 2009), creating localized
regions of elevated CO; concentrations that we refer to as “hot spots.” The 2011 release ran from
July 18 to August 15, 2011, with a flow rate of 0.15 tons/day. Images were acquired once per
minute throughout daylight hours for the reflective imager and throughout both day and night for
the emissive imager. Images were analyzed in a hotspot region known to have high CO: flux and
two control regions with near background-level CO> flux (Figure 79). The use of two control
regions allowed us to find that there was no substantial view-angle dependence in the results
(Johnson et al. 2012).
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Figure 78. Sidebyside vis/NIR iagr and LWIR imger
Figure 78 shows side-by-side vis/NIR imager and LWIR imager mounted on a scaffold to
measure vegetation reflectance and emission, respectively, at the ZERT field in Bozeman,
Montana. The tripod in front of the scaffold is a mount that holds a Spectralon reflectance panel

to calibrate the vis/NIR images.
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Figure 79. Approximate locations of the hotspot (HS), horizontal control (HC), and vertical
control (VC) regions shown on images of the vegetation test area from 14 Aug 2011: (left)
NDVI, and (right) LWIR brightness temperature in degrees C.

. . H
| - o N
)
< o ’
- a ..-s o

The reflective imager had 1280x1024 pixels and custom front-end optics that provide wide-angle
imaging through interference filters mounted in a rotating filter wheel. The filters had 40-nm
half-power bandwidths, centered at 800 nm for the NIR channel and 630 nm for the red channel
(Hogan 2012a). The reflective imager had an embedded computer running custom software to
control the instrument. During this deployment, red and NIR image pairs were acquired once
each minute. A Spectralon 99%-reflectance panel was deployed on a tripod mount in the midst of
the vegetation test area so that it was included in a portion of each image. A laboratory
calibration was used to relate the pixels in that particular portion of each image to all of the
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pixels throughout the image, resulting in a calibration that converted digital numbers to
reflectance. From these reflectance data, Normalized Difference Vegetation Index (NDVI)
values were calculated from equation (1), and then the 1-minute reflectance and NDVI data in
the hotspot and two control regions were averaged from 10 AM to 2 PM (when the Sun is
sufficiently high to reduce shadows in the vegetation) to create a single value of red reflectance,
NIR reflectance, and NDVI1 for each region on each day.

NIR-Red
NDVI = ————. 1)

Note that the NDVI1 is a non-independent interaction term for red and NIR reflectance (Lawrence
& Ripple 1998) that has been shown in previous studies to have substantial statistical
explanatory effect (Rouse et al. 2010, Hogan et al. 2012a,b, Lawrence & Ripple 1998).

The LWIR imager was mounted on the same scaffold, immediately beside the reflective imager
(Figure 78). The FLIR photon 320 LWIR camera with 320x240 pixel produced 14-bit digital
images, whose digital numbers were calibrated using a method developed at Montana State
University for maintaining radiometric calibration even with widely varying camera temperature
and no calibration target in the field (Nugent et al. 2013, Nugent and Shaw 2014, Nugent et al.
2015). The resulting values of radiance [W/(m? sr)] at each pixel were converted to brightness
temperature (Tp) in degrees C with a lookup table computed by integrating the product of the
Planck blackbody function and the 8-14 um spectral response function of the imager. The Ty
values in all the thermal images were spatially averaged within the hotspot region and the two
control regions to produce a time series of region-average Tp.

In the final component of this project, an ultra-low-cost VIS-NIR imaging system was deployed
on a tethered balloon over the ZERT field to determine if this simple system would be capable of
detecting leaking CO> and to demonstrate the advantage of a tethered balloon platform that
enables viewing of a larger area than was possible with the scaffold-mounted imagers. This very
simple imaging system, originally designed for outreach, used three very basic board-level
cameras, each outfitted with low-cost optical filters to define blue, red, and NIR spectral images
(Shaw et al. 2012). Figure 80 is a photograph of the system, with its three filter-covered cameras
on the left side and the electronics boards on the right side of the transparent plastic enclosure.
The “balloon camera” was deployed four times during the 2012 experiment on a balloon tethered
above the ZERT field (limited by balloon availability) and was deployed on the scaffold
alongside the “scaffold camera” during the 2013 field experiment.
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Figure 80. Photograph of the ultra-low-cost spectral imager designed and built at Montana State
University for deployment on a tethered balloon.

RESULTS AND DISCUSSION: ULTRA-COMPACT INFRARED
IMAGERS

The high sensitivity and rapid response of vegetation reflectance imaging to changes in the CO>
flow are demonstrated by Figure 81, which is a time-series plot of the NDVI calculated from red
and NIR images recorded during the 2012 experiment with the scaffold-mounted spectral imager
built at Montana State University (these data are from the “scaffold camera,” not the ultra-low-
cost “balloon camera”). The gas flow was started on 10 July and interrupted soon after by a
lightning strike. The NDVI previously was on a downward trend because of naturally occurring
senescence of the grass as summer progressed, but its rate of decline slowed and even tended to
reverse. Causes of this change could include vegetation nourishment by rainfall or the initial
burst of CO2, or a combination of the two. The downward trend resumed again as soon as the gas
flow was resumed on 16 July. A curious and significant pattern of NDVI fluctuations occurred in
mid-July in the same time period that saw the gas flow twice interrupted briefly by power
outages. We do not have the biological data necessary to completely interpret these fluctuations,
but it is clear that the NDVI responds in a significant and rapid manner to changes in the flow of

the leaking gas.
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Figure 81. VIS & NIR imager data from the 2012 CO- release experiment, demonstrating that
vegetation reflectance image data show high sensitivity to changes in CO2 flow.

We entered the ZERT Il program having already established that NDVI imaging was capable of
detecting leaking CO> (Rouse et al. 2010) but the 2011 experiment demonstrated this with much
greater statistical significance (Hogan et al. 2012b). Additionally, an LWIR camera was
deployed for the entire 2011 and 2012 experiments to test the hypothesis that there would be a
detectable thermal response of the vegetation to the leaking gas and to enable a quantitative
comparison of the VIS-NIR imager and the LWIR thermal imager.

To facilitate a statistical comparison of the performance of the two types of imagers during the
2011 CO- release experiment, linear regressions were calculated using DAY (number of days
since the start of operation with side-by-side imagers) as the response variable and reflectance,
NDVI, and Ty, as predictors. We used DAY as the response variable, because, although DAY
does not respond to the spectral responses, it enables comparison of the correlations between
DAY and spectral responses even when there are multiple spectral responses being tested in a
single regression. Furthermore, DAY acts as a surrogate for exposure level to the constantly
flowing CO- gas, which is the biophysical driver of the response we are measuring.

This procedure was similar to the analysis implemented in prior years for the reflective data
alone [Rouse et al. 2010, Hogan et al. 2012a,b), but this iteration added thermal brightness
temperature data and the second control region. Thermal images were acquired during day and
night, starting in early June 2011, whereas reflective images were acquired only during day,
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starting in early July 2011. Although there is some evidence that the extra images acquired prior
to the start of the release and during hours other than at midday increased the amount of variance
explained by the thermal data (Johnson et al. 2012), the comparison reported here uses images
only from midday (10 AM — 2 PM) on the common days when both the reflective and emissive
imagers were operating together (14 July — 23 August 2011, with gas flowing from 18 July to 15
August).

We began the analysis by performing separate linear regressions on NDV1 data alone, red and
NIR data alone, and thermal brightness temperature data alone to determine whether each of
these data types by itself was able to produce statistically significant results that allowed us to
distinguish between the hotspot and control regions (Johnson et al. 2012). The linear regression
model for the NDVI was formulated as follows:

DAY = B, + BNDVI+ B,REGION + (8;NDVI x REGION) )

In this equation, DAY is the response variable representing the number of days elapsed since the
start of operation for both side-by-side imagers, REGION is a categorical variable that selects
from the three regions of interest (hotspot, horizontal control, or vertical control), and the f terms
are the regression coefficients. We created a reduced model by removing terms that were not
found to be statistically significant, starting with the least significant term. Statistical significance
was determined by a term having a p-value less than or equal to 0.05 (the p-value is the
probability of observing a sample statistic that is as extreme as the test statistic). The reduced
model for the NDVI regression (eq. 3) resulted in a residual standard error of 3.76 on 109
degrees of freedom, with an adjusted R? value of 0.90.

DAY = 144.47 — 164.19 NDVI — 1.71 VC — 78.91HS + (95.61 NDVI x HS),
(3)

In eq. (3), VC and HS are the values of the categorical variable REGION, representing the
vertical control or hotspot regions, respectively. In this case, both regions were compared with
the horizontal control region in the regression; i.e., for observations in VC, VC = 1 and HS =0,
for observations in HS, VC = 0 and HS = 1, and for observations in HC, VC =0 and HS = 0.
This enables three possible models, depending on the value of VC and HS. In fact, the three
models are represented by the three regression lines shown in Figure 82, Figure 83, and Figure
84.

These results show that there was a statistically significant difference between the vertical
control and hot spot regions. The coefficient estimated for the hot spot intercept was
substantially larger than the coefficient for the vertical control intercept, meaning the hot spot
had a much greater difference from the horizontal control than the vertical control, which was
quite similar to the horizontal control.

Figure 82 is a time-series plot of daily average NDVI, plotted with time on the horizontal axis for
convenience (although to interpret the regression values in the table, it is important to keep in
mind that the regressions were actually performed with experiment day as the response variable).
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The vertical lines indicate the start and end of the CO> release. This figure shows that the NDVI
data from all three regions started out similar, but decayed with different rates for the control and
hotspot regions after the onset of the CO- release. The similarity of the curves from the two
control regions indicates that there is no substantial view-angle difference in the data. As
expected, the NDVI data from the hotspot region decayed at a much higher rate than in either
control region.
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Figure 82. NDVI plotted vs. day of the 2011 experiment for three test regions. The vertical lines
mark the start and end of the CO- gas release on 18 July 2011 and 15 August 2011, respectively.

A similar linear regression was calculated for the red and NIR reflectance data:

DAY = B, + BiNIR + B,RED + B;REGION + (B,NIR * REGION) + (B8sRED X
REGION). (4)

Again, a reduced model was obtained by eliminating terms that were found to not have statistical
significance according to the requirement that p-value < 0.05. This regression gave a residual
standard error of 2.39 on 106 degrees of freedom with an adjusted R? value of 0.96. The reduced
reflectance regression model is shown in equation (5), and the reflectance is plotted vs.
experiment day in Figure 83. The temporal trends were as expected, with the red reflectance
rising and the NIR reflectance falling as the vegetation dried out through the summer, but with
the highest rate of change in the hotspot region because of the additional stress caused by the
high soil gas concentration. It is interesting to note the similarity in the slope of the Hotspot and
Vertical Control lines for the NIR reflectance in Figure 83. The NIR reflectance is primarily
responsive to leaf structure, but the lack of biophysical measurements prevents us from
interpreting this with confidence.

DAY = 75.66 — 126.65 NIR + 323.92 RED — 30.94 VC — 42.05 HS + 37.64 (NIR X

VC) + 71.34 (NIR x HS) — 172.57 (RED x HS)
(5)
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Figure 83. Reflectance plotted vs. day of the 2011 experiment for all three test regions: (left) red
and (right) NIR.

The same type of analysis was performed on the infrared brightness temperatures for the days
when both imagers were operating together. To isolate the plant-health-related thermal signature
from the meteorological variations, the ambient air temperature was subtracted from the infrared
brightness temperature for all readings. The full linear regression model for the emissive data
used the same REGION categorical variable as the previous models, along with a AT term
representing the difference of IR brightness temperature and air temperature (AT = Ty - Ta), as
follows:

The reduced AT regression model in equation (7) resulted in a residual standard error of 8.71 on
110 degrees of freedom with an adjusted R? value of 0.44. Again, the temporal trend shown in
Figure 84 was as expected, with AT increasing as the vegetation became stressed while summer
progressed, but with the highest rate of increase in the hotspot region. This trend was expected
because AT increased as the stressed vegetation lost its ability to regulate its own temperature,
resulting in an IR Ty that was much higher than the ambient air temperature because of solar
heating during the day. The vegetation nearest to the hot spot region showed markedly higher AT
values than the unexposed vegetation. In this case, the difference between the slopes of the
regression lines for the two control regions was slightly significant, indicating that there is no
substantial concern with view angle.

DAY = 6.03 — 6.95 HS +9.18 VC + 2.81AT (7)

125



—
@D

& Vertical Control
14 s Horizontal Control 2
Hot Spot S
o 4 i
Lo
8 10 % ,
&
e et
£ 8 3 ~ o
[=) - ER S04 __L Lx= W R
g 6 48 2 R - "’1":_ a
E o ST z
é 4 o o vy 2 B [ S
- . & Gl SRR v 7
o5 28 TN i B & |
0 7 &
-2 1 L 1 1 1
0 5 10 15 20 25 30 35 40 45

Day
Figure 84. Difference of LWIR brightness temperature and air temperature, plotted vs. day of
the 2011 experiment for the three test regions.

Having shown that both the vis/NIR imager data and the LWIR imager data independently
yielded statistically significant results, we next combined the NDVI, reflectance, and brightness
temperature data into the following single regression model.

DAY = B, + BiNDVI + B,NIR + B;RED + B,AT + BsREGION + B4(NDVI * REGION) +
B7(NIR * REGION) + Bg(RED * REGION) + Bo(AT x REGION) (8)

The full-model reduced regression in equation (9) resulted in a residual standard error of 2.24 on
103 degrees of freedom with an adjusted R? value of 0.96.

DAY = 1.02 + 66.73NDVI — 120.75NIR + 469.2 RED + 0.13AT + 66.34HS + 26.15VC —
129.81(NDVI x HS) + 109.90(NIR x HS) — 30.20(NIR x VC) — 475.03(RED X HS) (9)

This full regression model using combined reflective and emissive data shows that the
reflectance, NDVI, and thermal infrared measurements are all significant for identifying COo-
affected regions from unaffected regions of vegetation. The individual regressions (equations 3,
5 and 7) also are each strong by themselves, indicating that a CO»-affected region can be
identified by one method alone (reflectance, NDVI, or LWIR emission). The highest R? value
(0.96) occurred for both the reflectance regression and the combined reflective-and-emissive
regression. This suggests that the most effective single type of measurement would be visible
and near-infrared vegetation reflectance, although there is statistically significant value in
measuring both reflectance and emission.

In the 2012 experiment, we added to the study the ultra-low-cost VIS-NIR imager deployed on a
balloon tethered above the ZERT field. Figure 85 is an NDVI image derived from the red and
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NIR channels of this balloon-mounted camera on 5 July 2012. The image shows the entire ZERT
vegetation test area as the dark rectangular area near the center of the image, and also shows a
good amount of the surrounding field. Recent haying had left piles of freshly cut grass, which
produce easily discernible rows of higher NDVI, separated by rows of lower NDVI where the
underlying soil is visible through the remaining vegetation stalks. The locations of the camera
scaffold, the Spectralon reflectance calibration target, and the CO; “hot spot” are marked on the
image. A path also can be discerned, where people had been walking between the scaffold and
the Spectralon mount.
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Figure 85. NDVI image of the ZERT vegetation test area and surroundings, obtained on July 5,
2012 with ultra-low-cost imager mounted on a balloon tethered above the ground.
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A time-series plot of NDVI measured by the balloon camera and the scaffold camera is shown in
Figure 86. This plot includes the same vertical lines that were shown on Figure 81 to mark the
onset, interruptions, and end of CO> gas flow. Error bars have been added to the NDVI data from
both cameras, based on a standard error-propagation method (Bevington and Roberts 2002)
using experimentally determined uncertainties of the calibration for each camera. The figure
shows that a similar trend was evident in both cameras, but the larger uncertainties of the balloon
camera data raise a question of whether there was statistically significant separation of the NDVI
data in the control and hot spot regions of the field. This larger uncertainty arose because the
calibration of the ultra-low-cost balloon camera was found to be not stable, owing to apparent
nonlinearities within the camera electronics. However, post processing based on a side-by-side
deployment of the balloon camera and scaffold camera during the 2013 field experiment allowed
us to recover a reasonable estimate of the NDVI from the balloon camera images. We note that
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since then, a newer, even lower-cost camera has been identified that seems to eliminate the
problems experienced with the original ultra-low-cost cameras. Experiments with this newer
system are continuing beyond the end of the ZERT I project for other remote sensing purposes.
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Figure 86. Time-series plot of NDVI data from scaffold and balloon cameras during the 2012
ZERT field experiment.

CONCLUSIONS: ULTRA-COMPACT INFRARED IMAGERS

This study showed that leaking CO2 was readily detectable using VIS-NIR imaging of vegetation
reflectance or LWIR imaging of vegetation thermal emission. The comparison of these two
imaging modalities showed that the emissive data combine in a statistically significant manner
with the reflectance-band data. However, either reflective or emissive imaging alone can
distinguish between regions with and without a CO; leak. An ultra-low-cost version of the VIS-
NIR camera was deployed on a tethered balloon and obtained consistent NDVI measurements,
but was hampered by internal electronic nonlinearities that made calibration difficult. Newer
versions of this camera without the nonlinearity are showing promise, but are not completely
characterized as of this writing. Overall, in our study, the LWIR imaging method was simplest
because it did not require a reflectance calibration panel in the field, only air temperature data,
which are generally readily available. If this method were used for airborne monitoring, thermal
imaging would therefore require deployment of air temperature sensors in the area being
monitored, while visible/NIR imaging would require either field deployment of a sufficiently
large reflectance calibration panel, deployment of downwelling solar irradiance sensors in the
field, or use of other calibration methods that allow the images to be processed for reflectance.

EXPERIMENTAL METHODS: VALIDATION OF NEAR-
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SURFACE CO. DETECTION TECHNIQUES AND TRANSPORT
MODELS

The field site and infrastructure required to release CO> has been described in detail previously
(Spangler, Dobeck et al. 2010). In order to perform the CO> releases Montana State University
(MSU) every year procures a source of CO2 with a large negative *3C, installs, maintains,
operates, and disassembles the injection infrastructure, samples the injected CO; for §**C, and
performs the necessary water collection and reporting to comply with the requirements of the
EPA UIC permit issued in 2012. MSU also continues to collect and provide supporting data to
participants such as CO; injection flow logs, meteorological variables, vertical wind profile, and
soil flux measurements.

During the releases conducted in the summers of 2011-2014 six national labs, six universities,
two companies, and the United States Geological Survey (USGS) conducted experiments at the
site. Fourteen activities begun in ZERT I continued into ZERT Il. Transport of CO> through
soil was studied by several groups. Pacific Northwest National Laboratory (PNNL), Lawrence
Berkeley National Laboratory (LBNL) and MSU investigated soil CO- flux from the ground
surface with accumulation chambers. The PNNL steady state system is described in (Amonette,
Barr et al. 2010). LBNL and MSU used commercial systems (WEST Systems, Pisa, Italy) based
on the accumulation chamber method (Chiodini 1998). Refinements of the MSU underground
fiber sensor system (Barr, Humphries et al. 2011) measuring CO soil gas concentration at
approximately 1 m depth continued through the 2012 season. Brookhaven National Laboratory
(BNL) finished up their inelastic neutron scattering (INS) measurements of total carbon in soil in
2011. (The technique is described in (Wielopolski and Mitra 2010)). Montana Tech continued
to investigate the influence of CO- on the physical properties of soil. The types of techniques
used are described in (Zhou, Lakkaraju et al. 2012; Zhou, Apple et al. 2013). In 2011, the
University of Montana completed sampling for the soil microbial studies they began in ZERT 1.

Changes in water chemistry as a result of CO injection into the shallow groundwater was a
continued area of experimental activity by USGS in ZERT II. Studies of the reflectance spectra
as indicators of plant health advanced by multispectral (Hogan 2012) based methods, as well as
by measuring other leaf physiological responses to upwelling soil CO (Sharma 2014).

National Energy Technology Laboratory (NETL) and Apogee again co-injected perfluorocarbon
tracers (PFTs) with CO2 in one well zone to investigate atmospheric transport of CO2. MSU
purchased two eddy covariance towers to continue net CO> flux measurements after Lewicki
finished her involvement in ZERT. Several types of laser based systems measured various
quantities of interest in the air. Los Alamos National Laboratory (LANL) made measurements in
the 2011 season of the ratio of O, and CO with a system described in (Fessenden, Clegg et al.
2010). Measurements exploiting the large negative *3C of the injected COx relative to the
isotopic signature of background CO: at the site were made with a frequency modulated
spectroscopy (FMS) laser system from LANL (Fessenden, Clegg et al. 2010). A mobile sensing
platform (Krevor, Perrin et al. 2010) based on a commercial (Picarro) cavity ringdown (CRD)
laser was developed further to make real time measurements of 3C and *2C in 2013 and 2014.
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In addition to work advancing on from ZERT I, there were three new projects introduced during
ZERT Il. Kevin Respasky (MSU) field tested a scanning differential absorption lidar (DIAL)
system with the goal of developing a CO> detection based method capable of scanning wide
areas. The technique is described in (Johnson 2013). Kathryn Romanak from Bureau of
Economic Geology (BEG) at University of Texas-Austin used the head space in the water
monitoring wells in 2012 to test her process-based soil gas technique (Romanak 2012) at a
controlled release site. In 2014 a private company, Exelis, used the ZERT field site to test a laser
imaging tomography system that is in the development phase.

RESULTS AND DISCUSSION: VALIDATION OF NEAR-
SURFACE CO2 DETECTION TECHNIQUES AND TRANSPORT
MODELS

Carbon dioxide flow rates and duration of release varied from year to year. The minimum rate of
CO- flow was 0.1 tonne/day. The maximum was 0.3 tonne/day. All releases took place within
the months of July and September of a given year. A continuous record of meteorological values
at the site including atmospheric pressure, temperature, wind direction and speed, precipitation,
relative humidity, and dew point was provided by Joe Shaw. The data is archived and accessible
on an MSU website. MSU also collected and recorded flow logs of all the COz injections.

In 2011, PNNL modified and continued to optimize the multi-channel, steady-state flow-through
soil CO; flux monitoring system they designed and originally deployed during ZERT I. The
correlation of the spatial distribution of CO- flux with soil moisture content and wind velocity
was studied. Results of a comparison with a commercial (non-steady state) system owned and
operated by MSU are given in (Amonette, Barr et al. 2013).

Jennifer Lewicki of LBNL made portable accumulation chamber measurements of soil CO> flux
along the pipeline. This data is very useful to other experimenter since it maps the surface
expression of the injected CO> as well as the relative magnitude of the hotspots. Lewicki
concluded her participation in ZERT after the 2011 season. These flux maps were important
enough to the project that MSU purchased a portable accumulation chamber and made these flux
measurements in subsequent years. There has been little variation in location and relative
intensity of the hot spots over the 8 years the field site has been in operation.

Soil Gas (fiber sensor)

Beginning in ZERT | changes in the geophysical properties of the soil in response to introduced
CO2 were investigated by Montana Tech. (Zhou, Lakkaraju et al. 2012) details the results of
collecting data on soil moisture, soil temperature, rainfall rate, and soil CO> concentration to help
determine what influences bulk soil electrical conductivity. Variation of O gas in the soil with
changing CO- concentrations was also investigated (Zhou, Apple et al. 2013). This work
continued into the 2013 field season.
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University of Montana collected soil samples at the ZERT field site to determine how elevated
levels of CO> influence microbial communities. (Morales 2013; Morales 2014) discuss the
response and shifts seen in the soil microbial communities.

Water sampling of the shallow aquifer underlying the site continued to yield information about
the potential groundwater quality impacts of CO» leakage. The USGS supplemented their
previous work (Kharaka, Thordsen et al. 2010; Zheng, Apps et al. 2012) on water chemistry with
measurements made in the 2011 season.

Refinement of the multispectral detection of plant health degradation continued through 2013.
Multispectral

Montana Tech also measured plant health before and after exposure to injected CO by
measuring the physiological properties of stomatal conductance, chlorophyll content, and
specific leaf area in dandelion and orchard grass. The work is detailed in (Sharma 2014).

NETL expanded on previous work (Strazisar, Wells et al. 2009; Wells, Strazisar et al. 2010;
Pekney, Wells et al. 2012) to refine technologies capable of monitoring larger areas at reduced
cost. Experiments in 2011 again used PFT’s co-injected with CO2 and detection on three 10 m
high towers was automated to sample only during optimal atmospheric conditions.

Stanford re-initiated work on a mobile real-time CO> detection platform that they began in ZERT
I. In 2013 and 2014 they tested improvements made to a portable system based on a Picarro
CRD laser measuring 3CO; and ?CO; in the air. Advances were described in (Moriarty 2013)
and (Moriarty 2014).

CO2 DIAL

In 2012 Katherine Romanak of the University of Texas-Austin chose the ZERT site to test her
process-based soil gas method. The technique relies on measuring various ratios of four gases
(N2, Oz, CO2, and CHa) to determine the origin of the CO. present. She had previously applied
this method at a natural CO; site, a CO2 EOR site, and a farm whose landowners claimed CO>
was leaking from the Weyburn CO> sequestration site in Saskatchewan, Canada. ZERT
provided a controlled release site where the source and quantity of the CO: is known, and no
hydrocarbons are present to complicate the chemistry. Measurements of both soil gas and
dissolved gases in groundwater were consistent with predictions of the process-based method
(Romanak, Dobeck et al. 2013). Comparison of the ZERT results with the other settings
mentioned above are given in (Romanak 2014).

Exelis, a private company and new participant in ZERT, took part in the 2014 release.

They are developing a laser imaging tomography system (“Green LITE”) and wanted to verify
whether the system could detect anomalous CO: levels at a controlled release. ZERT aided in
their development process by providing them with a realistic field setting and helped reveal what
is needed to take the instrument from the lab to a field deployable system.
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CONCLUSIONS: VALIDATION OF NEAR-SURFACE COz2
DETECTION TECHNIQUES AND TRANSPORT MODELS

The ZERT site has successfully released CO: into the shallow subsurface every summer from
2007 through 2014. It has provided a valuable test bed with a robust baseline established over 8
years of data for daily, seasonal, and interannual variability. Over the duration of the ZERT
experiment we have had participation in the field from seven universities, six national
laboratories, six private companies, and the USGS. This work has generated over 40
publications. The site has gained world-wide recognition that has consistently generated interest
of groups wanting to bring new detection techniques to test at ZERT. The visibility of work at
the site has led to substantial international collaborations. The project director and site manager
have been asked to provide technical advice on design and operation to other controlled release
facilities. The ZERT field site was relevant enough to development of monitoring technologies
to attract the International Energy Agency Greenhouse Gas (IEAGHG) Environmental Impact of
CO: Storage Workshop July 17-19, 2012 conference. MSU hosted the conference and the ZERT
site was a featured field trip of the conference.
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LIST OF ACRONYMS AND ABBREVIATIONS

%0 per mil notation is used to describe a unit expressing the ratio of stable-isotopic
abundances of an element in a sample to those of a standard material.

d delta Delta is the notation used when describing isotope species fractionation

AC Alternating Current

BEG Bureau of Economic Geology

BNL Brookhaven National Laboratory

BSFS Big Snowy fault system one of the field areas for the BSMSA; a northeast-

southwest-striking high-angle fault zone

BSMSA Big Snowy Mountains Study Area located at the western end of the Big Snowy
Arch The study focused on a northeast-southwest-striking high-angle fault zone
that transects the entire range and is rooted in the Precambrian basement. Field
work in the BSMSA was concentrated along outcrops exposed in canyons
following the traces of the Big Snowy Fault system and Swimming Woman

Canyon.
C Carbon
CBM Coal bed methane
CCP Carbon Capture Project (CCP is a partnership of several major energy

companies working together to advance the technologies that will underpin the
deployment of industrial-scale CO2 capture and storage (CCS).

CCS Carbon Capture and Storage.

CL Cathodoluminescence Optical cathodoluminescence (optical-CL) permits
optical examination or imaging of a sample through the attachment of an
evacuated CL-stage to an optical microscope. The CL-stage attachment uses a
cathode gun to bombard a sample with a beam of high-energy electrons. The
resulting luminescence in minerals allows textures and compositional variations
to be viewed that are not otherwise evident using light microscopy. The stage
allows X-Y movement of the sample to examine much of the surface area in the
sample (serc.carleton.edu website).

CO2 Carbon dioxide
CRD Cavity ring down
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DC
DFB
DIAL
EDS

EOR
EPA
FBG
FC/APC
FC/PC
FE SEM

FMS

HTD

ICAL
IEAGHG
INS

IPA

LANL
LBNL
LWIR
MC-ICPMS

Direct Current

Distributed Feedback

differential absorption lidar

Energy-Dispersive x-ray spectrometry - Interaction of an electron beam with a
sample target produces a variety of emissions, including x-rays. An energy-
dispersive (EDS) detector is used to separate the characteristic x-rays of
different elements into an energy spectrum, and EDS system software is used to
analyze the energy spectrum in order to determine the abundance of specific
elements. EDS can be used to find the chemical composition of materials down
to a spot size of a few microns, and to create element composition maps over a
much broader raster area. Together, these capabilities provide fundamental
compositional information for a wide variety of materials (serc.carleton.edu
website).

Enhanced oil recovery

Environmental Protection Agency

Fiber Bragg Grating

Fiber Coupler/Angled Physical Contact

Fiber Coupler/Physical Contact

Field emission scanning electron microscopy — FE SEM provides topographical
and elemental information at magnifications of 10x to over 100,000x, with
virtually unlimited depth of field. Compared with convention scanning electron
microscopy (SEM), field emission SEM (FESEM) produces clearer, less
electrostatically distorted images with spatial resolution down to 1 1/2
nanometers — three to six times better. The ICAL facility at MSU has a Zeiss
SUPRA 55VP model FE SEM.
http://www.physics.montana.edu/ical/instrumentation/fesem.asp

frequency modulation spectroscopy

hydrothermal dolomite

Imaging and Chemical Analysis Laboratory at Montana State University
International Energy Agency Greenhouse Gas

inelastic neutron scattering

Isopropyl Alcohol

Los Alamos National Laboratory

Lawrence Berkeley National Laboratory

Long-wave Infrared (wavelengths of approximately 8 — 14 pm)
Multicollector-Inductively Coupled Plasma Mass Spectrometer - is an
instrument that measures isotopic ratios. It is a hybrid mass spectrometer that
combines the advantages of superior ionization of an inductively coupled
plasma source and the precise measurements of a magnetic sector multicollector

mass spectrometer. As a hybrid mass spectrometer, MC-ICPMS combines an
inductively coupled plasma (ICP) plasma source, an energy filter, a magnetic
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MICP
MMF
MRI
MSU
NA
NDVI
NETL
NIR
NMR
p(CO»)
PBG
PDB
PFT
PM
PMSA

PNNL
scCO;
SEM

SM

sector analyzer, and multiple collectors for the measurement of ions. The ions
are produced by introducing the sample into an inductively coupled plasma
which strips off electrons thereby creating positively charged ions. These ions
are accelerated across an electrical potential gradient (up to 10 KV) and focused
into a beam via a series of slits and electrostatically charged plates. This ion
beam then passes through an energy filter, which results in a consistent energy
spectrum in the ion beam and then through a magnetic field where the ions are
separated on the basis of their mass to charge ratio. These mass-resolved beams
are then directed into collectors where the ions reaching the collectors are
converted into voltage. Isotope ratios are calculated by comparing voltages from
the different collectors. (serc.carleton.edu website)
http://serc.carleton.edu/research_education/geochemsheets/techniques/MCICP
MS.html

Microbially Induced Calcite Precipitation.
Montana Micro-fabrication Facility
Magnetic Resonance Imaging

Montana State University

Numerical Aperture

Normalized Difference Vegetation Index
National Energy Technology Laboratory
Near Infrared (wavelengths of approximately 700—1000 nm)
Nuclear Magnetic Resonance

Head space pressure of CO2 in microcosms
Photonic Bandgap

Pee Dee Belemnite

perfluorocarbon tracer

Polarization Maintaining

Pryor Mountain Study Area - The PMSA includes the Big Pryor, Red Pryor and
East Pryor Mountain areas of the Pryor Mountains, Montana and the Little
Mountain and Little Sheep Mountain Anticlines in Wyoming. These are
Laramide structures that expose the Mississippian age Madison Formation,
allowing for outcrop and petrographic examination of this reservoir rock.
Pacific Northwest National Laboratory

Supercritical CO>

Scanning electron microscopy - SEM uses a focused beam of high-energy
electrons to generate a variety of signals at the surface of solid specimens. The
signals that derive from electron-sample interactions reveal information about
the sample including external morphology (texture), chemical composition, and
crystalline structure and orientation of materials making up the sample
(serc.carleton.edu website).

Single Mode
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SMF Single Mode Fiber

SMOW Standard Mean Ocean Water

SPC Stewart Peak Culmination Study Area - The SPC is located in the Salt River
Range in western Wyoming along the Absaroka thrust sheet.

Sr strontium

SWC Swimming Woman Canyon — one of the field areas in the BSMSA

TSA Thermopolis Anticline Study Area - The TSA is located in the southern Bighorn

Basin just north of the Owl Creek Mountains. TSA is a Laramide-style
basement-involved uplift, i.e. a trishear anticline with a subtending thrust fault.
Investigation of the Thermopolis anticline included seal and caprock formations
such as the Triassic Chugwater Formation. There is a large mineral hot spring
located on the anticline at the Bighorn River, providing a suitable field site to
study causes of leakage to the surface.

uIC Underground Injection Control

USGS United States Geological Survey

VIS Visible (wavelengths of approximately 400-700 nm)

VVPDB Vienna Pee Dee Belemnite

XRD X-ray powder diffraction spectroscopy - XRD is a rapid analytical technique

primarily used for phase identification of a crystalline material and can provide
information on unit cell dimensions. The analyzed material is finely ground,
homogenized, and average bulk composition is determined (serc.carleton.edu
website).

XRF X-ray fluorescence An XRF spectrometer is an x-ray instrument used for
routine, relatively non-destructive chemical analyses of rocks, minerals,
sediments and fluids. It works on wavelength-dispersive spectroscopic
principles that are similar to an electron microprobe (EPMA). However, an XRF
cannot generally make analyses at the small spot sizes typical of EPMA work (2-5
microns), so it is typically used for bulk analyses of larger fractions of geological
materials. The relative ease and low cost of sample preparation, and the stability and
ease of use of x-ray spectrometers make this one of the most widely used methods for
analysis of major and trace elements in rocks, minerals, and sediment (serc.carleton.edu

website).
ZERT Zero Emissions Research Technology
ZTE Zero Echo Time Imaging sequence
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ABSTRACT: This report summarizes the methods and results of laboratory testing to evaluate the potential for
biomineralization sealing in fractured shale. The tests were conducted using samples of Opalinus shale obtained from the Mont
Terri underground testing facility in Switzerland [1]. These results will provide the basis for development of a work plan to test
biomineralization sealing in a planned future Mont Terri field demonstration, if appropriate.

Important findings include:

Porosity and pore size distribution were measured for two blocks of Mont Terri shale (OP1 and OP2) using mercury
porosimetry. Mont Terri porosimetry measurements were compared with shale samples from other formations (i.e.
Green River (Utah) and Bakken (North Dakota)). The majority of the porosity for all shale types tested is contained in
pores less than 0.1 pm and those greater than 10 um. All four shale samples contained very little porosity between 0.1
and 10 pm. The average porosity for the Mont Terri samples was 11.0%.

Two cores designated as OP2-3 and OP2-4 were used to conduct biomineralization sealing tests under ambient
pressure. Both cores had a single fully-penetrating fracture along the axis of flow. Sand proppant was added to the
fracture in core OP2-4, resulting in an initial permeability of 2420 millidarcies. Core OP2-3 had an initial permeability
of 249 millidarcies with no sand added. Both were biomineralized to approximately the same final permeability
(approximately 0.2 millidarcies) after 4 days, corresponding to a four and three order of magnitude reduction in
permeability, respectively.

Another fractured shale core (OP1-4) was loaded into the high pressure testing system and permeability was measured
in response to a range of overburden pressures. Applying overburden pressures in the range of 13.6 to 61.2 bar (200 -
900 psi) resulted in fractured core permeabilities ranging from 14.2ud down to 1.6pd. The highest overburden pressure
(61.2 bar or 6.12 MPa) corresponds to the estimated overburden pressure at the Mont Terri site of between 6 -7 MPa.

Following the overburden permeability tests the OP1-4 shale core was biomineralized in the high pressure system with
an overburden pressure of 61.2 bar (900 psi, 6.12 MPa) to mimic Mont Terri pressure conditions. The initial
permeability of 2.9 pud was reduced to approximately 0.1 pd due to biomineralization sealing (an order of magnitude
reduction). This test indicates that the biomineralization process was successful in the pressures range tested. X-Ray
CT scans showed very little evidence of fractures remaining in core OP1-4 after biomineralization sealing.

In this testing, pre-biomineralization fracture aperture widths ranged from a high of 84.3 um (OP2-4) down to 0.72 pm
(OP1-4). The intermediate values of 39.6 um (OP2.3) and 43.4 um (OP1-2) are close to the reported hydraulic aperture
range of 20-30 pum estimated for the Mont Terri shale after hydraulic fracturing—indicating that tests reported here
have bracketed the range of fracture apertures expected at the Mont Terri site. Biomineralization sealing was successful
for all initial fractures tested.

KEYWORDS: Fracture sealant, biomineralization, Opalinus Shale, Mont Terri Underground Research Laboratory, CCS leakage
mitigation



INTRODUCTION & BACKGROUND

DOE is currently funding the Center for Biofilm Engineering (CBE) at Montana State University (MSU) on two CO:
sequestration-related projects (DE-FE0004478 and DE-FE0009599) aimed at developing technology for sealing unwanted CO2
leakage pathways. This technology is based on bacterial ureolysis-induced biomineralization, a process that promotes the
deposition of carbonate minerals in porous media or fractures to seal preferential leakage pathways. Specific leakage pathways of
interest include fractures, cracks and delaminations between well casing, well cement, and surrounding aquifer or caprock, and
potentially the pore space of the rock. The on-going DOE projects focus entirely on proving the concept of biomineralization
sealing in sandstone rock environments. This research and testing methodology has been previously published by the CBE study
team [2-11, 13, 15-16].

The work for phase three of the CO2 Capture Project (CCP3) described here was focused on extending the sandstone-based
biomineralization research to evaluate the potential for biomineralization sealing using 2.54 cm (one-inch) diameter cores of
fractured Opalinus shale from the Mont Terri test site.

SCOPE OF WORK

This research has demonstrated the feasibility of biomineralization technology to seal fractured shale in laboratory scale tests.
This was accomplished by establishing biomineralized seals in cores at both ambient and field relevant pressure and temperature
conditions. Seals were evaluated by measuring the reduction in permeability of the fractured core as biomineralization seal
development progressed. X-ray computed tomography (X-ray CT) measurements before and after the tests were done to
compare the original pore and fracture structure to the structure after biomineralization.

Pore size distribution and porosity were also measured on shale samples using mercury porosimetry. Porosimetry results for
Opalinus shale were compared with results for shale samples from other geologic formations.

The principal tasks for this work plan were:

. Task 1. Prepare shale core samples.

. Task 2. Characterize shale porosity and pore size distribution.

. Task 3. Perform core sealing tests at ambient pressure and temperature.

. Task 4. Perform core sealing tests at field relevant pressure and temperature.
. Task 5. Relate findings to field conditions at Mont Terri field site

TASK 1. PREPARE SHALE CORE SAMPLES

Two blocks of Opalinus shale from the Mont Terri test site were used for this study. From these shale blocks multiple 2.54 cm
(one-inch) diameter core samples were drilled which were subsequently used in biomineralization sealing tests. Six cores were
drilled from the first shale block as shown in Figure 1 (note that the “OP1” designation refers to the cores from the first shale
block while “OP2” refers to cores drilled from the second shale block). All cores were drilled parallel to the bedding planes. The
attempt at wet drilling (core OP1-6) did not yield satisfactory results. All other OP1 cores were drilled dry, yielding cores which
were largely intact but with a few well developed fractures. Cores OP1-1 and OP1-2 were sacrificed to develop the apparatus and
experimental protocol for performing biomineralization of shale cores and simultaneous measurement of core permeability. No
data from cores OP-1 and OP-2 are reported herein with the exception of the 330 md permeability for OP-2 as reported in Table
5. Biomineralization sealing test results for OP1-4 are reported under Task 4 below. The description of the OP2 shale cores is
provided below under Task 3.



Core#OP-1 5.1cm Core#OP1-3 7.6cm

B CorciOP1-6 s
Core#OP1-5 7.0cm il \Wet Drilled

Core#OP1-4 7.0cm

Figure 1. Cores drilled from the OP1 shale block.

TASK 2. CHARACTERIZE SHALE POROSITY AND PORE SIZE DISTRIBUTION

Characterization of Opalinus shale samples consisted primarily of using mercury porosimetry to measure porosity and pore size
distribution. X-Ray CT was also used to visually characterize core fractures before and after biomineralization. CT results are
reported under Task 4.

Pore Size Distribution and porosity using mercury porosimetry.

Mercury porosimetry was carried out in the laboratories of Montana Emergent Technologies (MET) on the campus of Montana
Tech of the University of Montana, located in Butte MT. To evaluate the pore characteristics of the Mont Terri shale, a
Micromeritics Autopore 1V Model 9500 Mercury Porosimeter (Figure 2) was used. This porosimeter has a 33,000 psi pressure
capability which allows it to accurately measure pore sizes over a wide range, from approximately 900 pum to approximately
0.005 pm.

Figure 2. Micromeritics Mercury Porosimeter

Mercury porosimetry or mercury intrusion is based on the principle that the amount of pressure required for a non-wetting fluid,
such as mercury, to intrude into a porous substance is inversely proportional to the size of the pores. Material properties that can
be determined from this porosimetry test include pore size distribution, total pore volume, median pore diameter, bulk density,
and material density.

Samples of both OP1 and OP2 shales were tested. Shale chips with an area roughly 1 cm? and a few mm in thickness were placed
in a bulb penetrometer which was evacuated to remove air and volatile substances. The bulb was then filled with mercury and
pressurized in discrete steps. The incremental volume of mercury that intruded into the sample was recorded for each pressure
point up to 33,000 psi.



The majority of the porosity for all shale types tested was contained either in pores less than 0.1 um or those greater than 10 pum.
The portion of porosity greater than 100 pm typically consists of surface roughness and indentations, rather than easily accessible
pores. Cracks in the shale would fall in this category.

As shown in Figure 3, the pore size distributions for both OP1 and OP2 were very similar. However, OP2 had significant
porosity around the 0.1 um range while OP1 had pores that were an order of magnitude smaller (around 0.01 um).

In Figure 4, the pore size distribution for both samples of Mont Terri shale were compared with shale from the Bakken formation
(North Dakota) and the Green River formation (Utah). All shales contained very little porosity between 0.1 and 10 pm.
However, since the Bakken Shale had almost no porosity less than about 50 um, both OP1 and OP2 were more similar to the
Green River shale.

Mercury Porosimetry of Mont Terri Shale
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Figure 3. Pore size distribution for OP1 and OP2 shales.
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Figure 4. Comparison of Mont Terri shale pore sizes with other shales.

Table 1 shows the porosity for each shale sample along with the summary pore size categories. The average porosity for the two
Mont Terri shales was 11.0 %.

Table 1. Mont Terri shale pore size summary.

Porosity
Core Total Less than 10 um Beth:: 1-10
Mont Terri #0P1 12.31% 8.59% 0.65%
Mont Terri #0P2 9.71% 8.13% 0.27%
Green River 8.25% 4.53% 0.03%
Bakken 4.50% 0.51% 0.39%

TASK 3. PERFORM CORE SEALING TESTS AT AMBIENT PRESSURE

Core Preparation.

Four 2.54 cm (one inch) diameter cores were drilled from the second Opalinus shale block (designated OP2). Two of these cores
(OP2-3 and OP2-4) were used to conduct biomineralization sealing tests under ambient pressure.

Using a hammer and a sharp object, both cores were split longitudinally. Core OP2-3 fractured into three pieces as shown in
Figure 5. Core OP2-4 split cleanly into two pieces (Figure 6). Both cores were soaked in Mont Terri Brine overnight (about 16
hours). The liquid caused OP2-3 to separate into many additional pieces as shown in Figure 5. These pieces were pieced
together as well as possible and wrapped in several layers of Polytetrafluoroethylene (PTFE) tape. The wrapped core was then
inserted into a reinforced PVC tube for permeability testing.

The overnight soak in Mont Terri Brine caused less damage to OP2-4; the two pieces stayed intact. As shown in Figure 7,
approximately one layer of 30/50 proppant sand was placed on one piece and the core was reassembled and wrapped in PTFE
tape. The wrapped core was then inserted into a reinforced PVC tube for permeability testing.
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Figure 5. Split OP2-3 core and core wrapped in PTFE tape. Core length was 5.77 cm (2.27 inches).



Figure 6. Split OP2-4 Core. Core length was 4.01 cm (1.58 inches).

e
Figure 7. OP2-4 Core showing proppant placement (arrow) and wrapping pieces with PTFE tape.

System for developing biomineralization seal and measuring permeability.

The flow-through system used to develop the biomineralization seal while simultaneously measuring permeability through 2.54
cm (one-inch) diameter shale cores is shown in Figures 8 and 9. This system consisted of a pump for fluid injection, a pressure
transducer (Omega) for determination of differential pressure across the core, and a holder around the core with sufficient
overburden pressure to prevent bypass of flow around the core. A Cole Palmer peristaltic pump was used to inject fluid for initial
permeability measurements. A KD Scientific syringe pump was used for injection of biomineralization fluids. Pump flow rate
and influent pressure were recorded periodically and logged. The core holder consisted of PVC reinforced tubing with an inner
diameter of one inch and the overburden pressure was provided by a heavy duty hose clamp placed around the core, which was
tightened with a torque wrench to 20-40 in-Ibs. The core holder was connected to the system via Y-inch plastic tubing and
oriented vertically with upward fluid flow. The effluent fluid that collected at the top of the core overflowed to a waste vessel.

The establishment of the biomineralization seal was monitored using standard pH measurements as well as flow rate and pressure
differential monitoring [6,8,13].

Figure 8. Apparatus for performing biomineralization sealing of shale cores and simultaneously measuring core permeability.
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Figure 9. Process flow diagram (schematic) of apparatus for performing biomineralization sealing of shale cores and
simultaneously measuring core permeability.

Initial permeability measurements.

A solution of 10 g/L ammonium chloride was used to measure the initial permeability of the cores. This solution corresponds to
the ammonium chloride content of the media used for biomineralization, without urea and nutrient broth added. The measured
permeability was based on the cross sectional area of the core face perpendicular to flow and the average of the shortest and
longest measured core length. Fluid was recirculated with a peristaltic pump at a rate sufficient to measure a reasonable pressure
drop across the core. The permeability was calculated using Darcy’s Law and results for both OP2 cores are shown in Table 2.
The permeability OP2-4 was an order of magnitude greater (249 millidarcies vs 2420 millidarcies) than that of OP2-3,
presumably due to the presence of proppant in the fracture. This is as expected since proppant is used to for instance enhance the
permeability of fractured shale for oil recovery.

Table 2. Initial Permeability values prior to biomineralization

Core Area (cm?) Average Flow Rate Pressure drop Calculated
Length (cm) (ml/min) (meters H,0) Permeability (md)

OP2-3 5.43 5.77 10.0 7.3 249

OP2-4 5.43 4.01 40.0 2.2 2,420

Biomineralization sealing procedure.

The two OP2 cores (OP2-3 and OP2-4) cores were biomineralized using procedures developed by Montana State University. The
biomineralization procedure consisted of first inoculating the core with the ureolytic organism Sporosarcina pasteurii, then
pumping a nutrient solution containing microbial growth medium and urea without calcium (designated CMM-) into the core,
followed by the same growth medium with calcium (CMM+). Alternating pulses of CMM- and CMM+ were applied to build up
the calcium carbonate sealing deposits. As the mineralization deposits built up, the flow rate was periodically reduced to keep the
pressure drop at or below 25 psig as higher pressures might have caused leaks in the system.

Biomineralized core permeability measurements.

Core permeabilities following biomineralization are shown in Table 3. Although OP2-4 had an initial permeability 10 times
greater than OP2-3, both were biomineralized to approximately the same final permeability (approximately 0.2 millidarcies) after
4 days. A plot of permeability vs time is shown in Figure 10. Significant calcium carbonate precipitate was observed in the
fractures and on the outside of the biomineralized cores, OP2-3 and OP2-4 (Figure 11). The mineralization process effectively
blocked the flow of fluid through the cracks in the shale.

Table 3. Permeability values following biomineralization



Flow Rate Pressure drop Final Permeability Permeability

Core (ml/min) (meters H,0) (md) Reduction
0OP2-3 0.015 15.6 0.18 99.93%
OP2-4 0.03 19.5 0.20 99.99%
Mont Terri Shale Permeability
OP2 Cores
T 1,000.0
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Figure 10. Permeability reduction with time during biomineralization of cores OP2-3 (blue dots) and OP2-4 (red triangles).
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3 Effluent { ffluent

Core OP2-
3 Influent

Figure 11. Significant calcium carbonate (arrows) was observed in the fractures and on the outside of cores OP2-3 and OP2-4
following biomineralization. All OP2 cores were drilled wet.

TASK 4 - PERFORM CORE SEALING TESTS AT FIELD-RELEVANT PRESSURE

High pressure core test system.

MSU/CBE has developed a high pressure, elevated temperature rock core testing system [2,3,4,17]. A Hassler-type core holder
housed in an incubator to control temperature (Figure 12) has been utilized to test biofilm- and biomineral-based sealing of 2.54
c¢m (1 inch) diameter Berea sandstone cores. Both biofilm-only and biofilm-induced biomineralization sealing has been shown to
reduce the permeability approximately 3 to 5 orders of magnitude in Berea sandstone cores under high and low pressure
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[9,10,13,17]. In addition, it was demonstrated that the biofilms and the deposited minerals were resistant to supercritical CO2
exposure [9,10,12].

Permeability vs. overburden pressure.

A fractured shale core (OP1-4) was loaded into the high pressure testing system and permeability was measured in response to a
range of overburden pressures (a picture of core OP1-4 is shown in Figure 1 and below in Figure 15).

The core was wrapped in PTFE tape to ensure a tight seal against the Viton sleeve inside the core holder. The core was loaded
into the core holder and the overburden reservoir was filled. Synthetic Mont Terri brine was pumped through the core over a 5
day period. After this time the core was assumed to be saturated and permeability testing was performed. Each permeability test
had a constant differential pressure across the core and a constant overburden pressure. The inlet pressure and overburden
pressure were controlled by high pressure syringe pumps (Teledyne Isco 500D). The outlet of the core was open to atmospheric
pressure. Both the inlet and overburden pressures were raised slowly in 50-100 psi intervals, while keeping the overburden
pressure above the inlet pressure to prevent bypass of the brine solution. Once the desired inlet pressure was reached data
logging for both pumps was started. VVolume dispensed from the pump was monitored over time to determine an average flow
rate. Permeability was calculated using Darcy’s law when the flow rate through the core was stable for approximately 2 hours.
The experiments were carried out in sequence from low pressures to higher pressure.

Figure 12. The high pressure core test system. The Hassler type core holder is in the center of the picture. Flow was from left to
right. Overburden pressure was controlled via a high pressure flexible stainless steel hose connected to an Isco pump operated in
constant pressure mode which was connected to the core holder (bottom of the picture).

Table 4 and Figure 13 show that applying overburden pressures ranging from 13.6 to 61.2 bar (200 to 900 psi) substantially
reduces the permeability of the (saturated) fractured shale core into the microdarcy range. The upper range of overburden
pressure (61.2 bar), which corresponds to the estimated overburden pressure at the Mont Terri site, results in a permeability of
about 1.6 microdarcies. The variability in permeability values observed for 20.4 and 61.2 bar overburden pressures indicates the
possibility that the effective fracture aperture is exhibiting a dynamic response to changes in overburden pressure and flow rate.
This response may be the result of random opening and closing of micro flow channels along the original fracture.

Table 4. Permeability of the fractured OP1-4 shale core in response to increasing overburden pressure

Flow Rate (mL/hr) P:_):sf:f:;zn(t[i)i) P?:;ﬂ::r((llg:_) Permeability (nd) Standard deviation (nd)
0.347 10.2 13.6 14.2 0.810
0.176 17.0 204 4.34 0.239
0.104 10.2 20.4 4.22 0.526
0.125 54.4 61.2 0.99 0.053
0.144 57.8 61.2 1.05 0.078




0.210 54.4 61.2 1.63 0.056

Biomineralization sealing.

Following the overburden permeability tests the OP1-4 shale core was biomineralized. For this test the overburden pressure was
set at 61.2 bar (900 psi) and the injection pressure was set to 54.4 bar (800 psi). Biomineralization sealing was promoted using
the same methods and protocols as described in Task 3. Results shown in Figure 14 indicate that the initial permeability of 2.9
microdarcies was reduced to approximately 0.1 microdarcies during the first 50 hours. This permeability reduction was entirely
due to bacterial plugging. After 50 hours calcium was added and biomineralization began, however no further permeability
reduction was observed. This result is not surprising since the estimated original aperture width of approximately 0.74 pum
(shown in Table 5 below) is substantially smaller than the size of the S. pasteurii cells (2-4 microns). This test does however
indicate that the biomineralization process was not affected by pressures in the range tested as significant calcium carbonate
deposits were observed in the system.
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Figure 13. Observed permeability vs. overburden pressure, error bars represent the standard deviations of five measurements.
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Figure 14. Permeability of core OP1-4 over time. At 24 hours the system was depressurized and switched from injecting the
organisms to the growth medium. At 50 hours the system was switched from the growth medium to the calcium-containing
medium. Permeability calculations accounted for the differences in fluid viscosity, since the calcium-free medium has a viscosity
of 1.006 10 kg m s and the calcium-containing medium has a viscosity of 1.051 10 kg m?* s,
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Following biomineralization sealing, core OP1-4 was scanned using X-Ray CT. Figure 15 shows the OP1-4 core before and after
high pressure biomineralization along with the locations where the CT scans were performed.

Figure 16 shows the results of the X-Ray CT scans for two locations along the axis of core OP1-4 before and after
biomineralization. It should be noted that the “before biomineralization” scans were taken while the core was wrapped in PTFE
tape. This condition corresponds to a very small, but unknown overburden condition. As a result it is not possible to directly
compare the size of the fractures before and after biomineralization as the biomineralization sealing was performed at very high
(61.2 bar) overburden pressure. However the X-Ray CT scans do show very little evidence of fractures remaining after
biomineralization sealing was completed.

X-Ray CT slice locations X-Ray CT slice locations

#1 #2 |
a) m b)

Figure 15. Core OP1-4 a) before biomineralization and b) after biomineralization.

Slice #2

Slice #1 Slice #1

Slice #2

a b c d

Figure 16. X-Ray CT scans of core OP1-4 before (16a & 16¢,) and after (16b & 16d,) biomineralization sealing. After applying
overburden pressure of 61.2 bar and completing biomineralization sealing figures 16b and 16d reveal very little evidence of
residual fracturing in the shale.

TASK 5 RELATE FINDINGS TO FIELD CONDITIONS AT MONT TERRI FIELD SITE

The confining stresses at the Mont Terri site are in the range of 6-7 MPa and fracture apertures can be expected in the range of 20
to 30 um when fractures are kept open by an overpressure (above reopening pressure). These data are reported in “Hydro-
fracturing Design Studies for Sealing Experiment at Mont Terri” by Rutqvist et al at LBNL. Ambient temperature at the site is
assumed to be 20 degrees C.

The high pressure permeability and biomineralization experiment described was carried out with an overburden pressure of 61.2
bar (900 psi or 6.12 MPa). This 6.12 MPa pressure is therefore in the rage of possible confining stresses assumed for Mont Terri.
Core fracture aperture width calculation

Published equations were used to relate average permeability fractured cores (as measured for Task 3 & 4) to the corresponding
(calculated) fracture aperture widths. The following derivation shows the mathematical development of the equation used to
calculate fracture width from measured average fractured core permeabilities.
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Derivation

The analytical solution to the Navier Stokes equation for incompressible flow through two equally spaced plates was combined
with Darcy’s law to yield an expression for effective fracture hydraulic conductivity, Keraceure [=]7s-

w? pg

Kfracture = E I
Where: w = the aperture of the fracture in meters
p iis the density of the fluid in 2,
g is the gravitational acceleration constant in sﬂz

and p is the viscosity of the fluid in %.

A second relation, from [14], was used to relate matrix, average and fracture hydraulic conductivities:

K _ KaverageA—Kmatrix(A—wl)
fracture —

Equ.1

wl

Where: Kgperqage = Nydraulic conductivity of the rock and core system (m/s). This was measured experimentally at different
overburden and differential pressures.

A = cross sectional area of the core (m?)
Knaerix = hydraulic conductivity of unfractured shale, 1.0 * 10714 % was used. This was the observed hydraulic conductivity at
the end of the first high pressure experiment.

I =width of the fracture (m)

3
Combining these equations leads to: “;—zl% —kgyA+kn(A—wlh) =0 Equ. 2

Which was solved for w, the aperture of the fracture.

Calculated aperture values
Calculated fracture apertures for all (pre-biomineralization) tests are shown below in Table 5.

Results shown in Table 5 indicate that the biomineralized cores exhibit pre-biomineralization fracture widths ranging from 84.3
um (OP2-4) down to 0.74 wm (OP1-4). The intermediate values of 39.6 um (OP2-3) and 43.4 um (OP1-2) are close to the range
of 20-30 pum estimated above for the Mont Terri shale after hydraulic fracturing. These findings indicate that the
biomineralization tests described here have bracketed the range of fracture apertures expected at the Mont Terri site.
Biomineralization sealing was successful for all initial fractures apertures tested.

Table 5. Results from varying overburden pressure and differential pressure in the high pressure system. Overburden pressure
tests were run on core OP1-4. The permeability and fracture aperture for cores OP1-2, OP2-3, and OP2-4 measured under
ambient pressure are also included in this Table.

Differential Pressure Overburden Permeability (pnd) Fracture Aperture
(psi) Pressure (psi) (pm)
150 200 14.2 1.5
250 300 4.34 1.0
150 300 4.22 1.0
850 900 1.05 0.64
800 900 1.63 0.74
Ambient experiments Permeability (md) Fracture Aperture (um)
Proppant Core (OP2-4) 2420 84.3
No Proppant (OP2-3) 250 39.6
No Proppant (OP1-2) 330 43.4
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SUMMARY

Porosity and pore size distribution were measured for two blocks of Mont Terri shale (OP1 and OP2) using mercury porosimetry.
Mont Terri porosimetry measurements were also compared with shale samples from other formations (i.e. Green River (Utah)
and Bakken (North Dakota)). The majority of the porosity for all shale types tested is contained in pores less than 0.1 um and
those greater than 10 um. The overall pore size distributions for both OP1 and OP2 were very similar. All four shale samples
contained very little porosity between 0.1 and 10 um. The average porosity for the two Mont Terri shale blocks tested was 11.0%

Cores OP2-3 and OP2-4 were used to conduct biomineralization sealing tests under ambient pressure. Both cores had a single
fully-penetrating fracture along the axis of flow. Sand proppant was added to the fracture in core OP2-4 resulting in an initial
permeability of 2490 millidarcies. Core OP2-3 had an initial permeability of 249 millidarcies. Both were biomineralized to
approximately the same final permeability (approximately 0.2 millidarcies) after 4 days. This corresponds to a four and three
order of magnitude reduction in permeability, respectively.

Fractured shale core (OP1-4) was inserted into the high pressure testing system and permeability was measured in response to a
range of overburden pressures. Applying overburden pressures in the range of 13.6 to 61.2 bar (200 - 900 psi) resulted in
fractured core permeabilities ranging from 14.2ud down to 1.6ud. The highest overburden pressure (61.2 bar or 6.12 MPa)
corresponds to the estimated overburden pressure at the Mont Terri site of between 6 -7 MPa.

Following the overburden-permeability tests the OP1-4 shale core was biomineralized at an overburden pressure of 61.2 bar (900
psi). The initial permeability of 2.9 microdarcies was reduced to approximately 0.1 microdarcies due to biomineralization sealing
(two order of magnitude reduction). This test indicates that the biomineralization process was not affected by pressures in the
range tested. X-Ray CT scans showed very little evidence of fractures remaining in core OP1-4 after biomineralization sealing
was completed.

In Phase | testing pre-biomineralization fracture widths ranged from a high of 84.3 pm (OP2-4) down to 0.74 um (OP1-4). The
intermediate values of 39.6 um (OP2.3) and 43.4 um (OP1-2) are close to the range of 20-30 pum estimated above for the Mont
Terri shale after hydraulic fracturing—indicating that Phase | tests have bracketed the range of fracture apertures expected at the
Mont Terri site. Biomineralization sealing was successful for all initial fracture apertures tested.

CONCLUSIONS

1) The two blocks of Opalinus shale tests were found to have similar pore size distributions (<0.1 pm and > 10 pum) and
porosities (11% average porosity).

2) Applying overburden pressures in the range of 13.6 to 61.2 bar (200 - 900 psi) reduced the saturated, fractured shale core
permeability into the microdarcy range (14.2ud to 1.6ud).

3) All shale samples tested were successfully biomineralized. Initial average fractured core permeabilities were reduced by up to
four orders of magnitude. Shale fracture apertures tested bracketed the aperture range (20-30 microns) predicted at Mont Terri.

4) Results from this testing indicate that the biomineralization sealing alternative has a high probability of success in the planned
Mont Terri field test.

ACKNOWLEDGEMENTS

This research was sponsored by CCP3 with supplemental funding from DOE Project #DE-FE0000397. Additional Technical
review was provided by Joseph J.T. Westrich of Shell Global Solutions.

REFERENCES

Thury, M.; The characteristics of the Opalinus Clay investigated in the Mont Terri underground rock laboratory in Switzerland.
Comptes Rendus Physique, Volume 3, Issue 7, Pages 923-933, 2002.

Cunningham, A.B.; Gerlach, R.; Spangler, L.; Mitchell, A.C. (2009): Microbially enhanced geologic containment of sequestered
supercritical CO2. Energy Procedia. 1(1):3245-3252. doi: 10.1016/j.egypro.2009.02.109

Cunningham, A.B., Gerlach, R.; Spangler, L.; Mitchell, A.C.; Parks, S.; Phillips, A. (2011): Reducing the risk of well bore
leakage using engineered biomineralization barriers. Energy Procedia. 4:5178-5185. doi:10.1016/j.egypro.2011.02.49.

Cunningham, A.B.; Lauchnor, E.; Eldring, J. Esposito, R.; Mitchell, A.C.; Gerlach, R.; Connolly, J.; Phillips, A.J.; Ebigho, A;
Spangler, L.H. (2013): Abandoned Well CO2 Leakage Mitigation Using Biologically Induced Mineralization: Current
Progress and Future Directions. Greenhouse Gases: Science and Technology.

Ebigbo A.; Helmig, R.; Cunningham, A.B.; Class, H.; Gerlach, R. (2010): Modelling biofilm growth in the presence of carbon
dioxide and water flow in the subsurface. Advances in Water Resources. 33:762—781. doi: 10.1016/j.advwatres.2010.04.004

Ebigbo A.; Phillips, A; Gerlach, R.; Helmig, R.; Cunningham, A.B.; Class, H.; Spangler, L. (2012): Darcy-scale modeling of
microbially induced carbonate mineral precipitation in sand columns. Water Resources Research. 48, W07519,
doi:10.1029/2011WR011714.

13



Fridjonsson, E.O.; Seymour, J.D.; Schultz, L.N.; Gerlach, R; Cunningham, A.B.; Codd, S.L. (2011): NMR Measurement of
Hydrodynamic Dispersion in Porous Media Subject to Biofilm Mediated Precipitation Reactions. Journal of Contaminant
Hydrology. 120-121:79-88. doi:10.1016/j.jconhyd.2010.07.009

Lauchnor, E.G.; Schultz, L.; Mitchell, A.C.; Cunningham, A.B.; Gerlach, R. Bacterially Induced Calcium Carbonate
Precipitation and Strontium Co-Precipitation under Flow Conditions in a Porous Media System. Environmental Science and
Technology. es-2010-02968v. Accepted. Jan 02, 2013. http://dx.doi.org/10.1021/es304240y,

Mitchell, A.C.; Phillips, A.J.; Hamilton, M.A.; Gerlach, R.; Hollis, K.; Kaszuba, J.P.; Cunningham, A.B. (2008): Resilience of
planktonic and biofilm cultures to supercritical CO2. The Journal of Supercritical Fluids. 47(2):318-325.
d0i:10.1016/j.supflu.2008.07.005

Mitchell, A.C.; Phillips, A.J.; Hiebert, R.; Gerlach, R.; Spangler, L.; Cunningham, A.B. (2009): Biofilm enhanced geologic
sequestration of supercritical CO2. The International Journal on Greenhouse Gas Control. 3:90-99.
doi:10.1016/j.ijggc.2008.05.002

Mitchell, A.C.; Dideriksen, K.; Spangler, L.H.; Cunningham, A.B.; Gerlach, R. (2010): Microbially enhanced carbon capture and
storage by mineral-trapping and solubility-trapping. Environmental Science and Technology. 44(13):5270-5276. doi:
10.1021/es903270w

Mitchell, A.C.; Phillips, A.J.; Schultz, L.N.; Parks, S.L.; Spangler, L.H.; Cunningham, A.B.; Gerlach, R. Microbial CaCOs3
mineral formation and stability in an experimentally simulated high pressure saline aquifer with supercritical CO2.
International Journal of Greenhouse Gas Control. Accepted February 03, 2013.

Phillips, A.J., R. Gerlach, R., Lauchnor, E., Mitchell, A.C, Cunningham, A.B. Spangler L. Engineered applications of ureolytic
biomineralization: a review (2013). Biofouling, Vol. 29, No. 6, 715-733, http://dx.doi.org/10.1080/08927014.2013.796550.

Putra, E., V. Muralidharan, and D. S. Schechter. "Overburden pressure affects fracture aperture and fracture permeability in a
fracture reservoir." Saudi Aramco Journal of Technology (2003): 57-63.

Schultz, L.; Pitts, B.; Mitchell, A.C.; Cunningham, A.B.; Gerlach, R. (2011): Imaging Biologically-Induced Mineralization in
Fully Hydrated Flow Systems. Microscopy Today. September 2011:10-13. doi:10.1017/S1551929511000848 (with cover
image feature).

Phillips, AJ; Lauchnor, E; Eldring, J; Esposito R; Mitchell, A.C.; Gerlach, R; Cunningham, A; and Spangler, L. (2013): Potential
CO:2 Leakage Reduction through Biofilm-Induced Calcium Carbonate Precipitation. Environmental Science & Technology.
47 (1):142-149

Phillips, AJ. (2013): Biofilm-Induced Calcium Carbonate Precipitation: Application in the Subsurface, Montana State University,
PhD Thesis. 223 pp.

14



Appendix B

Lawrence Berkeley National Laboratory Final Report

183



ZERT Il Final Scientific Report

DE-FE0000397

Lawrence Berkeley National Laboratory

AUTHORS/CONTRIBUTORS:

Curt Oldenburg (PI) Matthew Reagan
Paul Cook Dmitriy Silin*
Andrea Cortis* Nic Spycher
Christine Doughty Tetsu Tokunaga
Timothy Kneafsey Jiamin Wan
Jennifer L. Lewicki? Jong-Won Jung®
Alex Morales Tianfu Xu®

Karsten Pruess®

!Now at Ayasdi, Palo Alto, CA
“Now at USGS, Menlo Park, CA
3Retired
*Now at Shell, Houston, TX
®Now at Louisiana State University, Baton Rouge, LA
®Now at Jilin University, China

October 29, 2014

LBNL ZERT Il Final Report, October 31, page 1



ABSTRACT

Work at LBNL under ZERT Il consisted of three technical tasks focused on numerical
simulation applications and development, field monitoring, and laboratory studies of two-phase
COo-water flow and trapping. In this report, simulation results and programming effort are
described for long-term CO> migration and leakage up a fault, hysteretic relative permeability,
reactive geochemical transport, shallow CO flow and transport, and web-based gas-mixture
property estimation. Field-based research on monitoring CO- surface flux using eddy-covariance
and accumulation chamber methods, and related field and modeling support are presented next.
Finally, we present laboratory studies of fluid and gas flow and retention in porous media
focused on surface-tension-related phenomena. This is complemented by presentation of an
example of a computational approach to modeling pore occupancy and its verification using
high-resolution imaging.

EXECUTIVE SUMMARY

Simulation studies suggest that complex phase-change and related phase-interference phenomena
are predicted to occur during CO> leakage up a fault resulting in oscillatory leakage fluxes of
CO. and water. We finalized and released a new version (V2) of the reactive geochemical
transport simulator, TOUGHREACT. Hysteresis in relative permeability is an important property
of porous media systems undergoing drainage (CO: injection) and imbibition (water migrating
into pore space vacated by CO.. Upscaling of laboratory-measured hysteretic relative
permeability is feasible and can provide input parameters for residual gas trapping in large-scale
reservoir simulations of geologic carbon sequestration. A relevant test problem and user guide
for the shallow COg-air transport model EOS7CA was developed for expanding the user base of
the code. The LBNL online gas-mixture-property estimation tool, WebGasEOS, was ported to an
LBNL-wide server and is receiving considerable use from around the nation and the world. Eddy
covariance and accumulation chamber approaches to monitoring and detection of CO, leakage
were demonstrated at the ZERT shallow release test site along with related modeling approaches
to analyze and interpret the data. LBNL provided critical technical assistance in the field in
support of the experiments. In the laboratory, LBNL research demonstrated the importance of
mixed wettability in the flow of CO2 and brine through grains of calcite and silica sand, details of
CO- capillary pressure relative to air as an analog, and a useful computational approach to
modeling pore occupancy by a non-wetting fluid such as scCO..
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EXPERIMENTAL METHODS

The ZERT Il project at LBNL comprised three technical tasks aimed at improving performance
prediction of geologic carbon sequestration, developing approaches to monitor and verify
storage, and improving understanding of trapping processes. The methods used included
computer modeling, field investigations at the ZERT shallow-release facility in Montana, and
laboratory work. The computer modeling work included programming new capabilities into the
TOUGH codes, testing, and applications of these new capabilities. In the field, we used
accumulation chamber and eddy covariance approaches to monitor CO. emissions from the
ground surface at the Montana State University ZERT release facility. LBNL also installed the
packer and CO> delivery and flow controller system (that LBNL previously designed and built)
used inside the shallow horizontal well previously drilled by Montana State University. In the
laboratory, a variety of experimental methods was used including high-pressure core-flow
analysis, imaging using X-ray CT and other methods, and a high-pressure cell for visual
interfacial tension measurements.

RESULTS AND DISCUSSION

The project was organized into a management task (Task 1) and three technical tasks (Tasks 2-4)
with a single task lead assigned to each task. There was close integration between Tasks 2 and 3
as the computer models of Task 2 are useful in Task 3 for predicting CO> leakage fluxes. Here
we present a summary of results of the project organized by Task and Subtask.

Task 2: Performance Prediction for Long-Term Underground Fate of CO;
Goal: To develop reliable techniques to predict and model CO, migration and trapping mechanisms.

Subtask 2.1. Long-term CO2 migration and leakage

In order to analyze long-term CO> migration and leakage, we performed numerical simulations
using the fluid property module ECO2M (Pruess, 2011a), which can represent all possible phase
combinations in the CO»-brine system, including transitions between super- and sub-critical
conditions, and phase change between liquid and gaseous CO.. This allows a seamless modeling
of CO> storage and leakage, all the way from a deep storage reservoir to the land surface. An
example of our ZERT 1l research test problem is shown in Figure 1 by the sketch of a plume
migration scenario consisting of a sloping reservoir and overlying cap rock with a vertical fault
zone extending all the way to the land surface. The model domain as shown in Figure 1 dips at
an angle a = 1.5°,
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Figure 1. Geometric dimensions of the flow system modeled. The initial CO; plume is shown by light
shading. The fault intersects the aquifer at a distance of 50 km (32 mi) from the lefi boundary.

Results are illustrated in Figures 2-4. As shown in Figure 2, the CO2 plume reaches the fault
zone after about 185 years (5.8 x 10° s), at which time CO; begins to flow up the fault while
water flow in the fault changes from small up flow to down flow (Figure 3). Subsequently, both
CO- and water fluxes show cyclic variations (Figures 2, 3) which arise from an interplay of the
following three processes with different time constants: (1) multiphase flow of CO, and water in
the fault zone accompanied by strong cooling effects from liquid CO boiling into gas, and
gaseous CO2 expanding on approach to the land surface (Joule-Thomson effect); (2) heat
exchange between fluids in the fault zone and the surrounding wall rocks; and (3) multiphase
flow in the storage aquifer. Figure 4 shows that the advancement of the CO> plume stalls when
the fault zone is reached, but after a period of about 50 years, plume advancement continues with
the same speed as for the case without a leaky fault. This behavior can be understood by noting
that the leading edge of the plume is rather thin, so that fault-zone leakage initially amounts to a
large fraction of total up-dip CO. flow. Over time the CO2 plume at the bottom of the fault
thickens, so that leakage up the fault becomes a small fraction of total CO, flow, and
consequently the effect of fault leakage on the speed of plume advancement becomes small.
Complete descriptions and further analysis of this problem are published in Pruess (2011b) and
Pruess and Nordbotten, 2011).
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Figure 2. CO: fluxes at the bottom and the top of the fault.
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Figure 3. Water fluxes at the top and bottom of the fault.
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Figure 4. Up-dip advancement of the CO; plume. Open circles are for the case without a fault, while the
dotted line is with a fault zone present. CO; loss from the fault zone is also shown.

Subtask 2.2. TOUGHREACT V2 Development

TOUGHREACT is a reactive geochemical modeling flow and transport code in wide use in the
geologic carbon sequestration research community. Over the years since about 2004, there have
been numerous additions in capabilities to the TOUGHREACT code that motivated development
of a second version (i.e., V2, Xu et al., 2011). Work in the ZERT Il project was carried out to
finish up testing and release of TOUGHREACT V2. The result of this effort was the release to
the public for licensing of TOUGHREACT V2:
(http://esd.lbl.gov/research/projects/tough/licensing/toughreact.html)

Subtask 2.3. Hysteresis and Heterogeneity

Hysteresis in the geologic carbon sequestration context is the term given to the differences in
relative permeability of CO. and water (gas and aqueous phases, respectively) arising from
differences in how water (the wetting phase) enters (wets, or imbibes) or exits (drains) from a
porous medium. This difference is responsible for a fundamental CO> trapping mechanism called
residual gas trapping. The inclusion of accurate hysteretic relative permeability functions is
critical for reliable CO> trapping simulations. In ZERT II, we continued our study of hysteresis
upscaling and its coding into TOUGH2.

A literature review of laboratory experiments on relative permeability was conducted to provide

baseline information at the core scale for upscaling studies. Key features of the relative
permeability curves that were examined include residual liquid saturation, Sy, maximum gas
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relative permeability, Kig(Sir), and concavity of relative permeability curves (amount of phase
interference). The characteristics of the two fluids control relative permeability primarily through
the interfacial tension and viscosity ratio, which makes relative permeability curves not merely a
function of the reservoir rock, but also of the in situ pressure, temperature, and salinity
conditions and the composition of the fluids themselves. When these fluid effects are significant,
results of experiments done using analog fluids or lower temperature, pressure conditions must
be viewed with caution.

A procedure for using numerical simulation to upscale relative permeability from the core scale
(~10 cm (3.94 in)) to the scale required for models of pilot-scale field experiments (~10-m (32.8-
ft) gridblocks for a few 100-m (328.08-ft) simulation domain) was devised and applied to two
example relative permeability curves. The first example has strongly interfering gas and liquid
relative permeability (strongly concave curves) and the second example has much weaker
interference (closer to linear curves). The reason for scaling up to the pilot scale is that there may
be opportunities to compare to field data at that scale, to validate the method. For commercial-
scale operations another factor of 10 - 50 upscaling will probably be required (100-m - 500-m
(328.08-ft to 1,640.42-ft) gridblocks for a many-kilometer (many-mile) simulation domain). The
numerical-simulation upscaling technique appears valid for that upscaling also.

Upscaling studies from 10 cm - 10 m (3.94 in - 32.81 ft) with a slightly heterogeneous formation
(Figure 5) show no scale dependence for the strongly interfering relative permeability curves and
a slight increase in interference for the weakly interfering curves (Figure 6). These findings
support the use of laboratory-derived relative permeability curves for pilot-scale models in which
discretization is adequate so that each grid block represents a single facies, and intra-facies
variability is small (Doughty, 2013).

1 Geometric mean 220 md,
o'IogloK:O-Z

=) ...

A DN NN AN DD Sy @
N S U o SRS
Permeability (md)

Figure 5. Permeability distribution with small heterogeneity, applicable to heterogeneity within a single
sand facies.
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Figure 6. Results of upscaling from 10 cm (3.94 in, lab scale) to 10 m (32.81 fi, pilot-scale grid block).
Lines show the relative permeability curves specified for the model (based on laboratory experiments).
Symbols show the effective relative permeability obtained for a 10-m (32.81-ft) model, with sigma
indicating the standard deviation of logp-permeability.

Next, we extended the 10 cm - 10 m (3.94 in - 32.81 ft) upscaling with slight heterogeneity in the
formation presented above to include cases with greater heterogeneity. As shown in Figure 7, for
strongly interfering curves, the gas relative permeability decreases a modest amount for the most
heterogeneous case (ciogiox = 1) while the liquid relative permeability remains unchanged. For
the weakly interfering curves, the previously seen trend of modest increase in interference as
heterogeneity increases is extended. These findings support the use of laboratory-derived relative
permeability curves for pilot-scale models in which discretization is adequate so that each grid
block represents a single facies, and intra-facies variability is small.

To provide an idea of the character of the heterogeneous permeability distribution and the
resulting saturation distribution, Figure 8 illustrates the permeability field and steady-state
saturation distribution for clogiox = 0.3 and an inlet boundary condition with S; = 0.6, slightly
greater than the residual liquid saturation of Sy = 0.5. This simulation produces the purple points
with Siy = 0.67 in the left-hand frame of Figure 7. As heterogeneity increases, the numerical
simulations become much more time-consuming, and clogiox = 0.3 provides a good compromise
between the desire to model heterogeneous formations and the need for numerical efficiency.

The results presented here apply to drainage conditions, in which non-wetting-phase CO>
replaces brine in the pore space. Analogous simulations have been done for imbibition, in which
brine replaces CO; in the pore space, and we found that the upscaled imbibition response is
comparable to the upscaled drainage response.
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Figure 7. Upscaled relative permeability (symbols) compared to core-scale relative permeability (lines)
for two classes of relative permeability curves, those that are strongly interfering (strongly concave) on
the lefi, and those that are weakly interfering (more linear) on the right. These two cases provide an
envelope for a wide range of laboratory experiment results.
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Figure 8. Example permeability distribution (top) and steady-state gas saturation distribution (bottom)
for the strongly interfering relative permeability curves.
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Subtask 2.4. Near-surface modeling

Under Subtask 2.4, we tested and wrote a user guide for EOS7CA, a TOUGH2 module for near-
surface CO> flow and transport modeling. EOS7CA models mixtures of water (aqueous and/or
vapor phase), a hon-condensible gas (NCG) and air with or without a gas tracer. The user can
select the NCG as being CO2, Nz, or CHs. EOS7CA uses a cubic equation of state with a
multiphase version of Darcy’s Law to model flow and transport of gas and aqueous phase
mixtures over a range of pressures and temperatures appropriate to shallow subsurface porous
media systems. The limitation to shallow systems arises from the use of Henry’s Law for gas
solubility which is accurate for low pressures but over-predicts solubility at pressures greater
than approximately 1 MPa (10 bar). The components modeled in EOS7CA are water, brine,
NCG, gas tracer, air, and optional heat. The real gas properties module (ZEVCA) has options for
Peng-Robinson, Redlich-Kwong, or Soave-Redlich-Kwong equations of state to calculate gas
mixture density, enthalpy departure, and viscosity. Transport of the gaseous and dissolved
components is by advection and Fickian molecular diffusion. The user guide provides
instructions for use and two sample problems as verification and demonstration of EOS7CA.

The second sample problem is prototypical of the kinds of injection and migration problems that
EOS7CA was designed to handle. The problem consists of a shallow vadose zone with a water
table at a depth of approximately 3 m (9.8 ft). We assume there is a horizontal injection well at a
depth of approximately 2.4 m (7.9 ft), and that the well is long enough that the flow domain can
be approximated as a two-dimensional (2D) Cartesian slice transverse (perpendicular) to the
well. This test problem is designed to model field experiments aimed at studying how CO, will
flow and migrate within the shallow subsurface following its arrival from a deep leaking
geologic carbon sequestration site through a leakage pathway such as an abandoned well, fault,
or fracture zone (e.g., Oldenburg et al., 2010). Table 1 provides properties of the system.
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Table 1. Properties of the homogeneous vadose zone.

Soil
Temperature (T) 15 °C (59 °F)
Porosity (¢) 0.30
Permeability (k) 1 x 102 m? (1 Darcy)
Capillary Pressure (Pc) van Genuchten

2=02,8,=0.11,a=85x
10 Pa’!, Py =1x 10'° Pa,
Si=1.

Relative permeability (k) van Genuchten

Sir = 0.10, Sgr = 0.01
Molec. diffusivity coefficients (dg~) | Liquid: 10" m?s™
Gas: 10° m? s
6=1.0, Po =10°Pa

(1 bar)
Tortuosity () 1.0
Saturation-dependent tortuosity (z5) | Equal ~ to  relative
permeability

Figure 9a shows the Cartesian 2D transverse model system discretization and water table
location. The top boundary is held at a constant pressure of 1 bar (10° Pa), zero CO;
concentration, and 15 °C (59 °F) temperature. The right-hand side boundary is held at constant
conditions corresponding to the initial condition which has a gravity-capillary equilibrium above
the water table and liquid saturation equal to 0.5 at the top of the domain. The bottom boundary
of the system is held at constant (aqueous-phase) fully saturated conditions and P = 1.194 bar
(i.e., hydrostatic below the initial water table). The left-hand side boundary is closed to flow
representing a mirror symmetry plane.

Figure 9b-d shows model results for three times during simulation of CO; injection from the
horizontal well with an injection rate of 2.43 kg d! (5.35 Ib d!) As shown in Figure 9, the CO;
exits the well directly into the unsaturated zone and creates a CO2-rich zone around the well. The
COz spreads in all directions by pressure-gradient driving forces. Note the CO2 gas pushes the
water table down as shown by the deflection of the light-blue contour lines, and by the high CO>
concentration in the gas where formerly saturated aqueous phase conditions prevailed. The CO-
exits out the ground surface (top of model domain) at some time between 0.5 and 1 day. By 5
days, the region of CO: flux out the ground surface extends to more than 3 m (9.84 ft) from the
trace of the well. Note the high mass fractions of CO: in the gas phase (nearly pure CO>) and
high soil-gas concentration gradient near the ground surface.
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Figure 9. EOS7CA simulation results for the SAM7CA?2 vadose zone problem showing discretization and
locations of injection well and water table (a), and color contours of CO; mass fraction in the gas phase
and light blue lines of aqueous phase saturation at (b) 0.5 days, (c) 1 day, and (d) 5 days.

Task 2 (supplemental). WebGasEOS Usage Report

We developed WebGaseEOS as an off-shoot of prior development of EOS7C, the TOUGH2
module for CO2 and CH4. WebGasEOS is a publicly available web-based tool for calculating the
properties of gas mixtures. WebGasEOS complements other available online tools such as those
provided by the National Institute of Science and Technology (NIST) because WebGasEOS
allows gas mixtures whereas the NIST Chemistry Webbook only provides properties of pure
gases. Under ZERT II, we worked with a contract programmer to update WebGasEOS for access
from an LBNL-wide server rather than Earth Sciences Division-wide (ESD-wide) web-hosting
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system. This was necessary because the ESD hosting system became out of date, difficult to
maintain, and experienced frequent hardware outages, leading to decreased usage. With this
change to an LBNL-wide system, we were able to provide a robust and up-to-date web server for
our WebGasEOS users. In addition, modernization of the WebGasEOS code continued, with
legacy programming removed to ensure future robustness.

For the six-year period from January 28, 2008 (when analytics were installed) through January
13, 2014, the WebGasEOS site was visited 10,275 times by 4,550 unique visitors from 84
countries, for a total of 39,240 pageviews. The time line of site visits is shown in Figure 10.
Visitors from the US composed 44.3% of all visits, with the remainder spread across the globe,
with heaviest international use in Western Europe, Canada, Japan, Brazil, and China (Figure 11).
LBNL provided 15% of the visitors, with other top users (University of Texas, BRGM (France),
and Texas A&M University) generating an additional 18.3% of traffic.

WebGasEQOS can be accessed at http://esdtools.lbl.gov/gaseos/gaseos.html

Overview
Vigits = | VS. Selecta metric Hourly Day Week Month

® Visits
144

b cn b bl

January 2009 January 2010 .Jar‘uaryI 201 January 2012 January 2013

Figure 10. WebGasEOS weekly usage, 2008-2014.
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Figure 11. WebGasEOS usage by geographic location, 2008-2014.

3. Task 3: Measurement and Monitoring to Verify Storage and Track Migration of CO>
Goal: To develop reliable techniques to demonstrate storage effectiveness and quantify migration out of
the storage formation and release rates at the surface.

Subtask 3.1. Assess detection limits and optimal deployment strategies for monitoring

We carried out field monitoring of CO> release from the horizontal well at the ZERT shallow-
release field site. We made measurements of soil CO> fluxes using the accumulation chamber
method to characterize the spatial distribution of surface CO> leakage fluxes during the release.
An example of measurements made during the first week of the release in summer 2011 is shown
in Figure 12. As shown, measurements were made at 1-m spacing along the surface trace of the
horizontal well on 21 July (Figure 12) and on a grid surrounding the release well on 20 and 22
July (Figure 13). The spatial distribution of surface CO. leakage fluxes was similar to that
observed throughout the ZERT shallow release experiments, characterized by five to six focused
zones of elevated CO, emissions (“hot spots”) aligned along the surface trace of the well
(Figures 12 and 13). These CO- leakage maps provided project investigators with a reference
flux map to which they could compare their own measurements made using different CO>
leakage detection techniques. LBNL work under ZERT I is reported in Lewicki et al. (2010) and
Lewicki and Hilley (2012).
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Figure 12. Plots of (a) soil CO; flux and (b) log soil CO; flux measured using the accumulation chamber
technique along the surface trace of the release well on 21 July 2011.
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Figure 13. Maps of log soil CO:; flux, interpolated based on accumulation chamber measurements made
at the black dots on (a) 20 July 2010 and (b) 22 July 2010. White line on (a) shows surface trace of
release well.

Subtask 3.2. Perform simulations for the ZERT shallow-release experiment.

The TOUGH2/EOS7CA code and user guide were developed for application to the ZERT shallow-release
experiment. Under ZERT I, the test problem based on the ZERT release experiment was developed as
described under Subtask 2.4.

Subtask 3.3. Support field activities at the MSU shallow-release facility.

The CO> shallow-subsurface release system was pulled out of the shallow horizontal pipe in winter and
redeployed for the summer test season(s). During the ZERT Il project, LBNL staff (Cook and Morales)
traveled to Bozeman multiple times to deploy and disassemble the underground CO- release system.
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Upon re-deployment, LBNL staff installed and tested the CO> release control system hardware and
software. In August, LBNL met the 8/3/14 milestone to support the ZERT Il field experiment through
assistance with packers and CO; release system.

Subtask 3.4. Conduct field experiments to verify surface monitoring techniques.

LBNL staff (Lewicki) traveled to Bozeman multiple times to participate in the shallow CO: release
experiments and collect data on CO> flux, concentration, and meteorological parameters. An example of
this work is summarized under Subtask 3.1.

4. Task 4: Fundamental Geochemical and Hydrological Investigations of CO, Storage
Goal: To develop understanding and confidence in solubility trapping, residual gas trapping and mineral
trapping, and to identify new trapping mechanisms that can contribute to even greater storage security.

Subtask 4.1. Core flow-through and scanning

Under ZERT II, we investigated the effects of mixed wettability during CO. migration in the
subsurface. The sequence of laboratory tests included a series of core floods through a sample
with regions that have different water and CO. wettabilities (i.e., the sample contains different
kinds of solid materials). In this test, the brine flood provides the system permeability, while the
nitrogen flood reveals the behavior of a fluid that is nonwetting to both regions, and the scCO>
flood shows the influence of wettability on CO2 migration. Subsamples of the material used in
the core floods were investigated using X-ray microtomography. The various approaches are
sketched in Figure 14. The data from microtomography were used to extend the Maximal
Inscribed Spheres technique to account for fluid wettability.
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Figure 14. Schematic of approaches to investigate effects of mixed wettability.

To examine characteristics when CO> flows through a medium with varying surface chemistry,
an experiment was performed in which invading fluids (1. nitrogen and 2. CO2) were flowed
through a brine-saturated layered silica sand — calcite sand — silica sand sample. Following the
nitrogen and CO floods, brine was flowed through the system to examine residual saturation and
dissolution. The center of the sample was calcite sand with grain sizes passing the 150 micron
(5.9 x 102 in) sieve and retained on the 75 micron (2.95 x 10~ in) sieve, while the sand layers on
the two ends were composed of silica passing the 177 micron (6.97 x 102 in) sieve and retained
on the 125 micron (4.92 x 107 in) sieve (Figure 15). The size difference was intended to provide
a capillary barrier at the first silica sand/calcite sand boundary for nonwetting fluids to allow the
invading fluids to build up there before penetrating into the calcite. The sand was contained in an
elastomer sleeve between two endcaps and placed in an X-ray transparent pressure vessel
contained within a temperature-controlled jacket (Figure 16). The space between the elastomer
sleeve surrounding the sample and the pressure vessel was filled with a mixture of propylene
glycol and water, and the pressure of this fluid was controlled with a high-pressure syringe
pump. The effective stress on the sand (confining pressure — pore pressure) was maintained at
1.38 MPa (200 psi), but variations in the effective stress of 0.34 MPa (50 psi) were allowed when
increasing or decreasing system pressure.

The sample was CT scanned while dry to provide a baseline density distribution. The sand
sample was saturated with 5 M NaCl brine, and the pore pressure was increased to 1.38 MPa
(200 psi) and flowed overnight using high-pressure syringe pumps on the inlet and outlet. The
sample was CT scanned while saturated to provide a density distribution at the highest density.

The nitrogen flood was performed at 46.7+0.5 °C (116 °F) and a pore pressure of 1.38 MPa (200
psi). Nitrogen was flowed at 1 ml/min into the sample, controlled by extracting 1 ml/min of brine
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at the effluent end. The flood was stopped intermittently to CT scan to allow observation of the
gas location in the sample. Following breakthrough, the gas flow was stopped, and two pore
volumes of brine were flowed through the sample before the sample was CT scanned again. The
sample was then re-saturated with brine by pulling a vacuum on the sample followed by brine
injection to 8.27 MPa (1,200 psi). The CO> flood was performed in the same manner at 8.27
MPa (1,200 psi) and 46.7+0.5 °C (116 °F) with a confining pressure of 9.65 MPa (1,400 psi).

Figure 15. Silica (a) and calcite (b) sand.
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Figure 16. Experiment setup.

Samples of the two sands were micro-CT scanned at the Advanced Light Source at LBNL
(Figure 17), and results from the CT scanning were analyzed using LBNL’s modified Maximal
Inscribed Spheres technique (Silin and Patzek, 2006, Tomutsa et al., 2007, Silin et al., 2010),
with the modification allowing the technique to incorporate contact angle. The analysis was used
to provide capillary pressure curves for a set of contact angles (Figure 18).
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Figure 17. Results of micro CT imaging with computed gas and brine capillary equilibrium for contact
angles of (a) 0°and (b) 60°. Black color — mineral grains, dark gray — wetting fluid, light gray —
nonwetting fluid. Brine saturation in both cases is near 48%.

Silica invasion: conact angle = 0 deg —%—
Calcite invasion: conact angle = 60 deg -~
Calcite invasion: conact angle = 30 deg
18 n Calcite invasion: conact angle =0 deg -~ #--

e
RIS TS S S
I

Pc

u.s;; B

04 B .

o)
H
0.2 A

Figure 18. MIS-evaluated dimensionless invasion capillary pressure curves for silica sand and calcite
sand packs with various assumed contact angles.

Nitrogen and CO- saturations throughout the sample at breakthrough are shown in Figure 19. It
is clear that there is significant gravity override as the lighter phases invade over the brine phase.
The densities of the nitrogen, CO,, and brine at the experiment conditions are estimated to be
15.55 and 258.39 kg/m? (0.97 Ib/ft® and 16.1 Ib/ft%) and 1,181 kg/m? (73.7 Ib/ft®) and interfacial
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tensions between the brine and nitrogen, and the brine and CO> are estimated to be 75 mN/m
(5.14 x 107 Ib-force/ft) and 47.11 mN/m (3.23 x 107 Ib-force/ft), respectively.

©

Figure 19. Nitrogen (a) and CO: (b) saturations at breakthrough. Each circle shows the saturation in a 3
mm slice of the 50 mm diameter cylindrical sample. The inlet is at the top left, and sequential slices
proceed left to right, top to bottom. Brighter colors indicate higher saturations. The first 14 slices contain
the inlet silica sand, the center 14 slices contain the calcite sand, and the final 14 slices contain the outlet
silica sand. Differences (c) between the CO; and nitrogen saturations with CO;> nitrogen in red and
nitrogen > CQO: in blue.

Average saturations over 2.7 - 3.6 cm (1.06 — 1.42 in) thicknesses for each layer along a vertical
profile are shown in Figure 20. As can be seen in Figures 20b and 20c, both invading fluids
(nitrogen and CO>) exhibited higher saturations at the inlet and along the top of the sample. This
would be expected because the invading fluid pressure would be higher at the inlet, and gravity
override causes the less dense phase to flow at the top. The invading fluids penetrated farther
(from the sample top) into both silica sand layers than into the calcite sand layer. Figure 20c
shows regions where the CO» saturation at breakthrough exceeded the breakthrough nitrogen
saturation (red) or vice-versa (blue). Both fluids flowed in crescent-shaped regions at the outer
radii of the sample. This is indicative of a higher porosity layer there. This porosity difference
was not observed in the CT data.
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The CO- penetrated more deeply into the upstream silica sand and calcite sand than the nitrogen
(Figure 20b). This would be expected because the interfacial tension of the CO»-brine system is
approximately 63% of the nitrogen-brine system. A higher capillary pressure would be needed to
cause the nitrogen to penetrate deeper. In the downstream silica sand, the nitrogen penetrated
farther than the CO,.
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Figure 20. Average saturations along the vertical profile (a) for the upstream silica sand (b), calcite sand
(c) and downstream silica sand (d).

Following breakthrough of the invading fluids, two pore volumes of nitrogen and CO»-free brine
were flowed through the sample to displace and dissolve the invading fluids. Figure 21 shows the
residual saturations following the brine floods. For the nitrogen, the saturations were reduced
from around 50 - 70% before the brine flood to around 20%. For the CO2, however, saturations
were lowered from around 50 - 70% before the brine flood to nearly zero in the upstream silica
sand and calcite sand, and around 10 - 20% in the downstream silica sand. The primary
difference for this behavior is the much higher solubility of CO than nitrogen in the brine.
Further details and analysis can be found in Kneafsey et al. (2013).
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Figure 21. Nitrogen (a) and CO: (b) saturation following two pore volumes of brine.

@ - D (b)

Figure 22. Computed saturation distribution in the core for contact angles of (a) 0°and (b) 20°

Subtask 4.2. Interfacial tension studies

The goals of this effort were to measure the relation between capillary pressure (Pc) and brine
saturation (S) in a sand pack with scCO> as the nonwetting fluid, in order to (i) make this basic
information available, and (ii) to test the commonly invoked assumption that such S(P¢) relations
can be predicted through capillary scaling. Given the common use of capillary scaling and the
importance of correctly representing S(Pc) relations in geologic CO> sequestration, the extent of
validity of capillary scaling needs to be determined. For this purpose, scCO, and air are being
compared as the nonwetting phases in S(Pc) relations for brine (the wetting fluid) in
homogeneous (300-350 pm (1.18 x 102-1.38 x 102 in)) quartz sand packs. For scCO2 and brine,
S(P¢) relations were measured at 8.5 MPa (85 bar) total pressure, and 45 °C (113 °F)
(representative of a reservoir depth of about 0.8 km (0.5 mi)). The air-brine S(P¢) relations were
measured at atmospheric pressure and room temperature (ca. 22 °C) (71.6 °F). All measurements
were obtained on the same sand pack, contained in a high-pressure reaction vessel, modified with
a hydrophilic stainless steel bottom filter plate (1 um pore size), and a Hastelloy upper filter plate
(60 um (2.4 x 1072 in)). Equilibrium brine (1 M NaCl) drainage and imbibition curves were
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obtained in duplicate runs for both scCO, and air as the nonwetting phase. In addition, we
measured the S(Pc) relation for deionized water and air at atmosphere in the sand-pack to serve
as a reference for deionized water-scCO> experiments. Properties of the fluids are shown in
Table 2.

Table 2. Properties of fluids used in experiments.

Temperature ‘C(F) 21 (69.8) 45 (113) 45 (113)
Pressure MPa 0.102 8.5 120
1.00 M NaCl density, pw kg m3 1,036 1,032 1,034
Nonagueous phase air scCO; scCO;
Nonagueous phase density, pn kg m3 1.2 281.8 657.7
Pw - Pn kg m3 1,035 750 376
(pw -pr)g kg m?s2 10,151 7,358 3,689
Fluid-fluid interfacial tension mN m! 74.4 34 31

Drainage S(Pc) curves for brine-air and brine-scCO> showed fairly good reproducibility, with
drainage of brine by scCO> occurring at lower magnitude P. because of lower interfacial tension
and lower fluid-fluid density differences (Figure 23a). Similar offsets and good reproducibility in
imbibition measurements were obtained for bine-air and brine-scCO. (Figure 23b). Scaled
capillary potentials are obtained by multiplying Pc values by the characteristic grain size (325 um
(1.28 x 107 in)), and dividing by interfacial tension (74 mN m for brine-air (5.07 x 107 lb-
force/ft, and 31 mN m™ (2.12 x 10 Ib-force/ft) for brine-scCO,). Applying this transformation
to the drainage and wetting curves shows convergence toward unique scaled drainage (Figure
23c) and scaled wetting (Figure 23d) curves. However, important differences in capillary
behavior become evident in these scaled plots. Brine drainage through displacement with scCO>
occurs at slightly lower scaled Pc, indicative of decreased wettability. Decreased wettability of
the brine-scCO; system is further reflected in lower “residual” saturations, and greater trapping
of the nonwetting phase (scCO) at the end of the imbibition cycle (Pc = 0). Larger changes in
wettability are anticipated with longer mineral-brine-scCO- reaction times, and under higher total
pressure. Further details of this work can be found in Tokunaga et al. (2013).
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Figure 23. Capillary pressure-saturation relations for 300-350 um sand, obtained with 1 M NaCl
“brine” and air at atmospheric pressure and room temperature, and brine-scCO; at 8.5 MPa (85 bar)
and 45°C (113 °F); (a) drainage and (b) imbibition S(Pc) curves, (c) capillary-scaled drainage and (d)
capillary-scaled imbibition results, with the scaling involving normalization with respect to fluid density
differences, interfacial tension, and grain size.

Subtask 4.3. Evolution of rock flow properties by mineral trapping

In this subtask, we examined the effects on rock properties of the changes in porosity and pore
geometry that accompany mineral trapping. To address this problem, we used an updated version
of the Maximal Inscribed Spheres (MIS) algorithm to evaluate capillary-equilibrium two-phase
fluid distributions assuming various wettability properties of the rock as controlled by mineral
formation in the pore space. A colleague (Jonathan Ajo-Franklin, LBNL) obtained 3D high-
resolution images of supercritcal CO»-flooding experiment in a core plug. Customized ImageJ
scripts were developed for evaluation of the experiments and preparation of input data for the
MIS algorithm. Figure 24 displays a gray-scale micro-CT image obtained at the ALS compared
to a 3D fluid distribution evaluated with MIS calculations. As shown, the agreement between
simulation and experiment is very good. We note that the best-matching experimental data fluid
configuration was found by simulating directed drainage assuming a contact angle of 30° with
direction of invasion the same in the simulations and in the experiment. The good match with
non-zero contact angle may mean that the grains are not completely water-wet, or that the fluid
displacement is affected by the roughness of the pore walls.
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Figure 24. Experimental CO:-flooding gray-scale data, on the left-hand side, is compared to MIS-
calculations, on the right-hand side. The lightest color corresponds to grains, the darkest color is
supercritical carbon dioxide, and the gray color is water. The micro-CT data are courtesy of Jonathan
Ajo-Franklin.

CONCLUSION
The overall conclusions of the LBNL work in ZERT 11 are that:

(1) Dynamic (time- or history-dependent) processes in geologic carbon sequestration are important as
demonstrated by our modeling and simulation studies of CO> leakage up a fault, relative permeability
hysteresis, reactive geochemical transport, and shallow CO2 migration. The development of robust
simulation capabilities for these processes is essential for defensible design and prediction of storage and
migration processes.

(2) Monitoring of CO, leakage at the surface is feasible using eddy covariance and accumulation
chamber and other methods, subject to limitations in instrument density, temporal aspects of
measurements, and proximity of monitoring instruments to the leakage site. In general, our work served to
better define the opportunities and limitations of surface monitoring for CO> leakage detection.

(3) Pore-scale interfacial forces and processes occurring between fluid phases and rock grains combine to
produce predictable flow and trapping effects that can be understood and modeled using computational
methods. This work served to motivate continued laboratory studies the results of which need to be
upscaled to provide inputs on parameters and models that can be incorporated into numerical simulators
for use in large-scale geologic carbon sequestration design and performance assessment.
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ABSTRACT

Underground natural gas storage reservoirs are useful analogs for identifying and assessing factors that might affect
CO, leakage during or after deep geological injection in saline formations. We conducted a modeling study of
reservoir behavior, examining pressure and gas-inventory histories, as well as gas and brine leakage, and evaluated
the sensitivity of that behavior to uncertainty about reservoir properties in an anticlinal, fault-bounded, aquifer-
storage system, based on a realistic geological framework model. We chose the Leroy Natural Gas Storage Facility,
located in Uinta County in southwest Wyoming, due to its abundant data and observed record of gas seepage (into a
creek) and subsequent control by the facility operators. Several hypotheses have been proposed for possible
pathways for this leakage, including fault leakage, wellbore leakage, diffuse leakage through an inadequate caprock
seal, or some combination of these mechanisms. We focused on the fault leakage hypothesis and investigated the
geologic factors affecting such a pathway. Our results are relevant to other natural-gas storage sites, as well as other
subsurface storage applications of buoyant fluids, such as CO, storage.

For this study we created a three-dimensional model of the geologic structure at the Leroy site, capturing the
bounding fault, layered geologic stratigraphy, and surface topography. Using the NUFT code, we developed 2-D and
3-D nonisothermal, two-phase, three-component reservoir models to simulate reservoir pressure and gas-inventory
histories, brine and gas leakage from the storage formation, and gas migration to the ground surface. The 3-D
reservoir model was validated by virtue of obtaining excellent agreement between the simulated and recorded
histories of reservoir pressure and gas inventory, and by predicting gas arrival at the ground surface that was
consistent with the timing of observed gas bubbling into a creek. Our analyses also confirmed the facility operators’
conclusion that they were able to successfully control the gas leak by reducing reservoir pressures. We then
examined the parameters influencing gas leakage up a permeable fault in contact with the gas cap. Given the large
uncertainty related to hydrologic properties, such as fault-zone width and permeability, a global sensitivity analysis
was performed, ranking the relative importance of various properties in a 15-dimensional parameter space. We also
investigated the reservoir-model assumption that the hydrologic properties are static; hence, not dynamically
affected by hydro-mechanical coupling. To investigate the likelihood of fault reactivation and whether gas leakage
may have occurred up a dynamically created permeable pathway, we used the predicted pressure on the fault plane
to drive a geomechanical stability analysis. In general, we show that a discrete leakage pathway, such as through a
fault or a leaky wellbore, rather than a diffuse leakage pathway, such as through the caprock, is required to explain
the observed gas leakage and its subsequent operational control by reducing reservoir pressures. Specifically, our
results indicate that fault leakage is a likely explanation for the observed gas leakage, although the possibility of
wellbore leakage has not been ruled out and should still be considered in future work.

Keywords natural gas, underground storage, gas leakage, anticline, fault, brine migration, uncertainty quantification
1. Introduction

Natural gas underground storage plays a vital role in enabling constant, year-round delivery rates (from gas-supply
wells), including during the summer (non-heating season), thereby meeting seasonal demands of the consumer and
eliminating shortages during the winter (heating season). Over 13% (3.1 trillion cubic feet) of annual natural gas
consumption is delivered from over 400 storage reservoirs across the United States (Fig. 1). In the next 20 years, the
consumption of natural gas is projected to increase by 1.4% per year (NETL, 2007). Therefore, there will be a need
to develop new gas storage reservoirs, as well as safely maintain current ones.

Three main types of underground gas storage are in use today: depleted gas/oil reservoirs, aquifers, and salt caverns
(Lord, 2009). Other storage options include abandoned coal mines, lined hard rock caverns and refrigerated mined
caverns (PB-KBB, 1998). Several non-traditional types of underground gas storage are also under investigation,
such as volcano deposits (Reidel et al., 2003), and caverns with carbonate formations dissolved by hydrochloric acid
(Castle et al., 2005). Depleted reservoirs and aquifers have large working gas-storage capacity to meet the base load
requirement (long-term demand) and gas is generally cycled only once a year during the winter season. Salt caverns,
as well as some small-scale aquifers, are intended to meet peak load requirement (sudden, short-term demand), with



turnover rates as short as a few days or weeks (Beckman et al., 1995). Of the three main types of underground
storage, depleted hydrocarbon reservoirs are the cheapest and easiest to develop, operate, and maintain. Their main
advantages are (1) infrastructure is already in place, (2) geological characteristics are already reasonably well
known, and (3) the need for so-called “cushion-gas”, whose sole purpose is to minimize the need for supplemental
pressure support for the reservoir, because gas left-in-place can serve towards the cushion requirement. This
requirement can be as high as 80% of reservoir capacity. Where major gas-consumption centers are too remote from
depleted natural gas or oil fields, natural aquifers are often converted to gas-storage reservoirs, although aquifers
lack the advantages of depleted hydrocarbon reservoirs. Moreover, there is also a higher environmental risk for
groundwater contamination with gas storage in aquifers.

For any gas storage facility, gas leakage is a concern, both for economic and environmental reasons. Possible
leakage pathways include improperly abandoned wells, imperfectly cemented wells, leaking faults, or failed caprock
seals (Katz and Tec, 1981). Few leakage pathway analyses have been published for natural gas underground storage.
Recently, a number of studies have focused on leakage concerns for geologic CO, storage (GCS). Many of these
studies utilize idealized conceptual models of generic reservoir systems, with homogeneous permeability within the
respective reservoir and seal units. While simplified models can be useful for developing general insight into
important processes and parameters, it is recognized that the leakage rate in real geologic settings critically depends
on the inherently three-dimensional nature of the reservoir system. To accurately simulate gas leakage for a realistic
storage facility, 3-D models capable of simulating the relevant processes must account for site-specific
hydrogeological conditions.

In this study, we describe a 3-D reservoir model for gas leakage at the Leroy natural-gas, aquifer-storage facility,
which is a unique site because of its history of observed gas leakage at the ground surface, and operational measures
taken to minimize that leakage. The objectives of this study are to use the Leroy storage site to (1) investigate the
hydrological and geomechanical state of the reservoir during gas injection and extraction, (2) evaluate the sensitivity
of the system to various hydrologic and geomechanical parameters, and (3) test the hypothesis that a bounding fault
served as a leakage pathway. Insights derived regarding leakage processes at this location, however, are applicable
to other underground storage sites as well.

2. Leroy Gas Storage Facility

The Leroy Gas Storage Facility is an aquifer site developed in Uinta County, Wyoming, approximately 100 miles
northeast of Salt Lake City (Fig. 1).The reservoir is an anticline bounded on its western side by a fault. Natural gas
is injected into and extracted from the T-10 zone, a coarse-grained, porous, high-permeability sandstone aquifer, at a
depth of about 900 m, in the lower Thaynes Formation (Fig. 2). The upper and middle Thaynes Formation contains
layers of fine-grained sandstone, red shale, siltstone, and dolomite that form a low-permeability caprock for the T-10
aquifer-storage zone. The Ankareh Formation consists of a red bed sequence of shale and siltstone, and also acts as
caprock. The Woodside Formation, located beneath the storage aquifer, is a low-permeability sequence of dense,
silty shale. The Twin Creek Limestone and Nugget Sandstone Formations contain the low- and high-permeability
aquifers lying above the Thaynes Formation caprock. The Knight Formation, comprised of a mixture of sands, silts,
and shales, is effectively the overburden that contains the uppermost unconfined aquifer and unsaturated (vadose)
zone.

The initial development of the gas-storage reservoir began in 1971. Within the first decade of gas-storage operations
several indications of gas leakage were directly or indirectly observed. Of particular interest were observations of
gas bubbling in a surface stream in Nov. 1978. Gas-inventory analyses indicated that gas was being lost, and it was
believed to be pressure triggered (Araktingi et al., 1984; Sofregaz US, 1998). These observations motivated a
number of published papers and in-house studies (Rocky Mountain Petroleum Consultants, 1981; Araktingi et al.,
1984, 1987; Sofregaz US, 1998). Since 1981, the facility operators have reduced the maximum reservoir gas
pressure enough to successfully control the gas leakage rate.



Several leakage-pathway hypotheses have been proposed to explain the observed gas leakage behavior. The first
hypothesis was well leakage, supported by a history of well problems at the Leroy site. In September 1973, gas
leakage was observed through a corroded well (Well No. 4), which was subsequently abandoned. This finding
motivated a large surface gas detection survey and several tracer tests (Araktingi et al. 1984). During the first round
of tracer tests there were indications of a fast-path leakage mechanism in another well (Well 4A), based on
observations of tracer migration to the ground surface within only 9 days of tracer release. Two other tracer tests,
injected in other locations in the reservoir, resulted in ground-surface detection 32 and 71 days after release. A noise
log in Well 4A indicated leakage behind the casing, and during the 1981-1982 season, this well was worked over.
Subsequent tracer tests showed much slower migration to the surface, taking 163 days. While these tests indicate
that the fast leakage pathway was mitigated, the fact that the tracer still made it to the surface implied that a slower
leakage pathway still remained. This pathway could conceivably have been through the well itself, or along some
alternative geologic pathway. Unfortunately, it is difficult to directly assess the quality of the well work-over
campaign, due to the timing of its completion in 1982. That year, the typical reservoir operating pressure was
reduced (Sofregaz US, 1998) and never returned to the high levels of preceding years. Therefore, the possibility that
the wells function as pressure-dependent leakage pathways cannot be eliminated based on the available evidence.

A second hypothesis to explain the persistent leakage was that the bounding fault at the site is a vertical permeable
pathway. A key piece of evidence supporting this hypothesis is that the observed pattern of surface leakage appeared
to align with the surface expression of the main fault (Rocky Mountain Petroleum Consultants, 1981). It should be
noted that several wells are also located along the fault trace. Also, if the fault acts as the permeable pathway, other
observations would need to be explained. There appears to be some contradiction with a permeable fault passing
through the overlying Nugget Formation, which is naturally overpressured (gradient 0.75 psi/ft = 16.96 kPa/m) and
contains high-salinity brine, without brine ever being detected in the creek. Of course, the fault may have been
naturally sealing, with its permeability becoming dynamically enhanced by reservoir pressurization. Moreover, as
the reservoir became overpressured, a gas-only migration pathway could have been established within the fault, with
little or no vertical displacement of brine.

A third hypothesis is that a hydrofracture was created at the site due to hydro-mechanical coupling. The Leroy Gas
Field was operating at high pressures at the beginning of the project (0.65 psi/m = 14.70 kPa/m) (Sofregaz US,
1998). To properly assess the possibility of either hydrofracturing or fault reactivation requires good estimates of the
in situ stress in the field. We will discuss this point further in our geomechanical analyses.

A fourth hypothesis is that the permeability of the caprock at the site is not low enough to adequately function as a
seal, and that gas may directly flow through it perhaps as diffuse leakage or through an existing fracture network.
However, the low permeability and integrity of the caprock seal was confirmed by several pressure interference tests
between the caprock and the reservoir, which were conducted during the site’s initial development phase.
Furthermore, as we will discuss, analyses of pressure observations and of gas-leakage breakthrough times make this
particular scenario unlikely.

A fifth hypothesis that has been put forward is that there is a shallow collector zone at the site. That is, gas may
migrate to a shallower depth through one or more of the hypothesized leakage pathways, and then accumulate within
some trapping structure. This idea was motivated by the observation that some of the surface bubbling appeared to
be pressure dependent, while others were not (Araktingi, 1984). However, there was no pressure increase in the
observation wells completed in the overlaying Twin Creek, Ankareh, and Nugget Formations that would suggest a
collector zone on the same side of the fault. Therefore, it has been postulated that if there is a collector zone, it
should be on the other side of the graben, in the Nugget Formation (Sofregaz US, 1998).

Finally, it is conceivable that one or more of the hypothesized leakage mechanisms may have been acting in
combination. For example, gas may have leaked through the lower portion of a well to a shallow collector zone, and
then migrated to the surface through the fault or some other geologic pathway.



For this study, we focused primarily on the fault-leakage hypothesis and the hydrologic factors affecting such a
pathway. Here, we describe those observations that are consistent with a fault-leakage hypothesis, as well as discuss
several unexplained observations. Other counter-hypotheses, particular concerning the wellbore-leakage hypothesis,
are the subject of future work.

3. Model methodology

The observed gas leakage at the Leroy storage site provides an excellent opportunity to study potential leakage
mechanisms that may be applicable to underground gas storage facilities in general. Questar (operator of the Leroy
site) provided stratigraphic data, which was used to construct a realistic geologic framework model and numerical
mesh. Based on this model, a series of reservoir analyses were performed to investigate the fault leakage hypothesis.
The following sections provide relevant details on this methodology, which is summarized in Fig. 3.

3.1. Geological framework model and numerical mesh

EarthVision is a comprehensive family of integrated software used for the analysis, modeling, and visualization of
spatial data (Dynamic graphics, Inc., 2008). We used EarthVision to construct a 3-D faulted geological framework
model of the Leroy storage reservoir (Fig. 4). The stratigraphic layers were defined by the borehole logs scattered
throughout the field. Interpretive structural contour maps of some of the horizons were made available by Questar
and these data were used to constrain the geometry of the section. Plan maps of the fault traces were digitized and
used for construction of the fault planes. Structural dips of 70 degrees were assigned to the faults. Offset directions
of the faults were provided.

With the geometry defined in the geological structural model, the 1, J, and K planes were aligned with the geologic
features (fault and structure surfaces) within the model. Using EarthVision’s cellular meshing module (EVCELL),
the treatment of cells along the fault and each stratigraphic layer was defined and the grids calculated. The generated
cellular grid consists of irregularly shaped cells, arrayed in I, J, and K dimensions, with the origin in the northwest
corner (Fig. 5). The numerical model domain, which was cropped from the initial geological structural model is
3200, 3600, and 2000 min I, J, and K dimensions respectively, bounded on the west by the fault, on top by the
topographic surface, and at the base by bedrock. The cell size in the I dimension increases from west to east, because
all of the wells (which provide the majority of the stratigraphic information) are clustered in the western part of the
domain, aligned along the major fault. The vertical cell size varies in the respective geological zones: from as small
as 8 meters in the T-10 storage-aquifer formation, to as large as over 100 meters at the bedrock surface. The vertical
grid resolution for each zone is based on the mean thickness and importance of that zone, as shown in Table 1. The
T-10 aquifer is the primary storage formation and has been assigned higher vertical resolution. The 18, 25, and 43
columns and rows in the I, J, and K dimensions result in a total of 19,350 cells. The cells of the first | plane
represent the fault zone and the western boundary.

3.2. Reservoir models of gas migration

In this study, the NUFT (Nonisothermal Unsaturated-saturated Flow and Transport) code, developed at Lawrence
Livermore National Laboratory, was used as a reservoir simulator (Nitao, 1998; Hao et al., 2011). During the past
decade, NUFT has been demonstrated to be robust and accurate in many applications simulating multi-phase multi-
component heat and mass transfer and reactive transport (e.g. Buscheck et al., 2003; Johnson et al., 2004, Carroll et
al., 2009; Morris et al., 2011; Buscheck et al., 2012). NUFT uses an integral finite difference method for the space
discretization, where cell geometry properties, as well as neighboring connectivity, are necessary. An interface code
converting the EarthVision generated grids to a NUFT-compatible mesh was developed. Based on the cell geometry
information including IJK index, coordinates, and size provided by the grid, neighboring cells were identified and
their connectivity (distance, cross area, and connection angle) were calculated by using the interface tool.

3.2.1. 2-D radially-symmetric (RZ) reservoir model

A 2-D radially-symmetric (RZ) numerical mesh was developed to allow more computationally efficient reservoir
analyses of the anticlinal aquifer storage reservoir. The apex of anticlinal structure is close to (and slightly east of)



the location of the bounding fault on the west side of the gas cap (Fig. 2). A probability density function of the
elevation of the top of the T-10 (aquifer) zone was constructed, which was used to develop the RZ numerical mesh.
To capture this shape, the RZ mesh has 103 layers, with 78 layers being 10 m thick and 24 being 40 m thick, and 69
radial (vertical) columns, with an outer radius of 22.88 km, which is a no-flow boundary. Thus, the sloping
geometry of the 3-D structure of the anticlinal aquifer was captured in fine detail. The T-10 zone was determined to
have an average thickness of 80 m (Table 1), which was honored in the RZ numerical mesh. In the same fashion, the
average thickness, along with thickness range of each of the respective stratigraphic formations (Topo, Twin Creek,
Nugget, Ankareh, Thaynes, and Woodside) were also honored in the RZ numerical mesh. The injection/withdrawal
zone occurs in the inner 26 radial columns, with a total radius of 1.04 km. The fault zone is at the center of the RZ
numerical mesh. Different cases were considered with fault-zone radii of 2, 4, 5, 6, 8, 10, 20, and 40 m, respectively.

3.2.2. 3-D reservoir model

The hydrologic parameters for each geological zone were estimated from measurements at the Leroy site or from the
radially-symmetric (RZ) model, as listed in Table 2. A schematic representation of a vertical east-west cross section
of the Leroy gas storage facility is shown in Fig. 6. Boundary conditions at the land surface (2061 m elevation) are
an atmosphere pressure of 7.8x10* Pa and a temperature of 8.0°C. A constant water infiltration flux of 292.8 mm/yr,
estimated from the averaged local monthly precipitation, was also assigned to the top boundary. For an unsaturated-
saturated flow system as in our study, the pressure on the bottom can usually be estimated from the groundwater
level data, which is not available for the Leroy site. However, the initial reservoir pressure (1.03%10” Pa) and
temperature (27.7°C) were measured at a depth of 900 m (Araktingi et al., 1984), with which we calibrated the
model to determine the pressure and temperature at the bottom boundary to be 1.75x10’ Pa and 33.0°C. As shown in
Figs. 2 and 6, the western side boundary is the fault zone, where we assumed a no flow (inward or outward)
boundary. The cell volumes for the edge cells at the eastern, northern, and southern side boundaries are magnified to
minimize pressure changes and thereby eliminate the boundary effect on gas and brine migration. Under these
boundary conditions, the model simulates two-phase (gas, liquid), three-component (water, air, methane), thermal
flow and transport in an unsaturated-saturated semi-infinite domain. We first ran an initialization simulation for a
sufficiently long time period to establish steady-state conditions, from which the spatial distribution of gas pressure,
temperature, liquid saturation, and component concentrations were obtained as the initial state of the reservoir before
injection/withdrawal operation. Instead of discretely distributing the seasonal sources and sinks along the perforated
intervals of each of the 10 injection/withdrawal wells, we combined the sources and sinks, applied to a lumped
injection/withdrawal zone containing all the well perforations in the T-10 storage zone (Fig. 7a). In this way, the
stability of the numerical simulations is significantly improved with little influence on simulated storage pressure,
leakage and inventory history, thanks to the highly permeable storage aquifer (permeability = 1.76x10™ m?). This
simplification is also justified by the results presented in Section 4.

3.2.3. Global sensitivity analyses of reservoir behavior

PSUADE, standing for Problem Solving environment for Uncertainty Analysis and Design Exploration and
developed at Lawrence Livermore National Laboratory (Tong, 2009), is a collection of Uncertainty Quantification
(UQ) tools, including those for high-dimensional sampling, parameter screening, global sensitivity analysis,
response surface analysis, uncertainty assessment, numerical calibration and optimization (Hsieh, 2007; Wemhoff
and Hsieh, 2007; Sun et al., 2012). In this study, we used PSUADE to perform a sensitivity analysis, based on a
response surface (surrogate model) constructed from a suite of “training” data including input parameter values
effectively sampled in hyper-dimensional parameter space and the corresponding NUFT model output (e.g. gas
leakage). Following the procedure presented in Fig. 3, fifteen parameters were chosen and sampled 1000 times in a
15-dimensional parameter space using Latin Hypercube sampling method. We consider a two order of magnitude
range of permeability of the T-10 storage formation, caprock (Thaynes and Ankareh Formations), and fault zone and
of van Genuchten o parameter (for only the T-10 formation and fault zone), following a log-uniform distribution,
since these five parameters affect the model dependent variables roughly in a log-scale fashion. The other 10
parameters, including van Genuchten m parameter, porosity, residual saturation, compressibility of the T-10 storage
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formation, caprock, and fault zone, as well as the fault-zone width, span a one order of magnitude range and were
sampled uniformly in the range (Table 3). Based on the training data simulated by NUFT, the response surfaces for
outputs (maximum overpressure and gas leakage) were constructed and the importance of 15 parameters were
scored and ranked using Multivariate Adaptive Regression Spline (MARS) method. Note that overpressure is
defined to be the pressure in excess of initial pressure prior to gas-storage operations. The constructed response
surface models were used to evaluate the factors influencing the reservoir overpressure and gas leakage.

3.3. Geomechanical stability analyses

Using the simulated pressure history and geometry of the major bounding fault, we performed a preliminary fault
stability analysis in order to assess the possibility of hydro-mechanical coupling. Estimates of the effective normal
and tangential tractions acting at each point on the fault were computed, and the potential for slip was estimated
using a standard Coulomb slip criterion. A representative coefficient of friction, m = 0.6 and no cohesion was
adopted in the absence of further information.

Besides the pressure distribution acting on the fault, a key parameter for the analysis (and a key uncertainty) is the
state of stress at depth. Little information regarding the present day stress state was available to us at the time of this
study. Maximum horizontal stress orientations (Symax) and stress state were available from the World Stress Map
(Heidbach et al., 2008), indicating that our area of study is in between two regions with different stress regimes.
Approximately 100 km to the southwest, all the measurements indicate a normal faulting (NF) environment, with
Shmax ranging from ~ 150° to 173°Az. These measurements are from geologic fault data, wellbore breakouts, focal
mechanisms and hydraulic fracture indicators. Approximately 200 km southeast, most of the measurements indicate
a strike slip (SS) environment and a more consistent Symax Orientation ~110° Az £5°. These data were mostly
derived from borehole breakout analysis and hydraulic fracturing measurements. Given their uncertain nature, these
parameter estimates have been used as baseline values within a preliminary uncertainty quantification analysis.

Note that for this analysis, we have used a local approximation, in which slip potential is evaluated point-wise on the
fault. It is local in the sense that the analysis does not consider slip interactions and stress re-distribution that would
naturally take place as the fault responds. Such a non-local analysis has been deferred until later studies, as the
additional detail may not be justified given the very large uncertainties in stress magnitude and orientation at depth,
and fault geomechanical properties.

4. Results
4.1. Reservoir Analyses

The simulation of gas leakage from an aquifer-storage site critically depends on the inherently three-dimensional
nature of the reservoir system. Nonetheless, it is still possible to assess the sensitivity of reservoir gas-pressure and
gas-leakage history to many of the hydrologic parameters using a radially-symmetric RZ model that does not
explicitly represent the three-dimensional structure of geologic framework model. Hence, the initial assessment of
hydrologic parameters was assisted with the use of the RZ.

Based on the initial flow tests conducted at the Leroy site, the transmissibility of the T-10 storage-aquifer formation
was determined to be equal to 53,045 millidarcy-ft/cP (Sofregaz US, 1998). For an assumed pay thickness of 20 ft
and water viscosity of 0.87 cP, they determined a permeability of 2310 millidarcy for the T-10 storage formation.
Because our 3-D and RZ reservoir models both have an average pay thickness of 80 m for the T-10 formation, this
translates to a permeability of 176 millidarcy (1.76x10™ m?), which we applied to both models.

4.1.1. 2-D radially-symmetric (RZ) reservoir model

The 2-D radially-symmetric (RZ) reservoir model was used to investigate the sensitivity of reservoir overpressure
and gas migration to hydrological parameters. The geological formations (Table 1) were treated as two types of

hydrogeologic units with respect to hydrological parameters (Table 2), including: (1) aquifer units (Knight, Twin
Creek, Nugget and T-10 Formations) and (2) seal (caprock and bedrock) units (Ankareh, Thaynes, and Woodside



Formations). The hydrological parameters of the T-10 storage aquifer were based on the initial aquifer flow tests
(Sofregaz US, 1998). Because the Nugget Formation is thicker than the T-10 Formation (225 versus 80 m), it was
assumed to be more heterogeneous than the T-10, including less permeable layers, and therefore has lower
permeability (1.0x10™* m? versus 1.76x10™ m?). Because the Twin Creek Formation is a limestone aquifer, we
assumed it has a lower permeability (1.0x10™° m?) than the sandstone aquifers (Nugget and T-10 Formations).
Because the Knight Formation is the overburden, including both unconsolidated and consolidated rocks, we
assumed it has a higher permeability than the Nugget Formation (2.5x10™* m?versus 1.0x10™** m?). The seal units
(Ankareh, Thaynes, and Woodside Formations) share the same hydrological parameters (Table 2).

The hydrological parameters listed in Table 2 were used as a starting point to investigate the sensitivity of reservoir
overpressure and gas leakage to hydrological parameters, including fault zone permeability and thickness. Note that
the fault zone thickness was investigated by varying the radius of the fault zone, located at the center of the RZ
model, from 2 to 40 m. We found that the hydrological parameters of the geological formations not in immediate
contact with the gas cap in the T-10 storage formation (i.e., all those except the Thaynes and Ankareh Formations
and fault zone), have a negligible influence. The permeability of the caprock (Thaynes and Ankareh Formations)
influence reservoir overpressure, but do not influence gas leakage (which is further illustrated by the 3-D reservoir
analyses). The most influential hydrological parameters affecting overpressure and gas leakage are the permeability
and “radius” of the fault zone, together with the permeability of the T-10 storage zone. Details of the parameter
sensitivity of the fault zone are best investigated using the 3-D reservoir model (Section 4.1.2.4); consequently, we
do not report the sensitivity analysis results obtained with the use of the RZ model.

The lack of parameter sensitivity for the hydrologic parameters in the formations not in direct contact with the gas
cap in the T-10 storage zone enabled us to focus on the hydrologic-parameter sensitivity analysis (Section 4.1.2.4)
on the formations in direct contact with the gas cap, including the T-10 storage zone, caprock (Thaynes and Ankareh
Formations), and fault zone. The bedrock (Woodside Formation) is not in direct contact with the gas cap and its
hydrologic properties were not found to sensitively influence reservoir overpressure or gas migration.

4.1.2. 3-D reservoir model

Table 2 lists the hydrological parameters of the base-case 3-D reservoir model. Section 4.1.2.1 describes the
validation of the base-case 3-D reservoir model against field measurements of bottom-hole pressure and gas
inventory. Sections 4.1.2.2 and 4.1.2.3 describe the reservoir-pressure and gas-inventory histories and gas-leakage-
pathway analysis for the base case. Section 4.1.2.4 describes the global hydrologic-parameter sensitivity analysis.

4.1.2.1. Model validation

With the 27 years of injection/withdrawal data, the reservoir pressure and gas leakage to the ground surface were
simulated, using the developed 3-D reservoir model, and the gas inventory was calculated by subtracting leakage
from the net injection (Fig. 7). The simulated pressure history captures the measured trend quite reasonably (Fig. 8)
and the simulated gas-inventory history (influenced by gas leakage out of the T-10 storage zone) match the field
data perfectly, particularly after May, 1975, when the reservoir was fully developed and started to be operated in a
seasonally cyclical manner (Fig. 9). The small discrepancy between simulated and measured pressures (Fig. 8) is
most likely due to the fact that the measured data were obtained in well 3, while the simulated pressure pertains to
the center of a lumped injection/withdrawal zone. A lumped zone, containing all the wells, was used instead of
discretely representing the 10 individual wells as distinct sources and sinks. Hence, it is reasonable that the
simulated pressure differ a bit from the local pressure at wellbore. However, the close match of gas-inventory
history indicates that this simplification does not impair the ability to accurately simulate gas leakage out of the T-10
storage aquifer, which is the primary focus of our study.

4.1.2.2. Reservoir history analysis

During the initial phase of gas-storage operations (5/1/1971 through 5/1/1974), reservoir pressure was continuously
increasing with the injection of the natural gas (Fig. 7). The gas-storage inventory was increased to 4 BSCF to meet



the requirement for cushion gas. The site operators spent the following year (5/1/1974 through 5/1/1975) evaluating
reservoir performance and installing additional facilities, with no injection/withdrawal. However, gas leakage began
during this time period, relieving the reservoir overpressure. Because the leakage rate was so small compared to the
stored cushion gas inventory, the gas inventory was virtually unaffected (Fig. 7d). The intensive (high amplitude)
injection/withdrawal operations, starting 5/1/1975, caused the gas leakage rate to strongly increase, peaking at a rate
of 7.0 MMSCF/month at 5/1/1977. From 5/1/1977 to 5/1/1982, the reservoir pressure and gas-inventory histories
responded in a cyclical fashion to the injection/withdrawal and gas leakage histories (Fig. 7). After 5/1/1982, the
injection/withdrawal rates were substantially reduced, resulting in the reservoir pressure being limited to less than
1600 psi (Fig. 7b) and gas leakage being limited to less than 2 MMSCF/month (Fig. 7¢), or ~20 MMSCF/year
(Questar’s in-house estimation is 20-25 MMSCEF/year). The cushion gas increased from 4 to 6 BSCF, and the
working gas decreased from 2.2 to ~0.8 BSCF.

Simulated histories indicate that pressure responds immediately to injection/withdrawal rates, while leakage is
related to pressure via a two-way feedback mechanism. Leakage increases with pressure, while increased leakage
relieves overpressure. This explains why the peak pressure of each successive cycle decreased from the maximum
(1975-1976), although the injection rate was not decreased until 1982. After gas leakage rate reached its peak value
on 5/1/1977, it relieved the overpressure. When leakage decreased to ~2 MMSCF/month in 1979-1980, the peak
pressure of each cycle became nearly constant, corresponding to the constant injection rate. This two-way buffering
mechanism leads to a much wider cycling span of gas-leakage history than that of the gas injection/withdrawal and
pressure history (Fig. 7). To better illustrate the correlation of leak rate with the pressure, the hysteresis curves of the
reservoir pressure versus inventory data during the 1977-1981 time span are plotted (Fig. 10). The slopes of the
withdrawal curve (upper curve of the hysteretic cycle) flatten whenever pressure exceeded 1700 psi, suggesting the
leakage is triggered when this pressure is exceeded. The slopes of the injection curve (lower curve of the hysteretic
cycle) are also very flat whenever the pressure is less than 1400 psi or the inventory is less than 5.5 BSCF,
indicating sufficient cushion gas is required to support necessary operating pressure.

4.1.2.3. Leakage pathway analysis

While the focus of our study is on gas leakage, we also analyze brine leakage because of the role it can play in
relieving reservoir overpressure. Fig. 11a shows that brine leakage from the T-10 storage aquifer into the fault zone
is initially ~37 times greater than that into the caprock and that at later times the ratio declines to ~6. Moreover, the
brine flux through the caprock is distributed diffusely over a much wider area than is applicable to the fault zone;
consequently, the caprock is not a potential conduit for possible brine migration to shallower groundwater aquifers.
Therefore, for the Leroy storage facility, the fault is one of two potential pathways (the other being leaky wellbores)
for migrating brine to possibly reach the shallower aquifers in communication with the fault. However, there was no
evidence of brine migration affecting the salinity of shallower aquifers at the Leroy site.

Fig. 11b shows that gas leakage into the fault is more than 4 to 5 orders of magnitude greater than into the caprock,
and for much of the gas-storage operations, gas leakage into the caprock is zero. Therefore, the caprock is not a
significant pathway for gas leakage. Fig. 11 also shows that the cumulative volumes of brine and gas leakage are
similar in magnitude, indicating that brine and gas leakage make similar contributions to pressure relief. As
discussed in Section 4.1.2.4, these pressure-relief mechanisms are much more significant than that of rock
compressibility.

In the T-10 storage aquifer (Fig. 12), the local maximum pressure occurs east of the apex of the anticline because the
pressure in the western portion is relieved by gas leakage through the bounding fault zone. Horizontal pressure
gradients form in the underlying over-pressured zone near the western fault, through which the gas in the storage
zone leaks upward, which reduces the overpressure.

The 3-D spatial distribution of the mole fraction of methane in the gas phase is a good indicator of how natural gas
migrates in the system (Fig. 13). According to the simulated gas-leakage history, April 1, 1975 is the time of gas
breakthrough at the ground surface, as the leading edge of the gas plume reaches the ground surface (Fig. 13a). On



10/1/1975, when the reservoir pressure reached the peak during injection season, the plume extended horizontally at
the ground surface (Fig. 13b). It was also noted that gas started to migrate from the fault zone to the permeable
Nugget Formation overlying the caprock (Fig. 13b). After three years of gas leakage (Fig. 13c), most of the fault
zone has become the pathway of upward gas migration, and the horizontal distribution of the plume at the ground
surface roughly corresponds to the detected gas footprint on November 1978 (Rocky Mountain Petroleum
Consultants, Inc., 1981). A significant amount of methane has migrated horizontally along the Nugget Formation
from the fault zone by 4/01/1982 (Fig. 13d), the time when gas leakage was controlled by the site operators by
limiting the maximum reservoir pressure. The methane contained in the Nugget Formation, in turn, can migrate to
the fault and then to the ground surface under some conditions, or through fractures across the overlying low-
permeability Twin Creek Formation (permeability = 107 m?).

In addition to the fault zone, fractures possibly developing in the caprock during injection could provide another
leakage pathway. According to the field monitoring of surface bubbling, some bubbling corresponds to the timing of
injection operations, while some do not, indicating the leakage originates not only directly from the aquifer-storage
zone, but also from intermediate collector zones. The possibility of gas collector zones in the Nugget Formation was
ruled out in previous studies (Araktingi et al., 1984; Sofregaz US, 1998) who noted that gas bubbling appeared to be
pressure dependent, which should not be the case if the gas was seeping from a collector zone. They also argued that
no collector zones could exist above the caprock, since pressure did not increase in the observation well completed
in the overlying formations. This argument would not necessary apply if the well were perforated within lower-
permeability layers of a heterogeneous geological formation. Furthermore, it may not be reasonable to rule out the
existence of permeable collector zones solely on the basis of observations from a single well. Also, under
hydrostatic pressure conditions above the caprock, buoyancy can play an important role for upward gas migration.
Finally, barometric pumping may be strong enough to induce some vertical gas migration from shallow collector
zones to the ground surface, especially when faults or fractures provide potential pathways (Nilson et al., 1991;
Carrigan et al., 1996).

Similarly, brine from the T-10 storage aquifer could be displaced to the Nugget Formation via the fault zone, but not
likely to the overburden due to insufficient vertical pressure gradients (Fig. 12). The spatial distributions of the
methane fraction in the liquid phase, which can be regarded as a kind of tracer transport in aqueous phase, indicate
the possibility of this conclusion (data not shown).

The spatial distribution of mass fraction of methane over the total mass of rock demonstrates our aforementioned
conclusion that the fault serves as the primary leakage pathway to the Nugget Formation and the ground (Fig. 14).
Unlike the mole fraction in the gas phase (Fig. 13), the total mass fraction in the rock shows a dual-zone methane
distribution within the fault zone, separated by the caprock horizon, strongly suggesting gas phase migration
encounters bottlenecks in the fault zone adjacent to the caprock formation. The fault-zone permeability in the
caprock interval (Thaynes and Ankareh Formations) of the fault is 10* m?, one order of magnitude lower than
within the T-10, Nugget, Twin Creek, and Knight Formations (the aquifer horizons). During the injection season, the
gas phase was driven upward (by overpressure) enough to penetrate the low-permeability portion of the fault zone,
but could not be pulled back (by underpressure) during withdrawal season. In this way, the low-permeability portion
of the fault zone operates as a one-way “check valve”, which causes methane to be accumulated above the caprock
horizon, as manifested by the upper region of methane accumulation (Fig 14).

Gas seepage at the ground surface can be better illustrated by the areal distribution of specific methane flux to the
atmosphere (Fig. 15). Although we cannot validate the gas seepage amount due to the lack of quantitative data, the
footprint of the dual-zone methane distribution roughly corresponds to the detected gas footprint in November 1978
and November 1979, demonstrating the fault zone as the primary leakage pathway. However, these results cannot
rule out the possibility of leakage through other preferential pathways (e.g. leaky wellbores). In fact, the match could
be somewhat better if additional gas migration in the center of the leakage footprint were added besides that
migrating up the fault zone.



4.1.2.4. Global hydrologic-parameter sensitivity analysis of reservoir behavior

The relative importance of 15 hydrologic input parameters were scored (normalized on 100) and ranked using
response surfaces constructed by MARS between the 15-dimensional hydrologic parameters and two reservoir-
behavior outputs: (1) accumulated methane leakage to the atmosphere by May 1982 and (2) maximum (seasonal
peak) overpressure in the storage aquifer (Table 3). Of the 15 parameters, the bottom 7 ranked parameters had a
score of 0.0, indicating no sensitivity. Among the top 6 ranked parameters (whose scores are all larger than 20.0),
four of them are related to gas permeability and storage capacity of the storage aquifer, i.e. intrinsic permeability
(rank No.1), van Genuchten parameter m (No.2), gas residual saturation (No.3), and porosity (No.6). It is expected
that permeability (No.4) and width (No.5) of the fault zone, which provides the gas leakage pathway to the ground
surface, should significantly influence both accumulated methane leakage and maximum overpressure in the storage
reservoir. As shown in Fig. 16, maximum reservoir overpressure increases roughly linearly with decreasing fault-
zone permeability and width. Gas leakage increases strongly with increasing fault-zone permeability for low
permeability, with the dependence becoming weaker with higher permeability (> 10" m?). Accumulated gas
leakage exceeds 60 million m® for 10 m. The decreasing sensitivity of gas leakage to increasing fault-zone
permeability for high permeability is due to the aforementioned two-way feedback that gas leakage has on relieving
reservoir overpressure. Gas leakage increases roughly linearly with fault-zone width for width factor greater than
0.4. Gas leakage becomes negligible if fault-zone permeability is below 2x10™** m?, and width factor is less than 0.4.

For the investigated parameter ranges, storage-aquifer and caprock compressibility are not sensitive parameters for
gas leakage and maximum reservoir overpressure, indicating the resulting volume change from pressurization is
negligible, compared to the storage volume within the aquifer porosity (No.6). Compared to fault-zone permeability
and width, other fault parameters, including van Genuchten m, porosity, and residual liquid saturation, are not
significant. Neither van Genuchten a nor residual liquid saturation of the storage aquifer is a sensitive parameter,
which suggests that storage-aquifer capillary pressure has little influence on gas migration and pressure. In contrast,
van Genuchten m, and gas residual saturation of the storage aquifer are top-ranked parameters for maximum
overpressure and gas leakage, because both properties affect the gas relative permeability, which, together with
aquifer intrinsic permeability, play a critical role in gas migration.

Although caprock permeability could be thought to strongly influence gas leakage, it is ranked No. 7 and 8 for gas
leakage and overpressure, respectively. To evaluate the relative sensitivity to caprock permeability with greater
refinement, reduced-order response surfaces were constructed by sampling in the 2-dimensional parameter space
200 times, spanning the range 10 to 10™® m? for caprock permeability and 10™*¢ to 10™* m? for fault-zone
permeability (Fig. 17). Note that this is a lower range of fault-zone permeability than considered in the 15-parameter
ranking analysis (Table 3). Compared to fault-zone permeability, gas leakage is insensitive to caprock permeability
for the range of 10™® to 10 m? indicating that diffusive leakage is negligible, even if the caprock is moderately
leaky for brine leakage. This result also indicates that a discrete pathway, such as the fault zone, is required for gas
leakage from the Leroy gas storage aquifer. When fault-zone permeability is below 10™° m? which means the fault
no longer functions as a permeable fault, gas leakage from the T-10 storage zone is close to zero, suggesting that no
gas leakage would occur at the Leroy site without the existence of another discrete gas-leakage pathway, such as
leaking wellbores.

Fig. 18 is a scatter plot generated for the 200 samples used to develop Fig. 17, with the y axis being the accumulated
methane leakage up to April 1, 1982 and the x axis being the maximum overpressure during the first 11 years of
storage operation. For maximum overpressure less than 1 MPa, accumulated methane leakage decreases linearly
with increasing maximum overpressure (Fig. 18). For maximum overpressure greater than 2 MPa, the gas leakage
rate is zero, which shows that such a high pressure can only be maintained in the absence of gas leakage.

4.2. Geomechanical stability analysis

An important question to answer when considering the possibility of fault leakage is the stability of the fault in the
in-situ stress regime. An increase in reservoir pressure due to injection could potentially reduce the effective normal
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stress acting on the fault, and lead to rupture. This in turn could lead to an increase in permeability as a result of
hydro-mechanical coupling.

Unfortunately, the key parameters governing this process are highly uncertain for the Leroy site. In particular, we
are unaware of any local estimates of the in situ stress magnitude and orientation. As described in Section 3, there
are regional estimates that suggest that the Leroy site may lie somewhere between a normal faulting and strike slip
regime. Therefore, rather than performing the stability analysis for a specific stress state, we have instead chosen to
perform the analysis across a range of stress states that may reasonably be encountered at the site.

Fig. 19 summarizes the results of this study, using two assumptions about the principle stress orientation, one at 150
deg. Az. and another at 170 deg. Az. These two values capture the range of orientations observed from well data
approximately 100 km to the southwest of the Leroy site. An additional analysis was also performed at 110 deg. Az
to capture the typical stress orientations observed 200 km to the southeast. In this orientation, the maximum
horizontal stress is nearly perpendicular to the fault plane, and therefore the fault is found to be stable for almost any
reasonable assumption about stress magnitudes. A figure for the 110 deg. Az. case has therefore been omitted.

The vertical stress magnitude was computed by assuming a stress gradient of 23 MPa/km, an approximate value that
is reasonable for a sedimentary basin. By assuming particular values of the maximum and minimum horizontal
stress at the site, we may compute whether the fault is stable in that particular stress regime. A coefficient of friction
m=0.6 was assumed for the fault response, with no cohesion. In the figure, the dark gray regions denote stress states
for which the fault would be unstable in the in-situ stress regime. The light gray region shows the expansion of the
unstable region due to reservoir pressurization—that is, stress states that are stable under in-situ conditions but
unstable when the reservoir is pressurized. From the gas injection simulations, the maximum pressure perturbation at
the fault surface was estimated to be approximately 2 MPa.

Depending on the ordering of the principle stress components, we may identify normal faulting, strike-slip, and
reverse faulting stress regimes. The triangular shape of figure derives from the assumption that the maximum
horizontal stress is greater than the minimum horizontal stress. At this time, our best estimate for the actual stress
state at the Leroy site lies somewhere between a strike-slip and normal faulting regime. From the figures, it is clear
that the fault is potentially well oriented for slip at realistic stress magnitudes. There is therefore a reasonable
likelihood the fault is critically stressed and may represent a permeable pathway. As many of the wellbores at the
site pass through this fault plane, there is also some potential for wellbore stability issues.

Clearly, however, nothing definitive can be said without a better estimate of the stress orientations and magnitude
for the Leroy site. If the stress is actually rotated closer to the 110 deg. Az. estimate, the fault may in fact be quite
stable. It should also be recalled that the fault could be intrinsically permeable even without slip, or relatively
impermeable despite being reactivated. Therefore, some care should be taken in interpreting these analyses.

5. Summary and Conclusion

Because of high pressures often associated with natural-gas storage operations in aquifers, gas loss is a possibility
via several potential pathways: faults, inadequate caprock seal, or improperly completed wells. Quantitative
characterization of the temporal and spatial distribution of potential gas leakage, together with the related
uncertainty of reservoir parameters, can provide useful insight and quantitative tools to gas-storage operators to
better enable prevention and mitigation of gas leakage. These insights and tools are also useful for analyzing the
potential for CO, and brine leakage from a geologic CO, storage (GCS) site. For this purpose, we developed a
comprehensive model framework to investigate the leakage mechanisms and to evaluate the uncertainty due to the
lack of knowledge of the reservoir system. The Leroy natural gas storage facility in southwestern Wyoming was
chosen to demonstrate the usefulness of our framework and modeling approach, due to its available operating data
and information about gas leakage and its subsequent control by the facility operators. A realistic irregular mesh,
honoring the faults, layered geological stratigraphy, and surface topography, was built using EVCELL model, upon
which a 3-D nonisothermal, multiphase multi-component reservoir model was constructed using the NUFT code to
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simulate reservoir pressure and inventory history and natural gas (methane) migration. The reservoir model was
validated by virtue of the excellent agreement we obtained between the simulated and recorded histories of reservoir
pressure and gas inventory, and by virtue of predicting a gas-arrival time at the ground surface that was consistent
with the timing of observed gas bubbling into a creek. The simulated history, as well as the spatial distribution of
gas (methane) migration, was analyzed. The possibility of reactivation of the fault by overpressure during the
storage operation was also evaluated using the simulated pressure history. Using the PSUADE emulation code, the
uncertainty of gas leakage propagated from uncertain hydrogeological input parameters was evaluated based on the
“training” data generated by hundreds of reservoir simulations.

Our 3-D reservoir analyses demonstrated the direct dependence of gas leakage on reservoir pressure and confirmed
that leakage can be controlled by limiting the operating pressure. Starting in 1981, facility operators took measures
to reduce reservoir pressures, resulting in a significant reduction in detected gas leakage. Our simulated results were
consistent with those findings, indicating a sharp reduction in leakage rates—to less than 20 MMSCF/year after 1982.
Our simulations also showed methane breakthrough at the ground surface occurred around April 1, 1975, which is
consistent with the breakthrough-time estimates by the facility operator. The hysteresis curves between bottom-hole
pressure and gas inventory indicate leakage was triggered by pressure whenever it exceeds 1700 psi, and that 5.5
BSCF of cushion gas is necessary to support the minimum reservoir pressure of 1400 psi for appropriate gas
withdrawal.

Our simulated spatial distributions of methane showed gas leakage occurred via the fault, from the T-10 storage
aquifer to the ground surface, as well as through the permeable Nugget Formation overlying the caprock,
demonstrating the possibility of both direct reservoir-to-surface leakage and indirect leakage from shallower
collector zones in the Nugget Formation. While we focused on evaluating gas leakage through the fault in this study,
leaky wellbores could have also contributed to gas migration from the T-10 storage aquifer to the ground surface.

We also analyzed brine leakage from the T-10 storage aquifer, because of its influence on reservoir pressure and its
potential influence on the salinity of shallow aquifers. Because brine leakage into the caprock was found to be about
an order of magnitude less than into the fault, and because leakage into the caprock occurs diffusely over a very
wide area, the caprock is not a likely conduit for brine migrating to shallow aquifers. Hence, the fault is one of two
potential pathways for brine leakage from the T-10 storage zone to possibly reach shallow drinking water aquifers
(the other being leaky wellbores). However, there was no evidence of brine migration affecting the salinity of
shallower aquifers at the Leroy site. Our simulations also showed that the cumulative volumes of brine and gas
leakage from the storage aquifer are of similar magnitude, suggesting that brine and gas leakage make similar
contributions to pressure relief; moreover, these pressure-relief mechanisms were found to be more significant than
that of rock compressibility.

The ranking of the response of accumulated gas leakage and maximum reservoir overpressure to 15 uncertain
hydrologic parameters resulted in 7 parameters with a score of zero (no sensitivity) and 8 parameters with finite
sensitivity. Of the top 6 ranked parameters, two of them are fault permeability and width, which was expected, and
four are related to gas permeability in storage aquifer, which was also expected. The relative sensitivity of fault and
caprock permeability indicates that diffusive gas leakage through the caprock is negligible, even when caprock
permeability is high enough to be leaky to brine. In general, our results rule out the possibility of a diffuse leakage
pathway, such as through the caprock, explaining the observed gas leakage; thus, a discrete pathway, such as
through a fault or leaky wellbore, is required. Moreover, if the permeability of the fault zone were low enough
(permeability < 10™° m?) gas leakage would be close to zero without the existence of another discrete gas-leakage
pathway, such as leaking wellbores, which will be the focus of future research.
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Table 1. Thickness and vertical grid resolution of geological formations for the 3-D reservoir model.

Formations® Formation Mean Cell Cell vertical
property thickness (m)? numbers size (m)
Knight Overburden 240 6 40
Twin Creek Limestone aquifer 150 4 38
Nugget Sandstone aquifer 225 5 45
Ankareh Seal (caprock) 230 5 46
Thaynes Seal (caprock) 130 6 22
T-10 Storage aquifer 80 10 8
Woodside Seal (bedrock) 500 7 70

®Note that the mean thicknesses are honored in the 2-D radially-symmetric RZ model.

Table 2. Hydrological parameters of each geological zone are listed for the base case.

Geological P bili Residual Van Van Solid Rock
Fcffm(;%'gﬁs em(]ﬁ]az)l R Porosity safusrlatlijgn Genuchten  Genuchten densite}/ compressibility
m a(1/Pa)  (kg/m’) (1/Pa)
Knight 2.5x10™ 0.2 0.3 0.46 5.1x10” 2000 4.5x107%°
Twin Creek 1.0 x10°¢ 0.1 0.3 0.46 5.1x10° 2300 4.5x101°
Nugget 1.0x10™ 0.2 0.3 0.46 5.1x10° 2500 4.5%x10™°
Ankareh 1.0x10™" 0.1 0.3 0.46 5.1x10° 2300 45x107%
Thaynes 1.0x10™" 0.1 0.3 0.46 5.1x10° 2500 4.5x10™°
T-10° 1.76x10% 0.138 0.2 0.225 5.1x10° 2500 4.35x10%°
Woodside 1.0x10" 0.1 0.3 0.46 5.1x10° 2200 45x107%
Fault zone” 1.0x10™" 0.3 0.01 0.633 1.0x10°® 2300 45x107%

®T-10 aquifer parameters are adapted from Sofregas US (1998); The parameters for the other geological formations
were evaluated and determined to be reasonable in the RZ model parameter sensitivity study (Section 4.1.1).

bPermeability of fault zone within the caprock (Thaynes and Ankareh Formations) is 104 m?.

Table 3. Hydrological parameter range, distribution and ranking are listed for the global sensitivity parameter-

ranking analyses of reservoir behavior.

Range S Accumulated Maximum

Parameter Distribution ~ gas leakage AP
Low High Score Rank Score Rank

1. Fault zone permeability (m?)? 1.0x10™  1.0x10™ log-uniform 57.7 4 715 3
2. Storage formation permeability (m?) 1.0x10*  1.0x10™  log-uniform 100.0 1 1000 1
3. Caprock permeability (m?) 1.0x10"®  1.0x10™  log-uniform 9.4 7 3.0 8
4. Fault zone van Genuchten a (1/Pa) 1.0x10*  1.0x10°  log-uniform 0.0 12 0.0 9
5. Storage formation van Genuchten o (1/Pa) ~ 1.0x10° 1.0x10”  log-uniform 0.0 14 0.0 12
6. Fault zone van Genuchten m 0.1 0.9 uniform 9.1 8 0.0 14
7. Storage formation van Genuchten m 0.1 0.9 uniform 76.3 2 93.8 2
8. Fault zone porosity 0.05 0.5 uniform 0.0 15 0.0 15
9. Storage formation porosity 0.05 0.5 uniform 24.9 6 38.7 5
10. Fault zone residual liquid saturation 0.01 0.1 uniform 0.0 13 0.0 10
11. Storage formation residual liquid saturation 0.05 0.5 uniform 0.0 11 16.2 7
12. Storage formation residual gas saturation 0.02 0.2 uniform 58.8 3 46.2 4
13. Storage formation compressibility (1/Pa)  1.0x10%°  1.0x10°  uniform 0.0 9 0.0 11
14. Caprock compressibility (1/Pa) 1.0x10™  1.0x10°  uniform 0.0 10 0.0 13
15. Fault zone width factor” 0.1 1.0 uniform 26.4 5 37.8 6

A wider range of fault-zone permeability (1.0x10™™ to 1.0x10™%) was considered in Section 4.1.2.4.
*The fault zone widths are multiplied by fault width factor with the original values (average = 60 m).
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Fig. 1. Underground natural gas storage facilities in the lower 48 states of the United States. This figure is modified
from Energy Information Administration (EIA), EIA GasTran geographic information system underground storage
database.
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Fig. 2. Lithologic cross section and stratigraphic sequence in Leroy gas storage site. This figure is modified from
Rocky Mountain Petroleum Consultants, Inc., 1981.
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Fig. 4. EarthVision geological framework model is shown for the Leroy gas storage facility. The overburden (Knight
Formation) is removed to show the location of injection/production wells and underneath horizons. The storage
aquifer (T-10 zone) is formed east of the fault at the depth of 900m. The red lines outline the fault zone.
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Fig. 5. Cellular grid built on the geological structure is shown. The geology to the west of fault zone is not included

in the numerical mesh because the fault is considered to be the western boundary of the model. The overburden
(Knight Formation) is removed to show the wells and underneath horizons. The cells are aligned to be conformal to

geological layer and fault plane (70° dipped).
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Fig. 7. Time histories are plotted of (a) monthly gas injection/withdrawal summed over 10 wells, (b) simulated
reservoir pressure, (¢) simulated gas leakage rate at the ground surface, and (d) simulated gas inventory. Positive
injection rates correspond to net injection and negative injection rates correspond to net withdrawal. BSCF and
MMSCEF stand for Billion and Million Standard Cubic Feet, respectively. The calendar-year time axis corresponds to
May 1 of that year.
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Fig. 12. Vertical east-west cross-section of simulated gas pressure (MPa) is plotted for 10/01/1975, which is when

reservoir pressures reached the all-time peak. The T-10 aquifer-storage zone is outlined in black.
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Fig. 13. Three-dimensional contour of simulated mole fraction of methane in gas phase is plotted for (a) 4/1/1975,
(b) 10/1/1975, (c) 12/1/1978, and (d) 4/1/1982.
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Fig. 14. Three-dimensional contour of simulated mass fraction of methane over the total rock mass is plotted for (a)
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Fig. 15. Contour maps of simulated natural gas leakage to the ground surface are plotted for (a) November 1978, and

(b) November 1979. The leakage rate is area-averaged. The locations of injection/withdrawal wells are shown as
white circles. The areas encircled by bold solid black lines correspond to the footprint of gas leakage at the ground

surface detected by the site operator: Mountain Fuel Supply Company (now Questar), at the indicated times (Rocky
Mountain Petroleum Consultants, Inc., 1981).

27



(a) Maximum reservoir overpressure (MPa) (MPa) (b) Accumulated methane leakage (10° m

3 106
1
0.1

10 10™
Fault-zone permeability (m?) Fault-zone permeabllltv (m?)
Fig. 16. Response surfaces of sensitivity to fault-zone permeability and width factor are plotted for (a) maximum

overpressure, and (b) accumulated methane leakage. The average fault-zone width is equal to 60 m, multiplied by
the fault width factor.
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Fig. 18. Scatter plot of accumulated methane leakage versus maximum overpressure is shown. This scatter plot is
for the 200 samples used to generate Fig. 17.
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Fig. 19. Assessment of the potential for fault reactivation is shown for given in-situ stress assumptions, including
maximum horizontal stress oriented at (a) 150 deg. Az and (b) 170 deg. Az. The dark grey region indicates stress
states that would lead to an unstable fault in the in-situ stress regime, while the light gray region shows the
expansion of this unstable region due to reservoir pressurization. The white areas in the figures are stable stress

regimes. Depending on the ordering of the principle stress components, we may identify normal faulting, strike-slip,

and reverse faulting stress regimes. The triangular shape of figure derives from the assumption that the maximum
horizontal stress is greater than the minimum horizontal stress.
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ABSTRACT: This report summarizes results of the work performed at Los Alamos National
Laboratory (LANL) for the the Center for Zero Emission Research and Technology-Il (ZERT-
I). LANL’s activities were focused on two topics:

e Characterization of impact of leakage of CO, and deeper brines on groundwater quality

through natural analogs.
e Coupled fluid-flow and stress simulations to characterize geo-mechanical response of CO>
injection.

We have used an integrated approach combining field observations at a natural analog site in
Chimayo (NM), laboratory experiments and numerical simulations to characterize impacts of
CO:2 and brine migration on shallow groundwater quality. We focused on two trace metals,
Uranium and Arsenic. Results of our work show that in certain geochemical environment the
reactivity of pure CO2 will not be sufficient to mobilize trace metals such as Uranium and
Arsenic beyond background levels. Results of this work were published in two manuscripts,
Viswana et al. (2012) and Keating et al. (2013). We have developed capabilities in LANL’s
FEHM reservoir simulator that are necessary to understand and characterize potential of shear
failure and resulting changes in permeability in faults at a CO2 sequestration site. The
capabilities have been validated against field data. These capabilities have been subsequently
applied to a number of problems which are part of other CO- sequestration projects at LANL and
have led to multiple publications on related topics. We have presented results of our work at
major conferences including the AGU Fall Meeting, ARMA, GSA meeting and IEAGHG
network meetings.
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EXECUTIVE SUMMARY: Los Alamos National Laboratory’s (LANL) activities for the
Center for Zero Emission Research and Technology—Il (ZERT-I1) were focused on the scientific
basis for predicting the performance of engineered geologic CO> storage sites. LANL’s approach
involved using theory, observation, experiment and simulation to characterize the fundamental
processes that control large-scale injection and the long-term fate of CO. in the subsurface.
Specifically, LANL’s activities were focused on two topics:

e Characterization of impact of leakage of CO. and deeper brines on groundwater quality
through natural analogs.

e Coupled fluid-flow and stress simulations to characterize geo-mechanical response of CO>
injection.

While there have been a number of major milestones achieved as described in the quarterly

reports, two of the major accomplishments resulting from LANL’s efforts include:

e One of the few field studies to-date focused on understanding impact of CO. leakage on
shallow groundwater chemistry. Two major conclusions of the study are as follows: the
impact of co-contaminants transported with deeper brine on shallow groundwater quality is
likely to be much larger than that of the CO2 and CO»-induced geochemical reactions and in
certain geochemical environment the reactivity of pure CO. will not be sufficient to mobilize
trace metals such as Uranium and Arsenic beyond background levels.

e Development of the capabilities to simulate the shear failure and associated change in
permeability resulting from the geomechanical impacts of large-scale injection of CO.. These
capabilities have been validated against field data.

Approach:

Task 1. Characterization of impact of CO, and deeper brine on groundwater quality: We have
used a natural analog site in Chimayo, NM to characterize the impact of CO2 and deeper brine on
shallow groundwater quality. Our work was focused on understanding and characterizing
behavior of two trace metals, Uranium and Arsenic, due to leakage of CO; and deeper brine.
Previous quarterly reports have described results to-date related to this effort. We used an
integrated approach combining field observations of trace metal concentrations at Chimayo site,
laboratory experiments and reactive transport simulations. The uranium focused work was
extension of work initiated during ZERT-1 and was primarily focused on numerical simulations.
The Arsenic study was focused to determine if a set of chemical processes similar to Uranium
can be used to model another important trace metal or if a new set of reactive transport processes
is required. As with Uranium, Arsenic data exists in the form of laboratory experiments
performed at LANL and at NETL. Field observations of arsenic concentration also exist at the
Chimayo site. As with Uranium, we developed site-specific batch, 1-D and 3-D reactive
transport models to describe the fate of Arsenic at Chimayo. We used inverse geochemical
modeling to interpret batch experiment results and field observations on arsenic sorption
reactions. The modeling was performed using Phreeqc. We identified the general geochemical
reactions for arsenic sorption. The modeling was then used to identify the sorption and cation
exchange parameters from batch experiments. Then the field chemical observation data from
Chimayo were interpreted to identify the sources of arsenic in field. With the geochemical
reaction parameters estimated from the inversion of the batch experiment, we re-do the inversion
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of the arsenic reactive transport at the Chimayo site for estimating the recharge concentrations of
the major chemical components from the deep aquifer. Results of the inverse modeling were
subsequently used to develop a field scale reactive transport model for Chimayo site.

Task 2. Coupled flow and stress simulation capability development: The goal of this task was to
extend the coupled flow and stress simulation capabilities in LANL’s FEHM simulator
specifically for applications related to geomechanical impacts resulting due to large-scale
injection at a CO> sequestration site. Our focus was to develop a model to simulate permeability
changes due to shear failure using Mohr-Coulomb failure criteria and demonstrate how this
capability can be potentially used to simulate flow-induced micro-seismicity. We also developed
capability to implicitly solve the fluid flow and stress equations, which does not exist in most of
the current reservoir simulators.

Shear failure simulation capability development. The intent is to model permeability changes
resulting from shear failure along either pre-existing fault planes specified by the user or the
plane that maximizes the value of the excess shear stress ( 7, )given by

xcess

Toers = [F]— 5, + ¥
where |1'| is the absolute value of the shear stress on a plane, o is the effective stress normal to
that plane, S, is shear strength, and x is the coefficient of friction on the plane. The maximum
value of the excess shear stress 7, is given by (Jaeger and Cook, 1979)

excess

1 1
Lmcess (max} = _(G—l - '5—3}(.-‘5'{2 + 1}”2 - _.-‘5'{('::'1 + '5—3:'
2 i

and occurs at an orientation S with respect to the maximum principal stress (o, ) given by

tan(2,6) = -~
7

Here o, is the minimum principal stress at the point. For the sake of simplicity, it is assumed

that the principal axis of the permeability tensor coincide with those of the stress tensor. When
the failure criteria is satisfied, the principal permeabilities are multiplied by a user specified
factor as a function of the excess shear stress and then the permeability components along the
grid axis are calculated. The failure model was coupled with a permeability-Young’s modulus
model allowing for material softening and permeability enhancement upon failure. The
multiplication factor is ramped over a user specified range of the excess shear stress to avoid step
changes. The Young’s modulus is decreased by a user specified factor in an analogous manner.
We exercised the flow-heat transfer-deformation coupling modules using a permeability-stress
model with shear failure using Mohr-Coulomb criteria. This testing was done in an explicitly
coupled mode, where the stresses calculated from the previous time step were used for
evaluating the permeabilities at the current time step. The approach and model was validated
against field data. Given that there is currently no field data available for testing models for
coupled fluid flow and deformation coupling, we tested the model with data available for an
enhanced geothermal system field test. Although not a CO. sequestration study, the site was
chosen as an analogue because the site has been well characterized and field data were available
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from a hydro-stimulation treatment that involved shear-induced permeability enhancement. The
data allowed excellent opportunity to test the newly developed model.

Next, we demonstrate a methodology that employs the stress and damage mechanics modeling
capability in FEHM, and integrates these with an ensemble of seismic source terms generating
synthetic data. The aim is to model the statistical behavior of induced seismicity, e.g., time-
decay, maximum magnitude, and to make predictive statements for proposed operations.
Specifically, we wish to model three features of (injection) induced seismicity: (i) a building rate
of seismicity as injection operations begin and accelerate; (ii) the limiting, or maximum rate
associated with a given injection pressure/flow rate; and (iii) the time decay once injection
operations cease (Figure 1).
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Figure 1. Conceptual relationship between injection (pumping) rate (red line) and induced seismicity (blue
line). (i) Seismicity build as injection gets underway (dashed curves are alternative increases), (ii) stabilizes
at some rate, and (iii) dies off when pumping ceases.

It has been recognized that seismic activity is typically linked with frictional failure upon fault or
fracture surfaces (NRC, 2012). Our conceptual model is that energy released in the form of
induced seismicity represents ‘in-place’ energy that pre-dates injection operations. In other
words, the injected fluid acts as a trigger that releases the mechanical energy already in place.
The in-place energy is derived from tectonic loading of the crust. This loading occurs over long
time-scales; for much shorter operational time-scales, the initial in-place energy will be
considered constant. As a consequence, a given volume of rock can only contribute a limited
amount of seismic energy (and thus induced seismicity). Failure is accompanied by displacement
on the failure surfaces, as well as a reduction in the level of stress, called stress drop. A small
fraction of the available mechanical energy is radiated as seismic energy and the rest is
dissipated in the earth’s crust (Dempsey et al., 2012). The fraction of the available mechanical
energy that is converted to seismic energy, called ‘seismic efficiency’ is believed to be in the
range of 0.01 to 0.05 (McGarr, 1994). While the triggering mechanism itself depends on the
engineering activities; the stress drop, shear slip and the seismic efficiency depend upon the site
specific state of earth stress, rock properties and fault properties. The change in the mechanical
energy (AE ) in a volume can be written as

AE = AJo.adV= AfD-e-edV

where, A denotes a change in the quantity, and €,0,D are the strain, stress, elasto-plastic
coefficient tensors respectively. Thus changes in the mechanical energy can result from changes
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in the displacement field in the formation, changes in the state of stress, or changes in the
material properties of the formation.

Furthermore, upon satisfaction of a suitable failure criterion, this energy is not released ‘all-at-
once’, but rather as the main shock of some magnitude M followed by a series of aftershocks
with diminishing magnitudes. The greatest rate of seismic energy radiation occurs immediately
following failure, and decreases with time. A probabilistic law, the so-called Gutenberg-Richter
distribution (Gutenberg and Richter, 1944), is used to constrain the distribution of earthquake
magnitudes

A(M) « 107bM

where, A is the probability of getting an earthquake of magnitude M and b is a site specific
phenomenological coefficient with a value often in the neighborhood of 1. For tectonically
induced earthquakes, the combined Omori- Gutenberg-Richter law is typically modified by a
productivity factor, A = 10%Mmain that expresses increased aftershock rates associated with
larger main shocks, (Helmstetter et al., 2005)

A, M, A) =A.107PM (t + )P

For the case of induced seismicity, the mechanism for raised seismic activity is an ongoing
engineering activity, as opposed to a single tectonic event. The productivity factor, A, can’t be
calculated from an observed main shock magnitude, and will likely need to be calibrated to
generate synthetic earthquake catalogues consistent with field data. Furthermore, if this factor is
sensitive to rock material properties (e.g., stiffness), in-situ stress state, or size and orientation of
failure planes, then the calibration process will be site-specific.

Hanks and Kanamori (1979) proposed that earthquake magnitude be related to radiated seismic
energy, Ea, via

M—Zl (ZGE“) 10.7
—30g AT |

where, G is the shear modulus and At the shear stress drop on the plane, which is typically
between 0.1 and 10 MPa (McGarr, 1994). The probability of aftershocks is governed by an
Omori decay law

A(t) x

(t+c)p

where, 4 a measure of seismicity rate (or probability of getting an earthquake after time t), ¢ is
typically less than one day, and p is between 0.8 and 1.2 (Utsu et al., 1995).

In terms of energy balance within the model, we can link the rate at which induced seismic
energy is radiated from a given volume to continuum stress changes, A €, within the volume

Mmax ©
D-Ae- Ae dV =f A(t, M)E,(M)dtdM

Mpin t=0

n-AE=n-Af
v
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where, 1 is seismic efficiency. The approach would be to estimate the various model parameters
such as A, AE,n, c,t,and B from historic data for the site and /or analogue sites.

FEHM has the ability to model the coupled set of multi-phase porous flow, heat transfer and
static stress balance equations. We have developed in FEHM elastic as well as limited plastic
models for this purpose. Of particular relevance for the current discussion is the ability to
compute regions of the model where the formation has experienced shear failure and the ability
to model permeability enhancement upon failure. FEHM can also model post-failure of the
material by changing the Young’s modulus. Several models exist (Kelkar et al., 2012) to modify
permeability as a function of some evaluated failure criterion, typically Mohr-Coulomb,

|| > u(on —pr) + So

where, |t] is the absolute value of the shear stress, u a coefficient of friction, S, is the cohesion,
g, the normal stress taken to be positive in compression, and pythe pore fluid pressure.

Pumping fluid underground raises pore pressures (and can decrease temperatures) resulting in
shear failure of the rock (or at very high pressure, tensile failure, i.e., hydro-fracturing).
Associated with this shear failure is measured seismicity. Typically, failure first occurs near the
well-bore, where the effects of cooling and high-pressure are immediate. However, in time, the
injected fluid is carried further from the well-bore, causing an expanding volume of rock to be
affected by failure.

Numerical simulation will require discretization of the integral on the right hand side of the
equation above, and application of a stochastic random variable in place of the stress drop Ar.
Furthermore, the probability function, A, instead of being smoothly varying, will be modified by
an synthetic noise term, consistent with the irregular and episodic nature of seismicity. By itself,
a single failed node would be expected to generate the classic Omori decay curve, with little
resemblance to the conceptual seismicity rates shown in Figure 1. However, at early times, as the
damaged rock volume expands outward, an increasing number of failed nodes — and thus
individual earthquake sources — will outstrip the rate at which the seismicity of any given node is
decreasing: total seismicity increases. In time, the expansion of the damage front will slow and
may stop (the influence of the injected fluid is finite); stabilization of the total seismicity should
be expected where the two opposing processes (addition of new earthquake sources, decay of
existing ones) balance. Finally, with the cessation of pumping, observation of time decay may be
useful in constraining the persistence of induced seismicity post-operation. As a further caveat,
we note that injection need not continue to a point of a stable rate of seismicity. For Enhanced
Geothermal Systems, a traffic light risk management system is often observed, where injection
operations cease when the rate of seismicity exceeds some tolerable threshold. A similar system
has been proposed for CO2 sequestration and wastewater disposal operations that also carry risks
of induced seismicity (NRC, 2012). In these circumstances, the damage front may continue
propagating without injection, and a decrease in seismicity may not be immediate. Application of
this approach is demonstrated in the Results section.

Implicit coupling of fluid flow and geomechanical deformation: As mentioned earlier, the
capability to simulate coupled fluid flow and stress equations exsited in FEHM. These equations
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were simulated using an explicit coupling approach. While the explicit coupling approach has
been fairly common due to its simplictly, its limitations are known. The approach has time-step
size limitations leading to longer simulation times and in certain types of problems the numerical
solutions can be in-accurate. In order to overcome these limitations, we initiated developments
on implicit solution of flow and stress equations. The numerical algorithm in FEHM uses a
control-volume approach for solving the mass and heat transfer equations, where the unknowns
are defined at the nodes of the mesh and the mass and energy fluxes are evaluated at the
midpoints of the edges connecting neighboring nodes. The control-volume approach makes it
easy to use upwinding for advection-dominated flows. The equations of geomechanics on the
other hand are solved using a finite-element framework where the stresses are defined at the
interior of elements. Given below is the formulation for the mass balance equation for a single
component liquid phase, energy balance and multiple phase equations have simillar forms. The
derivative of the mass flux g;between two connected nodes | and J with respect to the

displacement vector U, at a node k connected to the node pair is written as,

o' . p opF'*
Sk E (A L) (P —P)*
o~ K A )R =R

where £ is the ratio of fluid density and viscosity, (A;/1;;)is the ratio of the area and the length
U

associated with the node pair and Pi and Pj are the pressures at the nodes. K"is the ‘effective’
permeability between the nodes including multi-phase effects, pF; is an effective permeability

factor representing stress/deformation effects, given by a sum over the elements connected to the
edge I-J. Derivatives of this term are related to the nodal displacements within each connected
element as:

1
pFij = z pFue

Nij_e elements-ij

opF! 1 opF"”*
6Uk Nijfe elements-ij aUk

opF"™* _opF"* a5,
ou, oo, ou,

% _1s15D-B1
ou, Ve

where the sum in the last equation is over the Gauss points of the element e, &, is the element

average stress tensor for the element, |J| is the Jacobian for the element, Ve is the volume of the

element, and D,B,lare the element elasto-plastic stress-strain matrix, element strain-
displacement matrix and the identity matrix respectively. The derivative of the effective
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OpF e

O

permeability factor with respect to the element stress tensor o, , , 1S use specified as a

functional dependence of the permeability upon the effective stress.

The equations given above are being incorporated in a fully coupled version of the code FEHM.
The definition of stresses and permeabilities at different geometric locations on the grid
necessitates the development of suitable averaging schemes to model the changes in permeability
due to changes in the stress environment. In particular, we need to represent the element and
edge connectivity information so that for any edge, we are able to average the stresses on the set
of elements that share that edge. During this quarter we developed the data structures needed for
representing these relationships as a set of pointers into the global connectivity matrix. As an
example, any hexahedral element in three-dimensions has 12 distinct edges. A set of pointers are
created to redirect each of these edges into the matrix that represents global connectivity
information. This way, a single loop over the set of the elements can be used efficiently to update
the permeabilities over the entire set of edges. This data-structure has been used to implement a
simple model of permeability evolution due to tensile effective-stresses.

In the present version of this formulation, five balance equations comprising of one mass
balance, one energy balance, and three force balances are considered at each node. The five state
variables are pore pressure (P), temperature (T) and three displacements (u,v,w) at each node. In
the fully coupled, implicit formulation, the full Jacobian matrix including the derivatives of each
term in each of the five equations with respect to each of the five state variables is formed and
the Newton-Raphson (NR) scheme is used to iteratively solve for corrections to the values of the
variables until convergence is obtained at each time step. This formulation, while more complex
to implement, is suitable for handling strongly nonlinear material properties with large gradients.
The mass and energy balance equations are based on the Control Volume (CV) approach, while
the force balance equations are based on a Finite Element (FE) approach. The mass balance
equation contains accumulation and flux term terms. The accumulation term depends on the
formation porosity (¢). Modules were developed in FEHM to incorporate this term in the fully
implicit formulation. The flux terms in the mass balance equation depend additionally on the
formation permeability (K). Both ¢ and K can vary with the P, T, stresses (o), and u,v,w. Several
relationships between K and o/ displacements have been incorporated in FEHM. The force
balance equations include the stress-strain relationships for the formation. We are using the
linear elastic/plastic models of material deformation. Von Mises plasticity has been included in
the fully implicit formulation, handled using an incomplete NR scheme as is commonly done.
Also, the Young’s modulus (E) in linear elastic model is allowed to vary with temperature and
pressure.

Results & Discussions

Task1. Characterization of impact of CO, and deeper brine on groundwater quality: Here we will
present some of the important findings that were used to determine what reactions control
Arsenic release and mobility. Samples of lithesome outcrops from Chimayo were put through the
sequential extraction process by Jaqueline Hakala of NETL. The extractions attempt to
determine what processes release a trace metal from the rock. These experiments concluded that
As can be released due to carbonate or exchange reactions and to a lesser degree redox reactions.
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At LANL experiments by Carey et al. (2009) exposed saturated sediments collected in Chimayo
to CO2 and measured the changes in the aqueous geochemistry. For Uranium it was observed
that the clay-rich sediments release Uranium once CO was introduced in the system whereas the
quartz-rich sediments did not release Uranium. Neither the clay-rich or quartz-rich sediments
released Arsenic which is an interesting difference between these trace metals. The literature
indicates the Arsenic is mainly an issue under reducing conditions (e.g. Kim et al., 2002).
Dissolved oxygen measurements and the pe values shown in Table 1 indicate that the Chimayo
aquifer is mostly oxidizing. Figure 1 compares As concentrations to the pe.

Table 1. Observed Arsenic concentrations and pe from groundwater samples collected at

Chimayo.

Site Name pCo2 / atm {Co2 meter) [low-end pg As (ugil)
2|Robert's Well -0.786284632 12| 0.311
3|Robert's Geyser -0.144568957 7.14| 0.743
1|Bradley -1.278668043 429 08971
6|Mr. Trujillo -0.97739688 5.5 155
7 |Carol and Willie Vigil -1.769094916 12 6.80
5|0ld Community Well -0.004054697 7.02] 145
8|Rose Vigil -1.243112304 552] 325
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Figure 2. Measured Arsenic concentrations as a function of pe based on groundwater samples
collected at Chimayo.

While there is no obvious trend observed in Figure 2, we needed to determine how high arsenic
concentrations are possible at Chimayo. Some possibilities include pockets of reducing
conditions or redox disequilibrium. For the Uranium work we were able to show that Uranium
was co-transported with brine. One piece of evidence that led to this conclusion was that
Uranium was linearly varying with chloride concentration (Figure 3). Arsenic also linearly varies
with chloride concentration indicating that co-transportation is a possibility in this case as well.

At the Chimayo site, arsenic is mosly in the oxidized form of As(5), which is dominated by
aqueous species H2AsO4s~ and HAsO42. According to the study conducted by Manning and
Goldberg (1997) and Zheng et al. (2009), H2AsO4 and HAsO42 sorb to the iron oxyhydroxides
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and clay minerals, when the mineral surfaces are positively charged. These minerals may
include goethite, (as well as lepidocrocite and hematite), kaolinite, illite, and semectite.

0.180
0.160
0.140 +{mpb
0.120 - .KS
0.100

0.080
0.060
0.040
0.020

L 4
[

DDDD ﬁ_- T . . T T
20.00 220.00 Cl420.00 620.00 820.00

Figure 3. Trace metal trends with Chloride concentration.

Zheng et al. (2009) and Manning and Goldberg (1997) used surface complexation to express
those adsorption reactions, such as:

Goethite: Goe_H2AsO4 + HO & Goe_OH + H3AsOs Log(Kint) = 7.93 (Dixit and
Hering, 2003)

Goethite:  Goe_ HAsOs? + H,0 + H* <& Goe_OH + H3AsO4  Log(Kint) = 14.52
(Dixit and Hering, 2003)

Kaolinite: Kao_ HAsO42 + H20 + H'& Kao_OH + H3AsOs  Log(Kint) = 4.69
(Goldberg, 2002)

Ilite: Il HASO4s2 + H20 + H' 1ll_OH + H3AsOs Log(Kint) = 5.21
(Goldberg, 2002)

Semectite:  Sem_ H2AsOs4 + H2O < Sem_OH + H3AsOs  Log(Kint) = 4.52
(Goldberg, 2002)

Three more reaction will be included in the data base when we have the equilibrium constants:

Kaolinite:  Kao_ H2AsOs + H20 < Kao OH + H3AsO4 Log(Kint) = ??
lite: Il H2AsO4 + H20 & [ll_OH + H3AsO4 Log(Kint) = 22
Semectite:  Sem_ HAsOs2 + H,0 + H'e Sem_OH + HzAsOs  Log(Kint) = ??

From the analysis of a few samples collected from the Chimayo site, we know the major
minerals that exist at the site include Quartz, K-Feldspar, Plagioclase, Calcite, Hematite,
Illite/Mica, Kaolinite and Smectite (Table 2). By ignoring the relatively slow reacting minerals
Quartz, K-Feldspar, Plagioclase and the mineral Hematite which has a low volume fraction
(<0.2%), we focus on the reactions of calcite and other clay minerals.

The kinetically-controlled mineral dissolution/precipitation are described by:
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Illite = 1.2H* + 0.25Mg?* + 0.6K* + 3.5Si0; (aq) + 0.4H20 + 2.3AI02

Kaolinite = 2H* + 2SiO; (aq) + H20 + 2AIO02

Smectite-Ca = 0.96H" + 0.26Mg?* + 0.145Ca" + 3.97Si0: (aq) + 0.52H,0 + 1.77AlO;
Smectite-Na = 0.96H* + 0.26Mg?* + 0.29Na* + 3.97SiO; (aq) + 0.52H,0 + 1.77AI0;
Calcite + H* = Ca?" + HCOg3"

Goethite + 3H" = 2H,0 + Fe®*

Table 2. The sample analysis results of mineral components at Chimayo site.

Mineral R-cutl R-cut2A R-cut2B S2-sand S2-clay Average(wt) Vol Fraction

Quartz 26 48.1 42.3 54 38.8 0.4184 0.4370
K-Feldspar 3.6 6.7 5.6 5.5 4.6 0.052 0.0554
Plagioclase 4.8 10.8 8.9 15.6 5.7 0.0916 0.0470
Calcite 0.4 4.7 1.8 0.6 1.6 0.0182 0.0186
Hematite 0.4 --- 0.1 0.5 0.3 0.00325 0.0017
Illite/Mica 43.4  20.3 29.5 11 29.4 0.2672 0.2845
Kaolinite 15 --- 0.1 0.3 0.9 0.007 0.0075
Smectite 20.2 9.3 11.6 12.5 18.8  0.1448 0.1484

Preliminary chemical speciation calculations were performed with Phregc (Parkhurst and
Appelo, 1999) to identify the most important aqueous complexation reactions. Total 49 aqueous
complexes are selected based on the concentration order. Table 3 lists some examples of aqueous
complexation reactions.

Table 3. List of geochemical reactions considered for the Chimayo site.

Agueous complexation reactions Logio(K) at
25°C
OH = H,0 - H* 13.995
CO3% = HCO;3 - H* 10.329
CO;(ag) = HCO3 + H*- H,0 -6.3447
CaHCOs* = Ca?* + HCO3 -1.0467
MgHCO3* = Mg2* + HCO3" -1.0357
CaCOs(aq) = Ca?* + HCO5™ - H* 7.0017
MgCOs(aq) = Mg?* + HCO3™ - H* 7.3499
NaHCOs(aq) = Na* + HCO3" -0.1541

Cation exchange:

Na* + 0.5Ca-X, = 0.5Ca?* + Na-X
Na* + 0.5Mg-X; = 0.5Mg?* + Na-X
Na* + K-X = K* + Na-X

Na* + H-X = H* + Na-X

Na* + 0.5Pb-X; = 0.5Pb%* + Na-X
Na* + 0.5U0-X; = 0.5U0%*" + Na-X
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The Gaines-Thomas convention was adopted for cation exchange (Appelo and Postma, 1993). It
should be pointed out that cation selectivity is defined with respect to a reference species. By
adopting Na* as the reference cation, cation exchange reactions are listed in Table 3. The symbol
( )-X denotes the cation exchanger or an exchange position. Selectivity coefficients of these
reactions, Knak, Knaca, Knamg, KnaH, Knapo, and Knauoz, are defined with respect to sodium.
The lower the selectivity, the higher the cation is selected compared to sodium. The cation
exchange capacity is defined as CEC (meq/100 g of solid).

In order to understand the interactions of CO., water and rock, a batch experiment was
conducted at LANL. The rock samples collected from Chimayo were stirred with a stir bar in the
reaction vessels during the experiment when not being actively sampled. The hydrated CO- then
was piped to the "w/CO>” reaction vessels. The samples were allowed to settle before any fluid
sampling. The observed concentrations are listed in Table 4.

Table 4. The observation data and the weightings of chemical components from batch

experiment.

Time Hours 0 1 24 240 480 660 840 Weighting
Ca mg/L 257 277.4 294.5 245.5 234.3 272.9 228.4 0.0413
Fe ug/L 7.509 8.485 7.61 8.762 100.8 2216 0 0.0012
K mg/L 8.684 8.967 9.212 4.391 4.406 8.28 7.403 0.4790
Mg mg/L 14.16 14.79 15.42 8.911 8.496 14.57 12.06 0.3471
Na mg/L 111.9 110.4 106.6 78.52 77.78 91.41 72.84 0.0595
Cl mg/l 48 45 43 41 40 38 29 0.1644
S04 mg/| 91.53 97 91 81 86 81 63 0.0914
U ug/L 2.57 3.40 3.78 3.97 3.76 3.36 2.99 2.0260
As ug/L 20.1 18.7 16.9 8.25 5.49 4.09 1.87 0.1318
pH 8.55 5.99 6.06 6.04 5.97 5.90 5.88 1.0244

By using TOUGH-REACT (Xu et el., 2009) as the forward modeling simulator and PEST
(Doherty, 2009) as the inverse simulator, we simulate the geochemical reactions and fit the
observation data listed in Table 4. The initially estimated geochemical reaction parameters are
listed in Table 5, which include the selectivity coefficients, cation exchange capacity, rate
constants of mineral dissolution or precipitation and adsorption surface areas of the minerals.

Table 5. The estimated geochemical reaction parameters from the batch experiment.

Estimated

Parameter Symbol value

Kna/H 0.1

Kna/ca 0.26
Selectivity KNa/mg 0.38
Coefficient KNa/k 0.98

Kna/pb 0.001

Kna/uo2 0.98
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Cation exchange
capacity (meq/100g s) | CEC 12
Rfk_goe | 4.52E-12
Rate constant Rfk_ill 3.71E-13
(mol/m?/sec) Rfk_kao | 6.92E-15
Surf_goe | 17.1038
Adsorption Surf_kao | 553.355
Surface area Surf_ill 13920.2
(cm?/g) Surf_sme | 737.442

The corresponding fitting results of the nine chemical components are plotted in Figure 4. Due to
the complexity of the geochemical reaction patterns, a few of the components are not fit well.
This is an ongoing task and we will keep exploring the geochemical reaction patterns and trying
to improve the inverse modeling results.

To explore the sources of high arsenic concentrations at the Chimayo site, we established a
simplified field-scale reactive transport model as shown in Figure 5. The one-dimensional
reactive transport model has a height of 120 m. The CO: leaks from the deep aquifer where the
groundwater is brine and the exact concentrations of chemical components are unknown. By
using some geochemical parameters we initially obtained, we estimate the recharge
concentrations of the major chemical components such as Pb, U and As to identify the sources of
arsenic. Figures 6 and 7 show the fitting results of the chemical data observed from Robert
Geyser. The estimated results are listed in Table 6, which include the estimated recharge
concentrations (mol/L), selectivity coefficients (dimensionless) and inflow rate from the deep
aquifer and the outflow rate (kg/s). Based on the initial inverse modeling results we simulated the
concentration breakthrough curves of the chemical components in the shallow aquifer (in Figure
8). Figure 8A shows at as the CO; fraction (from the deep aquifer) increases with time, the pH
values in the shallow aquifer decreases. Figure 8B shows the aqueous arsenic concentration
increases with time due to the co-transport of arsenic from the deep aquifer. Figure 8C shows
that the adsorbed arsenic onto the clay minerals increases when the pH values decreases.
Although arsenic adsorption onto clay minerals increase when the pH values decrease, the
aqueous arsenic concentrations increase due to the much stronger co-transport of arsenic from
the deep aquifer. The estimated high arsenic recharge concentration (2.54E~" mol/L) at the deep
aquifer initially indicates that the high arsenic concentrations are co-transported from the deep
aquifer.
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Figure 4. Inverse modeling results of the batch experiment.
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Figure 5. The conceptual model of CO: rises from deep aquifer along faults in the Chimayo site (A) and
the simplified 1-D reactive transport model (B).
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Figure 6. The fitting results of the chemical data observed from Robert Geyser.
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Figure 7. The comparison of measured concentrations and the computed values, as well as their
weighting coefficients in the inverse model.

Table 6. Estimated recharge concentrations (mol/L), selectivity coefficients (dimensionless) and
inflow rate from the deep aquifer and the outflow rate (kg/s).

h+ alo2- cat+ cl- fe+2 hco3- k+ mg++ na+ sio2(aq) so4--
1.86E-05 3.48E-07 4.11E-02 1.83E-02 3.06E-05 7.70E-02 1.05E-03 9.17E-03 4.98E-02 5.34E-04 2.69E-03
pb+2 h3aso4 uo02+2 goe_soh kao_soh ill_soh sme_soh kpb ku infill infil2
1.16E-08 2.54E-07 5.81E-07 2.18E-04 2.18E-04 2.18E-10 2.18E-10 3.48E-03 3.82E-02 4.21E-03 -4.21E-03
By using both TOUGHREACT and PEST, we used the geochemical model to simulate the
laboratory batch experiment with background groundwater exposed to CO». Specifically, we
include equilibrium complexation reactions, kinetic mineral reactions, and surface/cation
exchange sorption reactions.

The estimated geochemical reaction parameters are listed in Table 7, which include six
selectivity coefficients of cation exchange, cation exchange capacity, six rate constants for the
mineral reactions, and four adsorption surface areas of the clay minerals. These were the
parameters we felt were most uncertain and would be the key in accurately simulating arsenic
concentration in this and other similar systems. The corresponding fitting results of the six key
chemical components are plotted in Figure 9. The model fits the change in pH and arsenic
concentration as function of time with some discrepancies. As COz is introduced into the system,
the pH drops quickly with time but levels out around 6 due to buffering by calcite. This behavior
is captured by the model.

The aqueous arsenic concentration drops with pH due to the surface exchange reactions with
clays. As the pH decreases and H* concentration increases, precipitation of the clay minerals is
favored providing more sorption sites (see Figure 10), which enhances the aqueous arsenic
sorption onto the clay minerals thereby reducing aqueous arsenic concentrations.
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Figure 8. Simulated concentration breakthrough curves of the chemical components in the shallow
aquifer: (A) pH and CO: fraction; (B) Aqueous arsenic concentrations; and (C) Adsorbed arsenic onto
the clay minerals.

The key parameter controlling the rate of arsenic sorption is the illite/H2AsO4 equilibrium
constant. This is due to the relatively large volume fraction of illite (43.4%), arsenic (e.g.
H2AsO4 and HAsO42) sorption onto illite by surface complexation dominates the sorption
reactions. We have included two sets of model fits in the pH and arsenic plots in Figure 9. For
the solid line, we assume the illite/H2AsO4 surface exchange reaction equilibrium constant is
known and this is the case used for the transport calculations in the next section. In this case, the
pH is fit accurately but the arsenic concentration drops more quickly in the model than in the
experiment. Goldberg (2011) indicates that there is a large amount of uncertainty in this
particular equilibrium constant and the fitting correlation coefficient used to determine this
parameter was about 0.6. If we allow this parameter to vary, the experimental and modeled
arsenic concentrations fit much better with a fit equilibrium constant of 12.48. However, the pH
actually does not match as well for this case. The two cases presented illustrate that very few
parameter combinations actually fit the experimental data accurately and the presented fits are
fairly unique. Because the batch experiment was conducted only for about 14 days, the relatively
slow reactions of cation exchanges have only limited impact to the cation concentrations.
Although the cations Ca, Na, Mg, Pb and K do not change significantly as CO is introduced into



LA-UR Draft

the system and the model also does not show much change for these species, the cation exchange
reactions in the model reasonably predict the magnitude of these species.

Table 7. The estimated geochemical reaction parameters from the batch experiment.

Parameter Symbol Estimated value
KNa/H 0.98
Cation exchange KNa/Ca 0.03
selectivity coefficient KNa/Mg 0.99
KNa/K 0.59
KNa/Pb 0.1
Cation exchange
capacity (meq/100g s) CEC 86
Mineral Rfk_goe 1.09E-07
dissolution/ Rfk_ill 5.07E-09
precipitation Rfk_kao 1.00E-07
rate constant Rfk_sme 1.79E-12
(mol/m2/sec) Rfk_cal 2.11E-06
Surf_hem 1014.41
Adsorption Surf_kao 208.50
surface Surf_ill 1776
(cm2/g) Surf_sme 59.86

The anions Cl and SO4 are mainly affected by aqueous complexation and do not show much
change during the batch experiment.

To explore the sources of high arsenic concentrations at the Chimayo site, we established a
simplified field-scale reactive transport model using the reactions developed from batch
experiment. Figure 11 shows the conceptual model where CO> leaks from the subsurface through
a deep carbonate aquifer into the shallow sandstone aquifer. The one-dimensional reactive
transport model has a height of 120 m. CO: leaks from the deep aquifer where the groundwater is
brine and the exact concentrations of chemical components are unknown. By using geochemical
processes and parameters we initially obtained from the batch experiments, we estimate the
recharge concentrations of the major chemical components such as Pb, U, As, Ca, Mg, Na, K and
Cl to identify the sources of arsenic.

The geochemical processes simulated in this field-scale reactive transport model are the same as
those in the batch experiments. When CO- inflows into the model from the deep aquifer, the pH
in the shallow aquifer drops quickly with time but levels out around 6 due to buffering by calcite.
The aqueous arsenic concentration in the shallow aquifer initially increases due to the co-
transport (advection, dispersion and diffusion) of arsenic from the deep aquifer. When arsenic
concentration increases, the arsenic adsorption onto clay minerals increases due to the surface
complexations with clays and hematite.
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Figure 9. Inverse modeling results of the batch experiment.
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Figure 10. Precipitation of illite during the batch experiment.
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Figure 11. Conceptual model for field-scale reactive transport simulations.

As the pH decreases and H* concentration increases, precipitation of the clay minerals is favored
providing more sorption sites, which enhances the aqueous arsenic sorption onto the clay
minerals. Finally the co-transport of arsenic from deep aquifer reaches equilibrium with the
arsenic adsorption onto the clay minerals. The clay mineral illite dominates in the arsenic
adsorption process due to the relatively large volume fraction of illite. In the field-scale model an
average volume fraction of 28.45% is assigned for illite by considering the heterogeneity of the
mineral distributions in the Chimayo site. The other minerals are also assigned their average
volume fractions. Figure 12 shows the fitting results of the chemical data observed from Roberts
Geyser. The calculated pH and concentrations of other chemical components at the top of the
shallow aquifer match the observed data of the Roberts Geyser very well, which demonstrates
that the estimated recharge concentrations listed in Table 8 have little uncertainty. The estimated
high arsenic recharge concentration (1.58E-6 mol/L) at the deep aquifer indicates that the high
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arsenic concentrations in the shallow aquifer are co-transported from the deep aquifer, even
though part of co-transported arsenic is adsorbed onto clay minerals. Note that the geochemical
parameters estimated from the batch experiments are directly applied for the field-scale reactive
transport modeling by ignoring the scaling effects. In fact, most of the reactive transport
parameters are scale dependent (Dai et al., 2009).

Table 8. Estimated recharge concentrations (mol/L) from the deep aquifer.

Parameter Initial Lower Upper Estimated
(mol/L) value bound bound value

H+ 1.86E-05 1.00E-09 1.00E-03 3.81E-07
AlO2- 3.48E-07 1.00E-11 1.00E-02 7.56E-04
Ca++ 4.11E-02 5.86E-06 5.86E-02 1.01E-02
Cl- 1.83E-02 2.82E-05 8.20E-02 1.83E-02
Fe+2 3.06E-05 1.75E-07 1.75E-03 3.06E-05
HCO3- 7.70E-02 5.90E-06 9.90E-02 5.00E-02
K+ 1.05E-03 3.09E-06 3.09E-02 1.28E-03
Mg++ 9.17E-03 3.82E-06 9.82E-02 7.44E-03
Na+ 4.98E-02 2.48E-05 9.90E-02 4.86E-02
SiO2(aq) 5.34E-04 1.14E-06 1.14E-02 9.15E-05
SO4-- 2.69E-03 3.84E-05 5.84E-03 2.69E-03
Pb+2 1.16E-08 2.00E-11 2.00E-06 2.31E-09
H3AsO4 2.54E-07 3.82E-09 8.82E-05 1.58E-06
U02+2 5.81E-07 1.15E-08 1.15E-05 5.81E-07
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Figure 12. Fitting results of the observed chemical data from Roberts Geyser. The observed and
calculated values are in a log scale.

Uranium Reactive Transport Study. The 3-D flow model of the site builds on the conceptual
model and hydrologic data presented by Cumming (1997). The extent of the model is indicated
in Figure 13, and was chosen so as to include all the wells for which water chemistry data are
available, including both CO.-impacted and background wells.
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Figure 13. Site map (Koning et al., 2002, Koning 2003). Symbols show location of water samples
(Keating 2009 and Cumming 1997). Black rectangle shows model extent.

An orthogonal mesh was generated for the problem, of dimension 5 km X 3.5 km X 0.5 km.
East-west resolution varies from 564.8 m at the boundaries to ~70m near the fault. North-south
resolution and vertical resolution is uniform (117 m and 30m, respectively). Multi-phase flow
and reactive-transport calculations were performed using the simulator FEHM (Finite-Element-
Heat-and-Mass-transfer) code (Zyvoloski, 1997). The complex stratigraphy shown in Figure 14
was simplified to a two-layer system: a shallow relatively permeable, sedimentary aquifer

underlain by lower permeability carbonate aquifer.
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Figure 14. Geologic cross-section (Koning et al. 2002, Koning 2003).

The two units are separated by a thin confining layer, which is broken by a north-south trending,
high-permeability conduit representing Roberts Fault (Figure 15).



LA-UR Draft

(b)

Figure 15. a) Location of Roberts Fault, Santa Cruz River, and sampled wells in relation to the
computational mesh. b). Assumed permeability of model layers.

Inflow to the two horizontal layers is at the eastern edge (roughly corresponding to the contact
between the Santa Fe group and the pre-Cambrian); discharge occurs at the western edge.
Downward flow occurs along the Santa Cruz River, representing dilute stream recharge. Inflows
and permeabilities were specified to achieve approximately the correct gradient in the shallow
aquifer is approximately 0.01 m/m, in accordance with estimates provided by Cumming (1997,
pg. 19), and to produce slightly higher pressures in the lower units. These parameters are shown
in Table 9. Steady-state flow simulations were conducted, followed by transient flow with CO>
flux applied at the base of the fault.



LA-UR Draft

The specification of reaction networks to include in the simulations was guided by previous
batch and 1-D geochemical modeling (Keating et al., 2009) and laboratory experiments (Carey et
al., 2009). The aqueous geochemistry of uranium has been the focus of many studies (Langmuir,
1997; Hsi, C-K D. & Langmuir, 1985; Dong et al. 2005; Fox et al. 2006; Rossberg et al., 2009);
many of these have focused on sorption reactions. According to Fox et al. (2006), uranium sorbs
to mineral surfaces such as ferrinydrite and quartz; however, formation of uranyl-carbonate
complexes and U-Ca-COs complexes can inhibit sorption (Dong et al., 2005; Fox et al., 2006).
Because of this fact, it is reasonable to expect the introduction of CO, could cause uranium
desorption and increased concentration of dissolved uranium. Because of potential importance
of carbonate chemistry, which is clearly important at Chimayo (Keating et al., 2009) (and will be
important in any CO»-leakage scenario), we include carbonate complexes and U-Ca-CO3
complexes (Fox et al., 2006) in the reactive-transport model, as listed in Table 10. A common
approach to simulating uranium sorption is by surface complexation models (Waite et al, 1994).
These models are quite complicated and even when trying to replicate controlled laboratory
experiments are not necessarily successful, particularly in the presence of significant uranyl
carbonate complexing (Hsi and Langmuir, 1985). The simulator used here (FEHM) does not
include a surface complexation module.

Table 9. Hydrologic properties (all boundaries and initial conditions at 15°C).

Hydrologic Permeability
properties (log10 m?)

Shallow aquifer -12.5

Confining unit -16

Carbonate layer -14.5

Fault zone -12
Boundary
conditions
Eastern edge | Specified water flux | Shallow aquifer 4 kgls

Deep carbonate 0.8 kg/s

Western edge | Specified pressure Shallow aquifer 1800 m

head

Deep carbonate 1810 m

Santa Cruz Specified water flux 1 kg/s
River
Fault base Specified CO- flux 0.3 kg/s

Specified water flux 15 kg/s
Relative Linear: k =KS
permeability

Table 10. Aqueous complexation reactions.
Log10(Keq)
HCO3 + H" & H,CO3 -6.3

CO3% + 2H* & H,CO3 -16.6
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OH- & H+ -14.0
CaU0,(C0O3)3? + 6H+ <=>3 H,CO3 + Ca?* + UO, | -24.16
CaU02(CO3); + 6H+ <=> 3 H,CO3 + 2Ca?" + UO; | -20.0
U02(C0O3),? + 4H+ <=>2H,C0O3; + UO; -33.68
U0,(CO3)s* + 6H+ <=>3H,CO3 + UO; -67.04

As a pragmatic method to approximate pH-dependent sorption/desorption without the
computational burden of surface complexation reactions we allowed different aqueous U
complexes to sorb at different Kd values. The complex expected to predominate at low pH
values, UO2, was assigned a low sorption value. The complex expected to predominate at
neutral and higher pH values was assigned a higher sorption value. This is conceptually
consistent with the results of Fox et al. (2006) who found that the presence of Ca,UO2(COs)s to
reduce sorption onto ferrihydrite and quartz from 83% to 57%. The resulting set of rock/water
reactions used is listed in Table 11.

Table 11. Rock/water reactions

CaCOs (s) + 2H" & H.CO3 + Ca?* Log10(Keq) 8.2*
+ AUO,

U0, <=> UQO; [sorb] Kd 5.07
CaU02(C03)3 <=> Kd 04
Ca,UO(CO3)s3 [sorb]

A=2.E-6
* the literature value of 8.2 was increase by 0.71 to reflect the fact that most waters
sampled at Chimayo are supersaturated; +0.71 is the calculated Sl value at geyser well.

To specify initial geochemical conditions for the shallow aquifer (and lateral recharge to the
aquifer from the eastern inflow boundary) we used data collected in ‘background’ (low pCO>)
wells in Chimayo. Recharge occurring along the Santa Cruz river was also specified using field
data. The lower carbonate layer divided into two zones. As described in Keating et al. (2009)
one of the striking features of the geochemical trends in the shallow aquifer at Chimayo is that
some waters are impacted by CO- and others (near the southern end of the fault) are impacted by
a mixture of CO> and brackish, Na-Cl water. Apparently the upwelling CO: entrains Na-Cl
water in some locations and not others. To reproduce this feature, we placed Na-Cl-type water in
the southern portion of the underlying carbonate. The inflow boundary to the lower carbonate
aquifer was set to be equivalent to the initial condition. The lower carbonate aquifer was
assumed to be 100% calcite; the upper aquifer was assumed to be 0.4% calcite, in accordance
with our XRD results. Table 12 summarizes these initial and boundary conditions.

The simulations were conducted in pairs. The first simulation was used to establish geochemical
equilibrium with the reactions listed in Table 11. This produced equilibrium with calcite
throughout the model and typically resulted in approximately 50% of uranium sorbed to mineral
surfaces. The second simulation perturbed this equilibrium by introducing a flux of CO2 along
the northern portion of the base of Roberts Fault and a flux of CO2 and brackish water along the
southern portion. As CO- enters a cell in the model, instantaneous dissolution in water is
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assumed to occur. The maximum allowable dissolved concentration is controlled by pressure
and temperature of that cell, as defined by tables published by Duan and Sun (2003). If excess
CO: exists, it flows as a free phase.

Table 12. Initial and boundary conditions (units are mM).

Initial Ca Cr Cl pH U
conditions

Aquifer 1.52 5.516 0.62 8.5 2.e-4
Deep 1.52 5.516 0.62 8.5 2.e-4
(northern)

Deep 1.52 5.516 20 8.5 7.e-4
(southern)

Fault base 1.52 100 * 8.5 *
inflow

River 1.52 0.1 .62 6.0 2.e-6

* = same as the deep aquifer (north or south)
As a first step we verified that the numerical model is capable of reproducing the general trends
observed at Chimayo. Our focus is carbonate and uranium geochemistry and the possible effects
of brackish water; therefore we emphasize comparisons with Ca, pH, pCO., and CI.

There are two possible perspectives from which to view the field data. The first is that these data
represent a single snapshot in time of an aquifer as a plume of CO: (locally, with brackish water)
moves through it. In this perspective, the variability in groundwater chemistry is largely due to
spatial variability in the characteristics of the CO2 plume itself, and the spatial relation between
the plume and individual wells. Since we do not know how long the CO2 plume has been in the
aquifer, it is difficult to select the appropriate time in the simulation to perform this ‘time
snapshot’ comparison. Another difficulty for this type of comparison is that it requires detailed
information about the spatial characteristics of the CO2 plume, for which we have virtually no
information.  An alternative perspective is that the data represent waters exposed to the same
plume, but for different lengths of time. Using this perspective, we can select points in the
model domain corresponding to the sampled wells and compare the time-varying changes in
geochemistry to the observed spatial variability in water chemistry at the site.

In Figures 16 and 17 the water chemistry data from the site are compared to time- varying water
chemistry in the model domain. The open symbols on these plots are nodes in the model
corresponding to the wells (green symbols in Figure 15). The pH/pCO2 and [Ct]/[Cl]
comparisons (Figures 16a & b) show reasonably good agreement. This simply indicates that our
conceptual and numerical model is doing a reasonably good job of representing the range of
measured pCO, and carbonate chemistry. The increasing [Ca] with pCO: is due to calcite
dissolution. As mentioned above, since calcite precipitation/dissolution is thought to exert a
major control on uranium mobility at this site, it is important for the model to capture these
trends well. Because of the instantaneous nature of CO2 dissolution, calcite equilibrium and
carbonate complexation, simulated values fall along the measured trends at all times in the
simulation.
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The comparison with total carbon, uranium, and chloride (Figure 17) is also good, but much
more complex because there are significant temporal variations in the simulation results.
Generally speaking, total carbon will increase as the CO2 plume moves through a cell in the
model. As discussed above, the measured data fall into two types; one, with a ‘pure CO2’
signature, the other impacted by both Na-Cl water and CO,. The simulated data (Figure 16a)
also show both types. A fairly good match to the data occurs between 3 and 5 years after the
plume enters the aquifer. At later times, the concentration of C is too high. One possible
explanation is that the Chimayo aquifer is not at steady-state with respect to a CO2 plume, but
that total C could continue to rise in the future. Another possible explanation is that there isa C
removal process active at the site which is not included in the model.

The simulated trends in uranium and chloride (Figure 17b) also show significant temporal
variations. At early times, there is not good agreement with the field data. However, after 80 or
90 years, the simulated trend is very similar to the measured trend. The discrepancy between the
timing of a ‘good fit’ between measured and simulated C1/Cl and of U/Cl is due to the retarding
effect of uranium sorption.
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Figure 16. Simulated (blue symbols) and measured (red symbols) pH vs pCO: (a) and Ca vs pCO: (b).
Blue symbols represent all simulation times.
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There are a number of possible implications for the Chimayo site, in particular, and for CO>
leakage scenarios, in general. These will be discussed below. The spatial evolution of the CO>
plume along a vertical E-W cross-section is shown in Figure 18. At all times, the COz is entirely
in the dissolved phase (no free phase). The maximum mass fraction is ~ 4%. By two years, the
plume has reached the shallow aquifer and is beginning to spread, mostly in the downstream
(western) direction. By one hundred years, there is significant downstream spread. The plume
still has not quite reached the top of the aquifer.

The zone where uranium concentrations are changing in response to the plume is smaller, as
shown in Figure 18. By inspection of the aqueous complex concentration and sorption results, it
is clear that the Ca,UO2(COz3)s complex dominates everywhere . The fraction of total uranium
sorbed does not change significantly in time or space (total variation over all times everywhere
in the model: 46.1 % - 47.2 %). This result is consistent with the hypothesis proposed in
Keating et al. (2010) that the dominance of the Ca2UO2(COz3)s complex in this calcium-rich
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model output.
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system at all pH values measured at the site will mute the importance of desorption reactions as
the aquifer responds to CO». In fact, the changes in [U] shown in Figure 19 are entirely due to
release of U caused by dissolution of calcite.  However, these changes are very small (mostly
less than 1.E7 M). As shown in Figure 20, the zone of calcite dissolution is much broader than
that of increasing uranium. Near the margins of the calcite dissolution ‘plume’ the increase in
[U] (which then partially sorbs to aquifer minerals) is extremely small.

The situation is very different near the southern portion end of the fault (Figure 21). Here
changes are about an order of magnitude higher. This is entirely due to the entrainment of
brackish water containing elevated [U]. In summary, simulated changes in uranium
concentrations in the shallow aquifer are dominated by entrainment of brackish water containing

Figure 18. Dissolved mass fraction of CO: at 2 years (top figure), 24 years (middle figure) and 100
years (bottom figure). Horizontal line indicates confining beds.
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Figure 19. Cumulative changes in U concentrations, along an E-W cross-section in the northern
portion of the model.
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Figure 20. Cumulative amount of calcite dissolved (moles) in the shallow aquifer (note: dark blue area
along bottom is below the shallow aquifer - no date here).
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Figure 21. Cumulative changes in U concentrations, along an E-W cross-section in the southern
portion of the model.

elevated [U]. Some release of U is caused by dissolution of calcite, but this effect is subtle
compared to the entrainment. No significant desorption of [U] occurs, due to the stability of the
Ca2U02(C0O3)3 complex at all pH values during the simulation.

Task 2. Coupled flow and stress simulation capability development:

Shear failure simulation capability

First, we used a toy problem to demonstrate the capability to simulate shear failure (Figure 22).
Maximum principal stress

Figure 22. A cut-away view of the computational grid including the stress boundary conditions.
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The model domain was 2 km by 2 km in the horizontal directions and 1 km in the vertical
direction. The Z axis was aligned with the maximum principal stress, which was taken to be
vertical. The X axis was taken to be horizontal and aligned with the least principal stress. There
were a total of 79,365 computational nodes. The grid spacing along the X axis was refined near
the center. Injection was at a point at the center of the X and Z dimensions, and ¥4 of the way
from the boundary along the Y axis. The grid spacing along the Y and Z directions was refined
near the injection point. Fluid flow boundary conditions were chosen to be such that pressure
was held at the constant initial value on the exterior faces of the model volume, and a constant
specified pressure was applied at the injection point. The heat flow boundary conditions were
taken to be no flow of heat at the external boundaries of the model volume and a constant
temperature was specified for the injected flux.

Figure 23 shows the modeled normalized injection rate versus time obtained for the model
discussed above. The injection-time history is normalized against convenient values to
emphasize different injection rate behaviors (Stages I, 11, and I11) associated with contributions
of distinct processes that operate/dominate at different times in the simulated stimulation. At
early times, shown as Stage | in Figure 23, the response is most similar to a system with fixed
permeability and fluid properties. Sensitivity analysis reveals that this response is most sensitive
to initial permeability and fluid viscosity. In Region Il, the injection rate at constant pressure
begins to climb in response to the stress-dependence of permeability- derived from simulated
Mohr-Coulomb shear failure. This transition results from onset of delivery of cooler fluid to the
formation via the injection point, which causes cooling and thermal contraction. The
superposition of thermal stresses in the formation promotes shear failure and the associated
increase in permeability.
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Figure 23. Simulated normalized injection rate versus time.

This produces a positive feedback where higher rates of flow allow for the cooler fluid to reach
the formation. In addition to the injection pressure and temperature, the onset of this Stage is
most sensitive to the material properties of shear strength, the Young’s modulus and the
coefficient of thermal expansion. Other properties such conductivity, and heat capacity, have an
important, but lesser impact. In Region Ill, the flow rate continues to increase at a rate lower than
that in region Il. The rate of increase is lower because the region nearest to the injection point
has already gone through permeability enhancement, and the fluid traveling further out gets
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warmer and the pressure drops off. The transition from Region Il to Il is sensitive to the
permeability multiplier used in the stress-permeability model.

Next, we used data from the Desert Peak geothermal project for model validation. Although the
Desert Peak project is an Enhanced Geothermal System and not a CO sequestration study, we
are using it as an analogue for testing the code functionality because the site has been well
characterized and field data are available from a hydro-stimulation treatment that involved shear-
induced permeability enhancement. Field data included injection rate of water as a function of
time.

Figure 24 shows a comparison of the FEHM model predictions against the field data. As can be
seen from the figure, we were able to match the field data well using the newly developed shear-
induced permeability enhancement capability.

The capability to simulate shear failure was applied to a toy problem to demonstrate how it can
be used to study induced micro-seismicity. As mentioned earlier, we use an indirect approach to
simulate induced micro-seismicity where the zone of micro-seismicity is correlated to
permeability damage zone. The permeability damage zone can be simulated using FEHM by
taking into account stress changes resulting from pore-pressure changes as well as thermal effect.
In order to demonstrate this approach a three dimensional model domain 50m x 50m x 100m was
chosen. CO2 was injected at a constant mass rate of 3.3 kg/s at the point (0,0, 50m).
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Figure 24. Comparison of FEHM calculations with permeability-shear stress model against field
(Chabora et al. 2012) data from the Desert Peak reservoir.

The grid consisted of 2541 nodes, with refinement near the injection interval as shown in Figure
25. The various material properties used in the example are given in Table 13.



LA-UR Draft

"%

X

Figure 25. Model domain and the grid used for the CO: injection example with shear stress-
permeability model.

Table 13. Material properties used for the CO> injection example.

PROPERTY VALUE PROPERTY VALUE
Rock Thermal conductivity 3 W/m/°K Young’s modulus 40,000. MPa
Rock density 2480. kg/m? Poisson’s ratio 0.25
Heat capacity 820. J/kg/°K Linear Coefficient of 0.63310° /°C
thermal expansion
Porosity 20% Biot factor 1
Initial Permeability 103 m2 Permeability multiplier 20
Coefficient of friction 0.5 Cohesion 7 MPa

The initial pressure and temperature were 17.5 MPa and 58 °C everywhere in the domain. The
domain was initially fully saturated with water. Flow boundary conditions were such that a water
pressure of 17.5 MPa and 58 °C were maintained at the X=50m face of the model. All other
faces were designated no-flow. CO2 was injected at the (0, 0, 50m) location at a constant mass
rate 3.3 kg/s at a temperature Of 40 °C. Applied mechanical boundary conditions were such that
no X-displacement was allowed at the X=0 m face while it was free to move in the Y and Z
directions. Similarly, Y=0 and Z=0 faces were fixed in the Y and Z directions respectively, while
being free to mode in the other two directions. A vertical overburden load of 34 MPa was applied
to the top of the model at Z=100m. Horizontal compressive stresses of 17.5 MPa were applied on
the X=50m and Y=50 faces. As the CO: injection continued, a region of cooling and higher
pressure developed near the injection point, with accompanying changes in the stress field, and a
reduction in the compressive normal stresses. Figure 26 shows the temperature field after 7 days
of injection.
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Z coordinate (m)

Figure 26. A cut -away through the injection point showing temperature contours after 7 days of CO:
injection.

When the Mohr-Coulomb criterion was satisfied, this led to the development of a damage zone
with enhanced permeability. Figure 27 shows the damage zone developed after 7 days of
pumping and Figure 28 shows the zone of enhanced permeability. Figure 29 shows the injection
pressure as a function of time — note that as the stimulated zone develops, its permeability
increases, thus increasing the overall permeability of the system with time. This is reflected in
the reduction of the injection pressure with time. This is in contrast to the behavior expected for a
constant permeability system, where the injection pressure is actually expected to rise with time.

[Zone of damage|
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Figure 27. A cut-away through the injection point showing the damage zone.
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Z coordinate (m)

Figure 28. A cut-away through the injection point shown permeability enhancement due to shear
stimulation.

Implicit coupling test

We demonstrate the implicit approach of solving the flow and stress equations using a simple
model presented in Figure 29. Although the problem being considered is single phase water, a
hypothetical permeability-stress model used was used in order to mimic the generation of
permeability by fluid pressure build up caused by phase change. The initial permeability was 10
14 m? everywhere.

Permeability-stress model
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Figure 29. A schematics of the problem used for testing an implicitly coupled 5 DOF formulation in
FEHM.

When pore pressure exceeded a prescribed value (in this case 0.01 MPa), the permeability was
ramped up over a user specified pressure interval (1 MPa in this case) from the initial value to
that multiplied by a user specified factor, which was taken to be 1000 in this case. For this
example, porosity was held fixed at 20% throughout the simulation.
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The grid had 44 nodes, with dimensions of 10m x 1m x 1m. It was placed on rollers in the y and
z directions. In the X direction, the face at X=0 was placed on rollers, and the face at X=10m
was free to move. The initial pore pressure everywhere was 10 MPa. Injection was commenced
at time=0. The temperature was held constant at 25 °C throughout the simulation.

The resulting pressure at the injection face is shown as a function of time for various values of
time step size in Figure 30. The time step was held fixed during each simulation. Results for
explicit (solid lines) and fully implicit coupling (symbols) are shown on the same plot. Note that
the explicit coupling case does not converge even after 100 Newton-Raphson iterations for time
steps larger than about 7x107° days, while the fully implicit coupling stays stable and accurate for
time steps at least as large as 1 day.
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Figure 30. Comparison of the pressure buildup for various time sizes for explicit and implicit coupling
for the example from Figure 29.

Conclusions

Task 1 We have made significant advances to address some of the issues related to shallow
aquifer impacts due to leakage of CO> and deeper brine at a geologic CO, sequestration site. We
have used an integrated approach combining field observation at a natural analog site with
laboratory experiments and numerical simulations. Our research has primarily focused on release
of uranium and arsenic. The work related to Uranium builds on earlier work in ZERT-I, while
the work related to arsenic is new. We have used inverse modeling to estimate geochemical
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reaction parameters for adsorption/desorption behavior of arsenic. Our models for Chimayo field
data indicate that the arsenic concentration observed in field samples may be resulting from high
arsenic concentration in the deeper brine that is co-transported with CO,. We have successfully
matched the field observed uranium data at Chimayo site with numerical simulations. The results
support similar conclusions as arsenic on its transport through deeper brine transport.

Task 2 We have successfully developed for permeability enhancement due to shear failure using
Mohr-Coulomb failure criterion and tested it against field data. We have demonstrated how this
shear-failure model can be applied to induced micro-seismicity at geologic CO> sequestration
sites. Additionally, we have also implemented an approach to implicitly solve fluid flow and
stress equations. The implicit solution approach overcomes the inherent limitations of time-step
size and in-accurate solutions that are present in explicit approach. The problem of inaccuracy
can be of importance in cases where there is rupture of fault due to shear failure.
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Summary

Geological sequestration has the potential capacity and longevity to significantly decrease the amount
of anthropogenic CO, introduced into the atmosphere by combustion of fossil fuels such as coal.
Effective sequestration, however, requires the ability to verify the integrity of the reservoir and ensure
that potential leakage rates are kept to a minimum. Moreover, understanding the pathways by which CO,
migrates to the surface is critical to assessing the risks and developing remediation approaches. Field
experiments, such as those conducted at the Zero Emissions Research and Technology (ZERT) project
test site in Bozeman, Montana, require a flexible CO, monitoring system that can accurately and
continuously measure soil-surface CO, fluxes for multiple sampling points at concentrations ranging from
background levels to several tens of percent. To meet this need, researchers at Pacific Northwest National
Laboratory (PNNL) are developing a multi-port battery-operated system capable of both spatial and
temporal monitoring of CO, at concentrations from ambient to at least 150,000 ppmv.

The system consists of soil-gas sampling chambers and a sensing unit based on an infrared gas
analyzer (IRGA). Headspace gas from the chambers is continuously pumped through a relay-driven
manifold that directs gas from individual chambers into the IRGA. A unique feature of the system is its
ability, based on feedback from the IRGA, to automatically dilute the sample gas stream with N, using a
network of gas-flow controllers, thus allowing measurement of CO, levels beyond the normal IRGA limit
of 3000 ppmv. The entire system is controlled by a programmable datalogger that also stores the output
from the IRGA and gas-flow controllers. The system consists of 27 sampling chambers, thus allowing
detailed spatial monitoring of a moderately sized test area (~100 m”). Power can be provided either by an
AC source or by an off-grid power-generation system consisting of six deep-cycle batteries charged by
both wind and photovoltaic power sources. Dilution gas is provided by a liquid N, dewar containing the
equivalent of 135,000 L of N,(g), enough for 4 weeks of continuous operation. The system is remotely
controlled and monitored by connecting the datalogger communication port to a cellular-based modem
and antenna.

On 27 August 2008, a shallow test injection of CO, was started at the ZERT site using a horizontal
well located about 2 m below the surface and 1 m below the water table. The PNNL team set up a 27-
chamber sampling grid directly above and extending northwest of the injection well. Concentrations were
monitored continuously in twenty of these steady-state flux chambers during 13 days of injection (308 h)
and for 33 days post injection. These concentration data can be converted directly to flux data using a
flow-rate specific constant.

With the 20-chamber setup, data were collected on a 2.7-h cycle continuously for nearly 7 weeks.
We centered the southeastern side of the sampling grid on a known leakage spot, and this was clearly
borne out by the spatially resolved data. Unfortunately, some of the fluxes were still high enough
(> 470 pmol m™ s™') to saturate the analyzer. In general, the release showed near-immediate breakthrough
at the hot spot, and a steady state was obtained after about 1 week of injection. The spatial extent of the
emissions was generally less than 5 m laterally from the injection well. After injection ceased, fluxes at
the hot spots dropped rapidly. However, at least 2 weeks were needed for the soil system to return to its
initial state.

During the injection, we observed several major negative excursions in CO, flux data from those
expected, based on trends in the data. These excursions were correlated with periods of high wind power
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density (proportional to the cube of the wind velocity) and, to a lesser extent, wind direction. Data from
our system was compared to that from a LI-8100 non—steady-state flux chamber system (LI-COR
Biosciences, Lincoln, NE) located immediately adjacent to five of our chambers and equipped with a
special air vent. In some instances, the excursions seem to be artifacts of our chamber design, whereas in
others, the excursions seem to represent a real effect of sustained wind power on the CO, fluxes
emanating from the soil. This comparison also showed that our chambers yielded flux values that were
about five times greater than those obtained by the LI-8000 system. Further investigation showed the
resistance to air flow inside the narrow vent tubes used to vent ambient air into our chambers, combined
with the outflow rates we used, induced a vacuum inside the chambers large enough to cause a significant
convective flux of CO, from the soil into our chambers, thus explaining the higher flux data we obtained.

Based on these results, we established several priorities for the coming fiscal year. Our primary task
will be to modify to our chamber venting system to yield pressure drops of about 0.5 Pa and avoid wind-
induced perturbations. Other priorities include developing 1) a two-stage dilution system to expand our
range to cover the full range of possible CO, concentrations, and 2) an improved data reduction and
visualization approach with Internet-based accessibility. During the 2009 field season, we also plan on
exploring the impact of moisture content on CO, flux patterns.
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1.0 Introduction

Geological sequestration has the potential capacity and longevity to significantly decrease the amount
of anthropogenic CO, introduced into the atmosphere by combustion of fossil fuels such as coal (White et
al. 2003, 2005; McGrail et al. 2006). Effective sequestration, however, requires the ability to verify the
integrity of the reservoir and ensure that potential leakage rates are kept to a minimum. Moreover,
understanding the pathways by which CO, migrates to the surface is critical to assessing the risks and
developing remediation approaches. Field experiments, such as those conducted at the Zero Emissions
Research and Technology (ZERT) project test site in Bozeman, Montana, require a flexible CO,
monitoring system that can accurately and continuously measure soil-surface CO, fluxes for multiple
sampling points at concentrations ranging from background levels to several tens of percent. To meet this
need, we are developing a multi-port battery-operated system capable of both spatial and temporal
monitoring of CO, at concentrations from ambient to at least 150,000 ppmv.

The system consists of soil surface-flux chambers, a central measurement and control system, and an
off-grid power supply system. The flux chambers are connected to the central system by 30-ft lengths of
0.25-in.-OD tubing to transfer gas samples from the chamber interior to the analyzer. The measurement
and control system consists of a CO,/H,0 gas analyzer; a datalogger for measurement recording and
system control; a chamber selection and control system composed of latching microvalves, manifold, and
AC/DC relays; and a sample dilution system consisting of two flow meters and one flow controller that
precisely adjust and measure the incoming sample concentration by dilution with inert gas flow. The off-
grid power system is energized by a three-panel photovoltaic array and two wind turbines. This energy is
stored in six 12-V deep-cycle batteries and utilized by the system through an AC inverter.

This report summarizes the design of the various components of the system, including the sampling
chambers, the measurement and control system, and the off-grid power supply, and then presents the
results of a 7-week field test of the integrated system at the ZERT project test site.

1.1



2.0 Chamber Design

2.1 Design Considerations

Accurate real-time monitoring of subsurface CO, flux and concentration changes associated with CO,
outflow from a subsurface point or line source requires an appropriately designed sampling chamber. The
key considerations for the ZERT field work included

e multi-component chamber construction

o small footprint to improve spatial resolution of measurements and to minimize disturbance to
subsurface conditions while sampling

o chamber headspace sized for fast response time necessary for monitoring rapidly changing fluxes and
concentrations and compatible with small-sample flow rates necessary for the project

e appropriate headspace mixing for non—steady-state conditions

¢ low-cost construction utilizing easily obtainable materials to allow placement of multiple chambers
throughout the horizontal well injection site.

A multi-component design with a fixed cylindrical base and removable end cap has several
advantages. It 1) minimizes long-term disturbance of the subsurface conditions by allowing the enclosure
to be open to the atmosphere between sampling campaigns, 2) improves the seal between the chamber
base and soil surface, and 3) eliminates uncertainty due to placement of the chamber for successive
measurements at a single site. Thus, the same end cap or top can be used sequentially on several fixed
base portions inserted and left in the soil at different locations.

The ideal sampling system minimizes disruption of subsurface gas distribution. Disruption can occur
by 1) pulling from the sample chamber at a high flow rate, thereby altering flow paths and acting as a
sink; 2) subtending a large basal area, which allows pressure differentials to change concentration
gradients within a significant volume of the subsurface; and 3) sampling for long periods, which
magnifies the previous two disturbances. Reducing the basal area occupied by the sampler minimizes
these issues and improves the spatial resolution of the field measurements

The impact of chamber geometric factors varies with the type of flux measurement. For steady-state
flux measurements, the basal area of soil surface sampled is used in flux calculations and the chamber
volume (in combination with the ambient air influx rate) determines the response rate (i.e., how quickly
steady state is attained). For non—steady-state flux measurements, the headspace volume-to-basal-
surface-area ratio is part of the flux calculation. In our system, for which both types of flux
measurements are desired, all three factors (volume, basal area, and ambient air influx rate) need to be
considered. The ratio of the chamber headspace volume to the basal area through which soil gas flux is
sampled was sized to provide the fast response time necessary for rapidly changing fluxes/concentrations
and small-sample flow rates. A ratio of 0.17 m for chamber headspace volume to basal area was
employed and can easily be modified in the field by changing the length of the headspace cylinder if
experimental conditions so dictate.

The sample chamber base has inlet and exit ports located above the soil surface that allow for mixing
of the headspace gases when used in conjunction with an external diaphragm pump. Mixing homogenizes
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gas concentrations in the headspace, provides faster response to changes in gas fluxes and concentrations,
and permits sampling of smaller volumes while retaining high accuracy and precision.

2.2 Final Design and Construction

The flux chambers consist of a base and an upper headspace-sampling component (Figure 2.1). The
base is constructed of a 4-in.-diameter PVC tube (with a highly beveled end for soil insertion) attached to
the male portion of a Spears Union (497-040). The upper component consists of the threaded female
portion of the Spears Union, 4-in. PVC pipe, and a PVC cap with machined surfaces to accommodate
pass-throughs for a 1/8-in.-OD vent tube and stainless-steel circular perforated sampling tube. Once the
base is inserted into the soil, the upper component creates an airtight seal by threading onto the base and
compressing the integrated O-ring onto the base sealing surface. Basal area subtended by the chamber is
8.11e-3 m’% and headspace volume is 1.38e-3 m’.

Figure 2.1. Soil Surface-Flux Sampling Chamber: a) cutaway view showing circular perforated
sampling tube for headspace mixing, b) pre-installation — assembled, c) installed — top
unattached, d) installed — top attached without 4-in.-long, 1/8-in.-OD vent tube
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3.0 Measurement and Control System

3.1 Design Considerations

The infrared gas analyzer (IRGA) used to detect CO, and H,O (LI-7000, LI-COR Biosciences,
Lincoln, NE) has a maximum detection level of 3000 ppmv (0.3%) for CO, in the linear response range.
Data collected in the 2006 and 2007 ZERT injection tests demonstrated the need to be able to detect
significantly higher concentrations (up to 10-20%) with a steady-state flux-measurement approach. To
accommodate this measurement range using the IRGA, we decided to develop an automatic dilution
system using N, as the diluent. The dilution factor would need to be known precisely to allow accurate
calculation of the actual CO, concentration and the flux associated with the soil chamber. Moreover, the
dilution would need to be automated to allow routine unattended analysis under field conditions.

In our design, the N, dilution gas enters the system after the sample gas has been pushed from a
sample pump (Aqua Lifter AW-20, Tom Aquarium Products, Gardena, CA) and before sample gas entry
into the IRGA optical cell (Figure 3.1). The effect of the dilution on the IRGA response is rapid due to
the proximity of the dilution inlet to the optical cell. A datalogger/control system (CR23X, Campbell
Scientific, Logan, UT) sets the dilution-gas flow rate through a mass flow controller (MFC) using
feedback from the current CO, concentration read at the analyzer (Figure 3.2). When the analyzer
approaches saturation, the CR23X signals the MFC to start the dilution gas in a staged fashion. The
dilution flow increases through several stages in a time-delayed series until the IRGA response is back
within the linear operating range (i.e., < 3000 ppmv). From measured flow rates of the incoming sample,
dilution gas, and optical cell outflow, the dilution factor is determined and stored, together with the
corresponding IRGA response, by the CR23X. Analysis of each chamber is performed during a 6-min
cycle time. Successive chambers are selected for analysis by the CR23X, which controls a valve
manifold that directs flow to either the IRGA system (from the actively analyzed chamber only) or
exhaust (from all other chambers) (Figure 3.1).

Sample Chambers Pumps Manifold Input Output IRGA

@ 17
1 . "

,5[ . | /'
& |

\
‘ ﬂ Purified Mitrogen

Figure 3.1. Plumbing Schematic for CO, Analysis by Automated Sampling and Dilution System
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Figure 3.2. Logic and Sample Flow Paths for CO, Analysis by Automated Sampling and Dilution
System

3.2 Testing and Verification of the System

For the system to work appropriately in the field, several criteria must be met: 1) instrument response
should be stable at elevated concentrations, 2) cross-contamination from successive chamber
measurements should be negligible, 3) all of the chambers should respond to the same input conditions in
the same fashion, and 4) the system should be capable of being calibrated against a known standard.

The capability of the system to accurately dilute samples in real time is demonstrated in Figure 3.3.
These data, collected during the 2008 field test at the ZERT site, show the staged activation of the dilution
system when the IRGA detector is saturated. In this instance, two of a total of five possible dilution
stages were activated. The dilution factors for these two stages were about 20x and 30x. With the higher
dilution factor, the sample is diluted below the IRGA saturation limit of 3000 ppmv, and a stable dilution-
corrected concentration value of 81,000 ppmv is attained. A slow decay in the dilution factor is balanced
by a corresponding increase in the IRGA reading to yield a constant sample concentration as expected.
Small oscillations in the sample pump rate impact the dilution factor and sample concentration but do not
significantly affect the time-averaged result, which is taken during the last 2 min of the 6-min

measurement cycle.
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Figure 3.3. Typical Data for Dilution Process Showing Staged Dilution Based on Feedback from IRGA
Reading (yellow, left axis). Upon saturation, two dilution stages (five stages are possible)
are implemented until IRGA reading drops below saturation level. Dilution factors (about
20x and 30x) are shown (blue, left axis) together with dilution-corrected data (red, right
axis).

To conceptually demonstrate the ability of the system to meet the remaining criteria, we conducted a
series of laboratory tests on an earlier smaller-scale version of the full field system. The laboratory
system differed from the system used in the 2008 ZERT test injections by having only seven channels,
each of which was pumped by a separate Aqua-Lifter AW-20 pump located upstream of an eight-channel
brass valve manifold.

For the multi-port and real-time dilution capability, we prepared two identical sample chambers filled
to the normal depth with quartz sand and connected them to a sample gas inflow. Flow into one of the
chambers was controlled by a valve that was closed at the start of the experiment and then opened about
2 h into the experiment. A N,/CO, gas mixture containing about 1.5% CO, was used at a nominal flow
rate of 41 mL/min. Our control software was programmed to alternate sampling between each sample
chamber on a 6-min cycle. At the initialization segment of each sample cycle, the analysis cell in the
IRGA was flushed with N, for 15 s, and then normal sample flow resumed with staged dilution of the
CO; by N; as needed. The results of the experiment (Figure 3.4, blue and red symbols) show the
evolution of the CO, concentrations in the headspace of the sample chambers over the course of several
hours and demonstrate the breakthrough of the CO, plume into the sample chamber headspace. A third
dataset in yellow (collected in a separate run) demonstrates the response to both low- and high-flux
conditions in the same chamber. For this test the transition to the high-flux condition occurred 93 min
after the start of the low-flux condition (Figure 3.4).
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Figure 3.4. Demonstration of Multi-Port Capability and Lack of Cross-Contamination for Two Surface-
Flux Chambers Operating at Different Flux Densities

It is important that the system response remain unchanged, regardless of which head unit-base
combination is used. Figure 3.5 shows the response of six tests in which various lid and base
combinations were examined with identical chamber inlet conditions, two of which were repeated with an

active fan circulation, all yielding nearly identical results.
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Figure 3.5. System Response to Same Flux-Density Scenario Using Interchangeable Chamber
Tops/Bases
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To test the accuracy of the staged CO,-dilution process, we prepared a series of CO, standards
(1100-86,000 ppm in N,) and analyzed them using the 6-min procedure. The standards, which had been
prepared in 6-L “Summa” canisters, were introduced to the analyzer at constant pressure (10 psi
controlled by a regulator) by connection to a sampling port and pump. The results (Figure 3.6) showed
that by using the MFC manufacturer’s conversion from reading output (V) to flow (mL min™"), there was
a deviation in slope for the samples requiring dilution. Using the Solver function in Microsoft Excel, we
calculated the correct flow and offset of the flow controllers and meters using the calibrated standards
(yellow symbols). This calibration process is readily implemented in the field, and the new slopes and
offsets can be substituted easily into the measurement and control code.

100000
— 1:1Line
@ From Flow Manufacturer's Settings
/\  From Calibrated Flow Settings
80000 -

60000

40000

Measured Concentration, ppmv

20000

) ] ) ] )
0 20000 40000 60000 80000 100000

0 " 1 " 1
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Figure 3.6. Test of Staged-Dilution Accuracy Using CO, Standards Prepared in N, and Introduced at
10 psi. The blue symbols are the raw readings, and the yellow symbols are the corrected

readings.

3.3 Full-Scale Field-Monitoring Version of Measurement and Control
System

During the development and testing of the of the portable multi-port real-time CO,-detection system,
we found the system to be a robust, accurate, and useful tool in understanding the dynamics of well
injections at the ZERT site in Bozeman, Montana. However, the system was limited by having only
seven sampling chambers, requiring a considerable amount of operator interaction to record data,
recharge and replace the deep-cycle battery power source, and replace the N, gas cylinders that provide
both reference and dilution capabilities to the system. The aim of the full-scale field-monitoring version
was to create a system that would be capable of continuous unattended subsurface monitoring at remote

3.5



sites. Our specific goals were to produce a monitoring system that could be installed easily at remote
sites, sample from an ordered dense grid covering a moderate area, operate at sites without available
power, be monitored and controlled from offsite continuously in real time, and operate for extended
periods between N, refills.

The most important changes involved increasing the number of chambers and decreasing the need for
frequent operator interactions with the system. Increasing the number of chambers to monitor a
moderately sized area in a grid-wise manner, essentially moving from a one-dimensional monitor to a
two-dimensional one, was determined to be highly beneficial to understanding subsurface characteristics
for transport and to assist in locating small areas of high flux. A modular solution was taken to address
the need to increase the sampling chambers from seven to twenty-seven, allowing for the creation of a
5x5 grid with additional soil and ambient-air reference channels. This was accomplished using valved
direct-current (DC) relays that were addressable and capable of being daisy-chained, together with valve
manifolds that were compact and had exhausts that could easily be tied together. Using addressable and
chainable relays allows for future expandability with minimum of changes to system configuration or
control software. The relay drivers chosen for this application were Campbell Scientific SDM—CD16AC.
These relays have 16 relay ports for device control and can be chained 15 deep for a total of 240 ports or
sampling chambers. In the current configuration, two SDM-CD16AC relays are employed, utilizing 27 of
the 32 ports for sample valve control. The new manifolds to house the valves are LFMX0510533B and
LFMXO0510538B manifolds (3- and 8-port manifolds, respectively; Lee Co., Westbrook, CT). These
manifolds accept the same microvalves as the custom Campbell Scientific brass manifold at a fraction of
the cost and consume very little space in the control and measurement system housing, leaving room for
future expansion.

The operator interaction with the previous system involved three activities: 1) charging and rotating
deep-cycle batteries every 12 h, 2) transferring data to external storage before the datalogger would
overwrite the onboard storage, and 3) replacing cylinders of N, every several days (dependent on
subsurface concentrations and amount of dilution gas required). Because this level of operator interaction
was significant, it would not be feasible for long-term studies. We addressed the first operator-interaction
activity by assembling a renewable power system with a large electrical storage capacity, the details of
which are described in Section 4.

With respect to the second operator-interaction activity, we developed a two-part solution involving
both hardware and software. The Campbell Scientific CR23X datalogger (Campbell Scientific, Logan,
UT) stores 5e5 values in 1 MB of flash memory. With the previous system, this translated into 6.5 h of
data before an operator would have to perform a memory dump to external memory to prevent
overwriting of the data by the datalogger. We connected an Airlink Raven 110 cellular data modem
(Sierra Wireless, Richmond, BC, Canada) and a Campbell Scientific 18285 1-dBd Omnidirectional
Antenna (Campbell Scientific, Logan, UT) to the datalogger RS232 port, thus allowing data to be pushed
or pulled to an Internet Protocol address at 384 kbps. To take advantage of all of the capabilities provided
by the cellular data modem, we installed Loggernet 3.1 software (Campbell Scientific, Logan, UT) on the
computers used to communicate with the datalogger. With this software, all control programming,
communications, and data retrieval can be done remotely, thereby eliminating the need for an on-site
presence. However, this approach requires cellular service in the area, the signal of which can be
drastically improved if necessary by the use of a Campbell Scientific 14454 9 dBd Y AGI unidirectional
antenna also available for use with the system.
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For the 2008 ZERT injection, we pulled data from the system every 10 min and appended it to a file
on the operator’s computer. The data file on the computer can contain an unlimited amount of data.
However, if viewing data in a spreadsheet, files of less than 18 h of data are most practical to view, due to
the limited number of rows available in a spreadsheet.

The third operator-interaction activity involved frequent changing of gas cylinders that supplied the
N, used in the dilution stage and as a reference gas. Initially we used a type K pressurized cylinder
containing approximately 6500 L of N,. For a typical injection experiment at the ZERT site, this size N,
cylinder would need to be replaced every 2 to 3 days. To address the need for a larger volume of N, than
provided by the K-type tank, a Dura-Cyl medium-pressure liquid N, cylinder (Chart Industries, Inc.,
Garfield Heights, OH) containing 209 L of liquid N, (yielding approximately 135,000 L of N, gas at
ambient pressure) was employed. The use of a liquid N, cylinder extended the gas maintenance interval
by twenty-fold from 2—3 days to more than a month.
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4.0 Power System

The power system was designed to provide off-grid power to the measurement and control system
throughout the year at the ZERT site. Energy consumption for the complete measurement and control
system and subcomponents of that system is detailed in Table 4.1. Total measurement and control system
power consumption was determined to be 73.64 A-h. Assuming 80% efficiency, a power supply system
would need to provide a minimum of 88.4 ampere-hours (A-h) of power at 12 V. We designed a power
supply system that included three 125-W Mitsubishi PV-TE125MF5N solar panels (Mitsubishi Electric
and Electronics USA, Cypress, CA), two 400-W Air Industrial wind turbines (Southwest Wind Power,
Flagstaff, AZ), and a bank of six Lifeline GPL-4DA 210-A-h deep-cycle 12-V batteries (Lifeline Battery,
Azusa, CA).

Table 4.1. Power Consumption of System in Ampere-Hours

Device Device Current (A-h)
Licor LI-7000 CO, gas analyzer 36
SKC pump 9
Omega mass flow controller 6.4
Tom's Aqua Lifter 20 pump 6
Campbell Scientific SDM16AC relay x 2 4.8
Aalborg mass flow meter 4.8
Omega mass flow meter 4.8
Campbell Scientific CR23X datalogger 1.2
Sierra Wireless Airlink Raven 0.64
Total Device Current (A-h) 73.64

The system was sized to work solely on solar power throughout the year at the ZERT site in
Bozeman, Montana. Using the worst-case equivalent sun hours (i.e., the minimum sun hours for the
worst month of the year) for Bozeman (3 h), it was determined that three 125-W 12-V solar panels would
be able to deliver an adequate amount of power to the measurement and control system, taking into
account 20% system loss (125 W/12 V x 3 h =93.75 A-h = minimum solar output > 88.4 A-h = adjusted
system power need). To supply consistent power (e.g., at night, in winter) to the measurement system, a
reserve power battery bank was determined a necessary component of the power system. Given the
latitude of the ZERT site (45.68 degrees N), it was determined that a 14-day reserve would be adequate
for the system." A battery bank of six 210-A-h deep-cycle batteries (1260 A-h total, 14-day reserve) was
attached to the solar array through a Morningstar Tristar solar controller (Morningstar Corp., Washington
Crossing, PA). This battery bank feeds 12 V DC into a Xantrex ProWatt 1750 Inverter that converts 12 V
DC into the 120-V AC power (at 80% efficiency) that powers the measurement and control system
(Xantrex Co, Burnaby, BC, Canada).

! http://www.southwestpv.com/Catalog/Home%20Power/SYS _DESIGN.HTM.
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To allow for future needs of the measurement and control system, occasional use of power for non-
system activities (e.g., power tools, lights), or deployment to a site incapable of providing enough power
from the current solar array, two 400-W Air Industrial Wind Turbines mounted on 25-ft towers (RV
Mounting Tower, Earthtech Products, Merrick, NY) were tied into the system with individual Tristar
Controllers and an external heat load for over-power conditions. The specialized towers make it possible
for one person to set up the wind turbines by securing the base under the trailer wheel and rotating the
tower into the locked position (Figure 4.1). All of the controls, breakers, battery cases, batteries, heat
loads, and power measurement instruments were located in a 6-ft X-10 ft single-axle trailer (CargoMate,
Independence, OR ) (Figure 4.1 and Figure 4.2). The trailer can transport all of the hard-mounted
electronics, the remainder of the power system (turbines, turbine towers, solar array), the measurement
and control system, chambers, chamber tubing, and associated tools with room to store a N, dewar if
appropriate safety controls are taken.

Figure 4.1. Power Supply System: Wind Turbines, Turbine Towers, Solar Array, and Trailer as
Deployed at ZERT Site in 2008
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5.0 Field Test at ZERT Site, FY 2008

5.1 Experimental Layout

The measurement and control system and components for the off-grid power supply were delivered
to the ZERT field test site near Bozeman, Montana, during the third week of June 2008. Limited power
availability on the site required that we supply our own power in order to participate in the first test
injection scheduled for the second week of July. However, significant delays (10 weeks) in shipping of
the power system components prevented assembly and testing beforehand, and the next several weeks
were spent assembling the power system onsite. We did not complete assembly in time to participate in
the first injection and were fortunate that a sufficient supply of bulk CO, remained afterward to allow the
ZERT project to schedule a second injection specifically for testing our system.

The 100-m-long horizontal well at the ZERT site used for this experiment is buried approximately
2 m below the surface and divided into six zones by packers that allow independent control of flow rates
and gas mixtures in each zone (Figure 5.1). The well is oriented along a northeast—southwest axis, and
CO; is injected at the northeast end. The water table varies during the year but typically is on the order of
1 m below the surface during mid-summer. As a consequence, CO, is injected below the water table, and
the pressure differences resulting from small changes in pipe elevation lead to localized emissions
or “hot” spots at the higher end of each zone near the packer. In this test, CO, was injected only into
Zone 3.

Figure 5.1. ZERT Site Plan View Showing Position of PNNL Experiment (Conducted During Second
Injection) Relative to Other Experiments Conducted During First Injection. Also shown in
red and orange are the areas in which high CO, fluxes were observed during the previous
year’s injection (data of J. L. Lewicki; map drawn by L. Dobeck).
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Based on the results from the previous year’s tests, we centered our sampling array directly over a hot
spot located near the boundary between zones 2 and 3. Twenty-seven surface-flux chambers were
installed to yield a 5x5 sampling array with two reference chambers. A leaking gas valve manifold in the
measurement system, however, limited us to twenty chambers for this experiment; their locations are
shown in Figure 5.2 and Figure 5.3.

Figure 5.2. Plan View, Surface-Flux Chamber Array and Location of Measurement and Control System
with Liquid N, Supply

Figure 5.3. Experimental Layout Looking Northeast. Horizontal well is directly beneath rightmost row
of flux chambers.
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5.2

Injection and Concentration Data

The second injection was started at 12:55 PM on 27 August 2008 (ordinal day 240.54), and continued
for nearly 13 days (308.2 h), ending at 9:00 AM on 9 September 2008 (ordinal day 253.38). An injection
rate of 52.1 (£0.4) kg CO, d”' was maintained for the first 280.8 h, after which the flow monitor failed. A
second monitor that measured pressure (rather than flow) showed that the same conditions were
maintained except for a 12-h period between 289.4 and 301.4 h, during which pressure increased by 25%

over the value maintained for the rest of the injection. Although a 5% increase in measured flux was
observed in one of the chambers during this 12-h period, such a change was within the normal noise
limits observed, so it is unlikely that the 12-h deviation had a significant impact on the results. The

injection was halted about 7 h after the end of the pressure deviation.

We continuously (at 2.7-h intervals) monitored CO, concentrations in the twenty chambers starting
about 4 h before the injection and for 33 d post-injection. Because these chambers were operating in
steady-state flux mode, these concentration data can be converted directly to flux data using a flow-rate

specific constant (ca. 0.0031 pmol m™ s ppmv™"). A plot of data out to 1000 h for all twenty chambers is

shown in Figure 5.4. Successive plots (Figure 5.5 through Figure 5.8) focus on subsets of these data.
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Figure 5.4. CO, Concentration Data Collected from Twenty Surface-Flux Chambers During and After
Second Injection at ZERT Site. Data collection started on 27 August 2008. Chambers are
identified by row (letter) and lateral distance in meters from the horizontal well (number).
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Figure 5.5. CO, Concentration Data Collected for West Row (W) of Surface-Flux Chambers. Vertical
line indicates end of CO, injection. Chambers are identified by row (letter) and lateral
distance in meters from the horizontal well (number).
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Figure 5.6. CO, Concentration Data Collected for Middle Row (M) of Surface-Flux Chambers. Vertical
line indicates end of CO, injection. Chambers are identified by row (letter) and lateral
distance in meters from the horizontal well (number).
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Figure 5.7. CO, Concentration Data Collected for East Row (E) of Surface-Flux Chambers. Vertical
line indicates end of CO, injection. Chambers are identified by row (letter) and lateral
distance in meters from the horizontal well (number).
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Figure 5.8. CO, Concentration Data Collected Surface-Flux Chambers Located Directly Above
Horizontal Well. Vertical line indicates end of CO; injection. Chambers are identified by
row (letter) and lateral distance in meters from the horizontal well (number).

The concentration data in Figure 5.4 to Figure 5.8 show that several chambers reached instrument
saturation levels of CO, (150,000 ppmv) during the injection period. These chambers were located
primarily along the middle row of chambers within 2 m of the horizontal well. The MW-0 and ME-0
chambers also saturated. As would be expected from locating the sampling array over a hot spot, the
chambers positioned more than 3 m from this spot (centered at chamber M-0) did not saturate. Although
a steady state seemed to be reached for M-2 and some of the W chambers, the CO, concentration in the E
row continued to increase during the injection, suggesting continued expansion of the plume toward the
northeastern end of the sampling array. This result is interesting because the injection occurred only in
the southwestern half of the array (i.e., that portion of the horizontal well located in Zone 3). This drift is
seen also in the MW-0 data during the injection. Initially (within 7 h), the MW-0 chamber reached
saturation, but after 153 h it decreased to about 90,000 ppmv and continued to decline for the remainder
of the experiment (Figure 5.8). The northeasterly drift in concentration is consistent with the generally
northerly direction of groundwater flow at the ZERT site, which may be a contributing factor.

The concentration data also show significant drops in nearly all the chambers at about 75, 105, and
257 h after injection. As will be discussed in Section 5.3, these drops are likely the result of barometric
effects associated with local weather changes.
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We took two approaches to help visualize the changes in spatial extent of the plume. In the first, we
show the discrete concentration values for each chamber for a particular time arranged in an array that
simulates that in the field (Figure 5.9). In the second, we created filled-contour plots for the same time
periods using R, a statistical programming language (http://www.r-project.org/) but restricted the spatial
range to 0—5 m from the horizontal well (Figure 5.10). Because the contour plots required a full
21x11 data matrix (231 pixels) on a 0.5-m grid spacing and data for only seventeen of these pixels were
collected (M-10, M-15, and M-15AIR were excluded), a large number of points needed to be estimated.
A two-dimensional Gaussian kernel was used as the smoothing function (essentially a spatial-weighted
moving average), and missing values were handled with the Nadaraya/Watson normalization of the kernel
(a normalization that diminishes the effects of missing observations). The function was initialized with a
0.5-m spacing of the pixels in the width and height directions and a bandwidth parameter of 1.5 m.

The spatial representations we obtained (Figure 5.9 and Figure 5.10) clearly show a rapid increase to
saturation levels within the first 72—168 h of injection for chambers located less than 3 m from the center
of the hot spot, as well as the general drift of the plume toward the northeast end of the array (top of plots)
with time. Possible evidence for the plume reaching 5 m from the injection well can be seen in the
discrete data for the west and east rows in which data rise slightly above background levels.

A rapid system response was observed in the early stages of the injection (Figure 5.11). Within 4 h
of the start of injection, the M-0 and M-0.5 chambers had reached instrument saturation levels; the MW-0
and M-1 chambers followed suit at about 7 h and 14 h, respectively. The concentration in the ME-0
chamber rose more slowly and oscillated near saturation from 30 h to 75 h before exceeding
150,000 ppmv for the remainder of the injection.

The rapid response was seen also once the injection ceased. Within 16 h of the injection end, all
chamber concentrations were below saturation, and within 133 h, all were below 20,000 ppmv (Figure 5.4
to Figure 5.8). Also, a noticeable diurnal pattern returned to the concentration data once the advective
forcing provided by the injection ceased. This pattern presumably reflects the contributions of soil and
plant respiration to the surface fluxes measured. Clearly, even in locations where the highest
concentrations of CO, were observed (e.g., chamber M-0), some living organisms survived. The steady
decay of the CO, concentrations beneath the diurnal signal continued until background levels were
reached 400-600 h after injection ceased.
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Before and During the First 100 h of the Second CO, Injection at the ZERT Site.
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The concentration data for chambers M-10 and M-15 remained at background levels throughout the
experiment and retained the diurnal pattern typical of biologically derived CO, emissions. The
background level for chamber M-15 dropped by about a third as the experiment progressed, in keeping
with the overall decline in biological activity with dropping ambient temperature during the fall season
(Figure 5.12).

The atmospheric background sample collected at the same location as chamber M-15 but from a
chamber suspended 1 m above the ground surface (i.e., chamber M-15Air) should have yielded a similar
diurnal pattern (albeit at much lower concentrations) with no impact from the injection. However, the
results (Figure 5.12) show much higher concentrations during the injection, falling to normal ambient
levels once the injection ceased. The levels observed for chamber M-15Air during the injection are in the
range of those expected for normal steady-state soil flux measurements (around 5,000—10,000 ppmv) and
clearly do not represent atmospheric conditions. Further evidence for this is the open-path atmospheric
concentration data collected directly over the horizontal well in zone 2 (approximately 15-cm height) by
Humphries and Repasky during the first injection, which showed typical concentrations near 1000 ppmv
and maximum concentrations on the order of 1500 ppmv (K. S. Repasky, Montana State University,
personal communication).
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Figure 5.12. CO, Concentration Data Collected for Reference Surface-Flux Chamber and Ambient Air
15 m from Horizontal Well. Vertical line indicates end of CO, injection.

To explain the chamber M-15Air data, we reexamined other possible sources of CO, that could
interfere in the analysis. We had eliminated “cross-talk” in earlier versions of the measurement system by
having individual pumps for each channel and by flushing the system with 100% N, between samples.
With our change to a pair of pumps for the entire system (one for exhaust of the chambers not being
analyzed, and one for the sample dilution feed) to lower the power consumption of the measurement
system, this feature was eliminated. We think there are two possible causes of the high readings. One is
sample carryover from the use of a common sample dilution-feed pump. However, we would expect this
to be even more of a problem for the chamber M-15 sample because it is analyzed before the M-15A and,
thus, closer, in time to the higher-concentration samples. We see no impact of the injection on data for
M-15, however, suggesting that carryover is not the likely cause of higher observed concentrations with
M-15A. Nevertheless, as a precaution, we have identified a way to automatically flush the sample-
handling and dilution system between each sample while retaining the current two-pump configuration
and will test it in the next round of instrument enhancements in FY09.

The second possibility is a leak in the valve manifold or tubing. We already know that seven of the
channels could not be used due to external air leaks into the sample train. An undetected leak could have
been associated with the valve manifold or tubing for the M-15A sample that would allow the take-up of
exhaust gas released inside the measurement system box from other samples prior to M-15A analysis,
resulting in a contaminated sample. We will be hardening the valve and tubing connections for all
channels in the coming year’s work, which should eliminate this problem.
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5.3 External Factors Affecting CO, Concentration Data

As described in Section 5.2, several negative excursions from the expected concentration data were
observed simultaneously in essentially all the chambers during the injection. The largest excursions
occurred at about 75, 105 and 250-260 h after injection was started and tended to last for tens of hours
before the data returned to steady state or otherwise expected patterns. Similar, but positive, excursions
were noted by us and the Repasky team during the first injection in summer 2007, and these were
hypothesized to be related to changes in soil moisture content stemming from rainfall or dew deposition.
With this hypothesis, it was thought that absorption of moisture by the soil particles would decrease the
air-filled porosity, thereby increasing the resistance to gas flow in the low-flow regions of a field and
promoting higher flow rates in the high-flow regions where moisture absorption would be less likely to
occur due to the already high flow rate.

To test the soil-moisture hypothesis in the 2008 field trial, we installed eighteen gypsum-block soil
moisture sensors (5201F1 Soilmoisture Gblocks, Soil Moisture Equipment Corporation, Santa Barbara,
CA) at a 6-in. depth adjacent to our soil gas-flux chambers in early July 2008. The soil moisture readings
from these sensors were obtained manually every 4—7 days using a hand-held meter that registered
readings from 0 (dry) to 100 (wet). According to the manufacturer (Soil Moisture Equipment
Corporation, 2000), these readings can be converted to soil matric suction (bars). A reading of
70 corresponds to a matric suction of 0.1 bar, that of 19 to 1 bar, that of 4 to 3 bars, and a reading of
1 corresponds to a matric suction of 10 bars (near the permanent wilting point for plants).

Soil moisture measurements were collected over a period of 1800 h (starting at ordinal day 206.65
and ending at ordinal day 282.38) roughly centered on the initiation of the second injection. The results
(Figure 5.13) showed a fairly moist soil 800 h before the injection. The soil dried out rapidly, however,
and by the time the second injection started, the soil was extremely dry. It remained in that state for the
duration of our experiment, thus negating one part of our attempt to address the soil moisture hypothesis.
No positive excursions were observed during the second injection of 2008, so the hypothesis remains
untested. The sensors remain in place and will be used in the coming field season experiments.

For possible explanations of the negative excursions observed in 2008, we obtained meteorological
data from two weather stations located at the ZERT field site (courtesy of J. A. Shaw and J. L. Lewicki).
To visually assess relationships between the weather variables and the soil CO, excursions, we first
isolated the excursions from the “expected” data by fitting a 6th-order polynomial function to the
expected data and subtracting the observed from the expected data predicted by the function (Figure
5.14). We then plotted the excursion data on the same time graph as the meteorological variable we were
testing and looked for obvious correlations. For this exercise, we selected the data for chamber M-2 as
representative for the entire array because the concentrations did not saturate the measurement system and
yet were high enough to minimize the contributions of diurnal fluctuations and sampling noise to the
overall signal.

The weather variables we tested included relative humidity, temperature, precipitation, wind speed,
wind direction, and absolute barometric pressure. Most of these variables had little or no relation to the
negative excursion data (Figure 5.15). A clear relationship was seen, however, between wind speed (and,
to a lesser extent, change in wind direction) and the observed negative excursions. We believe that the
operative variable with respect to wind speed is actually the wind power density (WPD), which has units
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of watts per square meter, as this more closely measures the ability of the wind to perform work on the
soil gas system. The WPD is calculated as

WPD = 0.5 x p X v’ (5.1)

where p,;; is the mass density of air in kg m™~, and v is the wind velocity in m s™. A doubling of wind
velocity thus produces an eight-fold increase in WPD.

=M~ Maan of All Chambaers (N = 18)
O Chamber M-2

Soil Moisture Reading (0-100 scale)

Figure 5.13. Relative Changes in Soil Moisture Content at a 6-in. Depth Before, During, and After
Second Injection
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Figure 5.14. Concentration Data for Chamber M-2 Fitted To Obtain a Function Describing the

“Expected” Data and Showing the Major Negative Excursions from the Expected Data at
75, 105, and 250-280 h After Injection
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For wind direction, we calculated the change in wind direction in degrees for a specific time point as
the difference between the average of the wind direction 5 h forward from a specific point in time and the
average 5 h back. The use of the 5-h differential moving average approach smoothed out variability in
the data and helped focus on larger systematic changes. We hypothesized that changes in the wind
direction would tend to cause changes in the barometric pumping activity of the wind on the soil, due to
the different slope aspect of the soil surface relative to the wind. Wind direction could also affect the
venting of the chamber because the 4-in.-long, 1/8-in.-OD vent tubing extended into the air at an angle
from the vertical (Figure 5.3).

The results of the comparisons of negative excursion events with wind variables were quite striking.
All three major excursions were preceded by or contemporaneous with major bursts of wind power
density (Figure 5.16 top). The total energy of the wind (calculated by integrating the area under the
power density curve) also seemed to relate well to the size of the excursion event.

The relatively minor excursions did not show much of a correlation with WPD, but the noise in these
measurements (20) is about 4600 ppmv, so it is unclear whether the minor negative excursions were
significantly different from the expected values. Interestingly, however, the frequency of the negative
excursions matched nicely with that of the changes in wind direction (Figure 5.16 bottom), suggesting
that simply changing the direction of the mass air flow could impact the CO, concentrations measured
using steady-state methods. We recognize, however, that this periodicity was on the order of 24 h, and
some diurnal fluctuations in soil respiration, for example, could have contributed to the minor excursions.

We are uncertain whether the negative excursions that we observed are an artifact of the steady-state
flux measurement method or truly represent a process that is occurring in the soil whenever the WPD is
high. The evidence supports both possibilities. Data collected using an automated non—steady-state flux
chamber (LI-8100, LI-COR Biosciences, Lincoln, NE) located adjacent to our M-2 chamber show a large
negative excursion for the 245- to 285-h period comparable to that seen with our chambers (Dr. Laura
Dobeck, Montana State University, personal communication). These results suggest that the near-surface
portion of the soil reservoir had become depleted due to the high sustained winds and thereby temporarily
decreased the measured efflux rates. The LI-8100 chamber was equipped with a novel vent tube (Xu et
al. 2006) that minimizes wind effects (transient pressure differentials between chamber interior and
ambient air that influence soil gas fluxes) at wind speeds below 7 m s™'. However, the LI-8100 unit did
not show negative excursions for the earlier major excursions observed with our chamber that occurred
between 73 and 124 h. Moreover, a comparison of flux values obtained by the two chamber types
showed the steady-state chamber to have fluxes that were generally five-fold higher than those obtained
with the LI-8100.

The combination of wind direction effects, anomalous excursions (i.e., during the 73- to 124-h
period), and five-fold higher flux values suggest that our chamber venting system might require
modification. For steady-state flow-through flux chambers, pressure differentials of less than a few tenths
of a pascal are recommended to avoid artificially enhanced flux results (Kanemasu et al. 1974; Gao and
Yates 1998; Rochette and Hutchinson 2005). Reichman and Rolston (2002) obtained accurate data with
their chamber at pressure differentials of 0.5-0.8 Pa while noting that soil texture played a significant role
in the absolute pressure differential that could be tolerated. The calculated pressure drop
(http://www.pressure-drop.com/Online-Calculator/index.html) across the vent tube at the flow rate we
used (40 mL min™) is 8 Pa, which suggests that a relatively substantial vacuum was induced in the
chamber under our operating conditions. This vacuum could have caused higher advection from the soil
and a correspondingly higher flux rate.
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To relieve this pressure drop while also maintaining the ability to buffer transient wind-induced
pressure changes, a larger diameter tube is required. For wind speeds of 4 m s, Hutchinson and Mosier
(1981) calculated that a tube diameter of 3.6 mm and length of 5.8 cm would be needed for a 1.4-L
volume chamber. The calculated pressure drop with this sized tube for our flow rate is well below 1 Pa.
With the use of vent tubing, however, also comes the risk of pressure changes induced by the Venturi
effect at certain wind directions. Xu et al. (2006) eliminated this problem at wind speeds of less than 7 m
s by a unique split “flying-saucer” vent design oriented normal to the ground and open on all sides, and
this design was used to vent the LI-8100 unit. We will explore similar options in modifications to our
chamber vent design in the coming year.
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6.0 Future Directions

Our interpretation of the results obtained during the second CO, test injection in 2008 leads to the
following work priorities in FY2009 contingent on funding availability:

o Chamber Modifications — The negative pressure inside the chambers resulting from the constricted
ambient-air intake tube will need to be reduced to about 0.5 Pa while retaining the ability to minimize
Venturi effects from winds. We will explore the use of the vents that behave similarly to those
described by Xu et al. (2006) on our chambers, as well as larger-diameter, longer vent tubes based on
the calculations in Hutchinson and Mosier (1981). We will use a “flux bucket” fabricated in 2008,
based on one described by Evans et al. (2001) to calibrate our flux measurements with those of other
flux-monitoring instruments and to explore the impacts of wind and collar depth on our data.

¢ Dilution Range — Assuming that our 2008 flux data are about five times higher than actual (due to the
negative pressure inside our chambers), and that the data collected by the LI-8100 system are
accurate, we still would need to substantially increase our dilution range to measure fluxes directly
over the injection pipe. For example, a maximum flux of about 2500 pmol m™ s™ was measured by
the LI-8100 system, which would correspond to a steady-state concentration of more than 800,000
ppmv using our chambers and flow parameters. To expand the current dilution range accurately
would require a two-stage dilution system, with each stage capable of one-, five-, and twenty-fold
dilution, to yield a maximum dilution of 400-fold and allow us to measure the entire CO,
concentration range (0—100%). We will add valving and mass-flow controllers to our system so that
the full range becomes accessible to our measurements.

o Data Reduction and Visualization — The massive amounts of data generated require development of
software to process and visualize the data in a more efficient, timely, and spatially organized manner.
Further, it will be highly useful to be able to access these data in real time and multiple locations
using an Internet-based interface. We will develop the software and interface for use with our system
in this summer’s experiments.

o Soil Moisture Experiments — Due to the very dry soil conditions that occurred during the second test
injection, we were not able to test the soil moisture—relative humidity hypothesis in 2008. We
anticipate having a fully functional system in time for an injection scheduled during the wetter portion
of the summer. In addition, if the weather does not cooperate, we will design an experiment using
some form of irrigation to simulate changes in air-filled porosity.

¢ Independent and Buried-Chamber Systems — Although these have lower priority than the previous
items, we think it will be important to develop some measurement capabilities that do not require
tethering to a central dilution/processing analyzer. Small diffusion-based probes capable of
measuring to 200,000 ppmv CO, above ground or in the subsurface (noncondensing) are
commercially available (e.g., Tang et al. 2003), and we think these could be adapted to transmit
output data by radio to a central datalogging system, and from there to the Internet site by cellular
modem. Some depth-dependent information would be helpful in delineating the path followed by the
CO; plume.
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Appendix A

System Control Code

;transfer the licor voltage

;{CR23X} function output to another variable
*Table 1 Program
01: .25 Execution Interval = Z=X (P31)
(seconds) 1: 5 X Loc [ co2_in 1
2: 47 Z Loc [ CVtest 1

;Set up time system and cycle times
8: Volt (Diff) (P2)

1: Time (P18) 1: 1 Reps
1: 1 Minutes into current 2: 15 5000 mV, Fast Range
day (maximum 1440) 3: 12 DIFF Channel
2: 1440 Mod/By 4: 48 Loc [ FlowDil 1
3: 1 Loc [ time_min ] 5: 0.3994 Mult
6: -0.0069 Offset
2: Z=X MOD F (P46)
1: 1 X Loc [ time_min ] 9: Volt (DifF) (P2)
2: 162 F -1 Reps
3: 2 Z Loc [ time_cycl ] 15 5000 mV, Fast Range
3: 7 DIFF Channel
3: Time (P18) 4: 49 Loc [ FlowOut ]
1: 0 Seconds into current : 0.4004 Mult
minute (maximum 60) 6: 0.0121  Offset
2: 60 Mod/By ;End Read in
3: 1 Loc [ time_min ]
10: Volt (DifF) (P2)
4:  Z=X*F (P37) 1: 1 Reps
1: 1 X Loc [ time_min ] 2: 15 5000 mV, Fast Range
2: 0.01667 F 3: 1 DIFF Channel
3: 4 Z Loc [ time_add ] 4: 50 Loc [ flowsamp 1]
5: -.01 Mult
5: Z=X+Y (P33) 6: 0.0 Offset
1: 2 X Loc [ time_cycl ]
2: 4 Y Loc [ time_add ]
3: 2 Z Loc [ time_cycl ]
;end time set up ;Set up Chamber values
11: If (X<=>F) (P89)
1: 2 X Loc [ time_cycl ]
;take readings 2: 3 >=
3: 0 F
4: 30 Then Do
6: Volt (DifF) (P2)
-4 Reps 12: 1T (X<=>F) (P89)
15 5000 mV, Fast Range 1= 2 X Loc [ time_cycl ]
3: 8 DIFF Channel 2: 4 <
4: 5 Loc [ co2_in 1 3: 6 F
-1 Mult 4: 30 Then Do
-0 Offset
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14:

N

APWNEDN

AP WONEFO

AP WONPFN

AP WONRFRP

13:  Z=F (P30)
1: 1 F

2: 00 Exponent of 10
3: 59 Z Loc [ Chamber
End (P95)

End (P95)

If (X<=>F) (P89)

2 X Loc [ time_cycl ]
3 >=
6 F
30 Then Do
IT (X<=>F) (P89)
2 X Loc [ time_cycl ]
o 4 <
12 F
30 Then Do

18: Z=F (P30)
1: 2 F
2: 00
3: 59

Exponent of 10
Z Loc [ Chamber

End (P95)
End (P95)

IT (X<=>F) (P89)
2 X Loc [ time_cycl ]
3 >=
12 F
30 Then Do

If (X<=>F) (P89)
2 X Loc [ time_cycl ]

: 4 <

18 F
30 Then Do

23: Z=F (P30)
1: 3 F

2: 00 Exponent of 10

24:

w

AP WONEDN

AP WONEFLO

AP WONPFN

AP WONPRFPFP

3: 59 Z Loc [ Chamber
End (P95)
End (P95)
If (X<=>F) (P89)
2 X Loc [ time_cycl ]
3 >=
18 F
30 Then Do
If (X<=>F) (P89)
2 X Loc [ time_cycl ]
-4 <
24 F
30 Then Do

28: Zz=F (P30)
1: 4 F

2: 00 Exponent of 10
3: 59 Z Loc [ Chamber
End (P95)
End (P95)
If (X<=>F) (P89)
2 X Loc [ time_cycl ]
3 >=
24 F
30 Then Do

If (X<=>F) (P89)

X Loc [ time_cycl ]
<

F

Then Do

WwWhrN

33: Zz=F (P30)

1 5 F

Exponent of 10
Z Loc [ Chamber



34:

39:

N

NwNPR P

i

AP WONEDN

44:

45:

AP WONEFO

AP WONPFPN

End (P95)
End (P95)
If (X<=>F) (P89)
2 X Loc [ time_cycl ]
3 >=
30 F
30 Then Do
IT (X<=>F) (P89)
2 X Loc [ time_cycl ]
o4 <
36 F
30 Then Do

38: Zz=F (P30)
1: 6 F

2: 00 Exponent of 10
3: 59 Z Loc [ Chamber
End (P95)

End (P95)

If (X<=>F) (P89)

2 X Loc [ time_cycl ]
3 >=
36 F
30 Then Do
If (X<=>F) (P89)
2 X Loc [ time_cycl ]
-4 <
42 F
30 Then Do

43: Zz=F (P30)

1: 7 F

2: 00 Exponent of 10
3: 59 Z Loc [ Chamber
End (P95)

End (P95)

A3

N

AP WONEFO

N

NwNRN

49:

[

AP WONPRELP

a1

AP WONEDN

54:

WNPFPO

If (X<=>F) (P89)

2 X Loc [ time_cycl ]
3 >=
: 42 F
30 Then Do
IT (X<=>F) (P89)
2 X Loc [ time_cycl ]
: 4 <
: 48 F
30 Then Do

48: Z=F (P30)
1: 8 F

2: 00 Exponent of 10
3: 59 Z Loc [ Chamber
End (P95)

End (P95)

If (X<=>F) (P89)

2 X Loc [ time_cycl ]
3 >=
- 48 F
30 Then Do
If (X<=>F) (P89)
2 X Loc [ time_cycl ]
t 4 <
54 F
30 Then Do

53: Zz=F (P30)

1: 9 F
2: 00 Exponent of 10
3: 59 Z Loc [ Chamber
End (P95)
End (P95)
If (X<=>F) (P89)
2 X Loc [ time_cycl ]
3 >=
54 F



N

59:

()}

AP WONPRELPF

(9}

P WONEDN

64:

AP WONEPN

AP WONEFEO

N RN

2
- 4 <

: 30 Then Do
If (X<=>F) (P89)
2 X Loc [ time_cycl ]
-4 <
60 F
30 Then Do
58: Zz=F (P30)
1: 10 F
2: 00 Exponent of 10
3: 59 Z Loc [ Chamber
End (P95)
End (P95)
If (X<=>F) (P89)
2 X Loc [ time_cycl ]
3 >=
60 F
30 Then Do
If (X<=>F) (P89)
2 X Loc [ time_cycl ]
- 4 <
66 F
30 Then Do
63: ZzZ=F (P30)
1: 11 F
2: 00 Exponent of 10
3: 59 Z Loc [ Chamber
End (P95)
End (P95)
If (X<=>F) (P89)
2 X Loc [ time_cycl ]
3 >=
66 F
30 Then Do

If (X<=>F) (P89)
X Loc [ time_cycl ]

A4

69:

74:

\‘

AP WONEFEO

\I

AP WONPFN

NwNPRP

AP WONEDN

- 72 F
- 30 Then Do

68: Z=F (P30)

1: 12 F

2: 00 Exponent of 10
3: 59 Z Loc [ Chamber

End (P95)
End (P95)

If (X<=>F) (P89)
2 X Loc [ time_cycl ]
3 >=
72 F
30 Then Do

If (X<=>F) (P89)
2 X Loc [ time_cycl ]

-4 <

78 F
30 Then Do

73: Z=F (P30)

1: 13 F

2: 00 Exponent of 10
3: 59 Z Loc [ Chamber

End (P95)

End (P95)

If (X<=>F) (P89)

2 X Loc [ time_cycl ]
3 >=
78 F
30 Then Do
If (X<=>F) (P89)
2 X Loc [ time_cycl ]
t 4 <
84 F
30 Then Do



79:

84:

e}

APWNEFPO®

(o0}

AP WONELN

AP WONERPFP

AP WONEDN

78: Z=F (P30)

1: 14 F

2: 00 Exponent of 10
3: 59 Z Loc [ Chamber
End (P95)

End (P95)

If (X<=>F) (P89)

2
3
84
30

X Loc [ time_cycl ]
>=

F

Then Do

If (X<=>F) (P89)

2

t 4

90
30

8

3:
1:
2:
3:

X Loc [ time_cycl ]
<

F

Then Do

Z=F (P30)

15
00
59

F
Exponent of 10
Z Loc [ Chamber

End (P95)

End (P95)

If (X<=>F) (P89)

2
3
90
30

X Loc [ time_cycl ]
>=

F

Then Do

If (X<=>F) (P89)

2

t 4

96
30

88:
1:

X Loc [ time_cycl ]
<

F

Then Do

Z=F (P30)

16

F

2: 00 Exponent of 10
3: 59 Z Loc [ Chamber

89: End (P95)
90: End (P95)

If (X<=>F) (P89)
2 X Loc [ time_cycl ]
3 >=
96 F
30 Then Do

AP WONPRFP

If (X<=>F) (P89)
2 X Loc [ time_cycl ]
- 4 <
102 F
30 Then Do

A WONEDN

93: Z=F (P30)

1: 17 F

2: 00 Exponent of 10
3:

59 Z Loc [ Chamber

©
N

End (P95)

O
&

End (P95)

O

AP WONPFRO

If (X<=>F) (P89)
2 X Loc [ time_cycl ]
3 >=
102 F
30 Then Do

©

AWN RN

If (X<=>F) (P89)
2 X Loc [ time_cycl ]

: 4 <

108 F

30 Then Do

98: Z=F (P30)

1: 18 F

2: 00 Exponent of 10
3: 59 Z Loc [ Chamber
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99: End (P95) 111: If (X<=>F) (P89)
1: 2 X Loc [ time_cycl ]
100: End (P95) 2: 3 >=
3: 120 F
101: IFf (X<=>F) (P89) 4: 30 Then Do
1: 2 X Loc [ time_cycl ]
2: 3 >= 112: If (X<=>F) (P89)
3: 108 F 1: 2 X Loc [ time_cycl ]
4: 30 Then Do 2: 4 <
3: 126 F
102: IFf (X<=>F) (P89) 4: 30 Then Do
1: 2 X Loc [ time_cycl ]
2: 4 <
3: 114 F
4: 30 Then Do 113: Z=F (P30)
1: 21 F
2: 00 Exponent of 10
3: 59 Z Loc [ Chamber
103: z=F (P30) 1
1: 19 F
2: 00 Exponent of 10
3: 59 Z Loc [ Chamber
1 114: End (P95)

115: End (P95)

104: End (P95)

116: 1If (X<=>F) (P89)
105: End (P95) 1: 2 X Loc [ time_cycl ]
2: 3 >=
3: 126 F
106: 1If (X<=>F) (P89) 4: 30 Then Do
1: 2 X Loc [ time_cycl ]
2: 3 >= 117: 1If (X<=>F) (P89)
3: 114 F 1: 2 X Loc [ time_cycl ]
4: 30 Then Do 2: 4 <
3: 132 F
107: 1If (X<=>F) (P89) 4: 30 Then Do
1: 2 X Loc [ time_cycl ]
2: 4 <
3: 120 F
4: 30 Then Do 118: Z=F (P30)
1: 22 F
2: 00 Exponent of 10
3: 59 Z Loc [ Chamber
108: ZzZ=F (P30) 1
1: 20 F
2: 00 Exponent of 10
3: 59 Z Loc [ Chamber
1 119: End (P95)
120: End (P95)
109: End (P95) 121: If (X<=>F) (P89)

X Loc [ time_cycl ]

2
110: End (P95) -3 >=
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W

AP WONEDN

132:

1:

: 132 F

- 30 Then Do
If (X<=>F) (P89)
2 X Loc [ time_cycl ]
: 4 <
138 F
30 Then Do
123: Z=F (P30)
1: 23 F
2: 00 Exponent of 10
3: 59 Z Loc [ Chamber
End (P95)
End (P95)
If (X<=>F) (P89)
2 X Loc [ time_cycl ]
3 >=
138 F
30 Then Do
If (X<=>F) (P89)
2 X Loc [ time_cycl ]
: 4 <
144 F
30 Then Do
128: Z=F (P30)
1: 24 F
2: 00 Exponent of 10
3: 59 Z Loc [ Chamber
End (P95)
End (P95)
If (X<=>F) (P89)
2 X Loc [ time_cycl ]
3 >=
144 F
30 Then Do

If (X<=>F) (P89)
2 X Loc [ time_cycl ]

AT

2: 4 <
3: 150 F
4: 30 Then Do
133: Z=F (P30)
1: 25 F
2: 00 Exponent of 10
3: 59 Z Loc [ Chamber
1
134: End (P95)
135: End (P95)
136: 1T (X<=>F) (P89)
1: 2 X Loc [ time_cycl ]
2: 3 >=
3: 150 F
4: 30 Then Do
137: 1If (X<=>F) (P89)
1: 2 X Loc [ time_cycl ]
2: 4 <
3: 156 F
4: 30 Then Do
138: Z=F (P30)
1: 26 F
2: 00 Exponent of 10
3: 59 Z Loc [ Chamber
1
139: End (P95)
140: End (P95)
141: 1f (X<=>F) (P89)
1: 2 X Loc [ time_cycl ]
2: 3 >=
3: 156 F
4: 30 Then Do
142: If (X<=>F) (P89)
1: 2 X Loc [ time_cycl ]
2: 4 <
3: 162 F
4: 30 Then Do



2: 3 >=

143: z=F (P30) 3: .1 F
1: 27 F 4: 30 Then Do
2: 00 Exponent of 10
3: 59 Z Loc [ Chamber ; de-energize valvel
1 154: Do (P86)
1: 004 Call Subroutine 4
144: End (P95) 155: Z=F x 10~™n (P30)
1: O F
145: End (P95) 2: 0 n, Exponent of 10
3: 10 Z Loc [ SDM1P_1 ]

156: End (P95)
157: End (P95)

158: If (X<=>F) (P89)
1: 2 X Loc [ time_cycl ]
2: 4 <
;Open valve 1 operation 3: 5.9 F
146: 1f (X<=>F) (P89) 4: 30 Then Do
1: 2 X Loc [ time_cycl ]
2: 3 >= 159: If (X<=>F) (P89)
3: .05 F 1: 2 X Loc [ time_cycl ]
4: 30 Then Do 2: 3 >=
3: 5.95 F
147: 1If (X<=>F) (P89) 4: 30 Then Do
1: 2 X Loc [ time_cycl ]
2: 4 < ;close valvel
3: .1 F
4: 30 Then Do 160: Do (P86)
1: 003 Call Subroutine 3
148: Do (P86)
1: 002 Call Subroutine 2
161: Z=F x 10™n (P30)
1: 1 F
149: Z=F x 10™n (P30) 2: 0 n, Exponent of 10
1: 1 F 3: 10 Z Loc [ SDM1P_1 ]
2: 0 n, Exponent of 10
3: 10 Z Loc [ SDM1P_1 ]

162: End (P95)
163: End (P95)
150: End (P95)
151: End (P95)

164: 1f (X<=>F) (P89)
152: If (X<=>F) (P89) 1: 2 X Loc [ time_cycl ]
1: 2 X Loc [ time_cycl ] 2: 4 <
2: 4 < 3: 6 F
3: .2 F 4: 30 Then Do
4: 30 Then Do
165: 1If (X<=>F) (P89)
153: If (X<=>F) (P89) 1: 2 X Loc [ time_cycl ]
1: 2 X Loc [ time_cycl ] 2: 3 >=
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3: 5.95 F
4: 30 Then Do

;de-energize valvel

166: Do (P86)

1: 004 Call Subroutine 4
167: Z=F x 10™n (P30)
1: O F
2: 0 n, Exponent of 10
3: 10 Z Loc [ SDM1P_1 ]
168: End (P95)
169: End (P95)

;Open valve 1 operation

170: If (X<=>F) (P89)

1: 2 X Loc [ time_cycl ]
2: 3 >=

3: .07 F

4: 30 Then Do
171: 1If (X<=>F) (P89)

1: 2 X Loc [ time_cycl ]
2: 4 <

3: .1 F

4: 30 Then Do

172: Do (P86)
1: 002 Call Subroutine 2

173: Z=F x 10™n (P30)

1: 1 F

2: 0 n, Exponent of 10
3: 10 Z Loc [ SDM1IP_1 ]
174: End (P95)

175: End (P95)

176: If (X<=>F) (P89)

1: 2 X Loc [ time_cycl ]
2: 4 <

3: .2 F

4: 30 Then Do

177: 1f (X<=>F) (P89)

1: 2 X Loc [ time_cycl ]
2: 3 >=

3: .1 F

4: 30 Then Do

A9

; de-energize valvel

178: Do (P86)
1: 004 Call Subroutine 4
179: Z=F x 10”™n (P30)
1: 0 F
2: 0 n, Exponent of 10
3: 10 Z Loc [ SDM1P_1 ]
180: End (P95)
181: End (P95)
182: If (X<=>F) (P89)
1: 2 X Loc [ time_cycl ]
2: 4 <
3: 5.9 F
4: 30 Then Do
183: If (X<=>F) (P89)
1: 2 X Loc [ time_cycl ]
2: 3 >=
3: 5.95 F
4: 30 Then Do

;close valvel

184: Do (P86)
1: 003 Call Subroutine 3
185: Z=F x 10™n (P30)
1: 1 F
2: 0 n, Exponent of 10
3: 10 Z Loc [ SDM1P_1 ]
186: End (P95)
187: End (P95)
188: If (X<=>F) (P89)
1: 2 X Loc [ time_cycl ]
2: 4 <
3: 6 F
4: 30 Then Do
189: If (X<=>F) (P89)
1: 2 X Loc [ time_cycl ]
2: 3 >=
3: 5.95 F
4: 30 Then Do



;de-energize valvel 202: Do (P86)

1: 004 Call Subroutine 4
190: Do (P86)
1: 004 Call Subroutine 4
203: Z=F x 10™n (P30)
1: O F

191: Z=F x 10™n (P30) 2: 0 n, Exponent of 10
1: 0 F 3: 11 Z Loc [ SDM1P_2 ]
2: 0 n, Exponent of 10
3: 10 Z Loc [ SDM1IP_1 ]

204: End (P95)
205: End (P95)
192: End (P95)

193: End (P95) 206: 1T (X<=>F) (P89)
1: 2 X Loc [ time_cycl ]
2: 4 <
;Open valve 2 operation 3: 11.9 F
194: 1If (X<=>F) (P89) 4: 30 Then Do
1: 2 X Loc [ time_cycl ]
2: 3 >= 207: 1f (X<=>F) (P89)
3: 6.07 F 1: 2 X Loc [ time_cycl ]
4: 30 Then Do 2: 3 >=
3: 11.95 F
195: If (X<=>F) (P89) 4: 30 Then Do
1: 2 X Loc [ time_cycl ]
2: 4 < ;close valve2
3: 6.1 F
4: 30 Then Do 208: Do (P86)
1: 003 Call Subroutine 3
196: Do (P86)
1: 002 Call Subroutine 2
209: Z=F x 10~™n (P30)
1: 1 F
197: Z=F x 10™n (P30) 2: 0 n, Exponent of 10
1: 1 F 3: 11 Z Loc [ SDM1P_ 2 ]
2: 0 n, Exponent of 10
3: 11 Z Loc [ SDM1P_2 ]

210: End (P95)
211: End (P95)
198: End (P95)
199: End (P95)
212: 1f (X<=>F) (P89)

200: I (X<=>F) (P89) 1: 2 X Loc [ time_cycl ]
1: 2 X Loc [ time_cycl ] 2: 4 <

2: 4 < 3: 12 F

3: 6.2 F 4: 30 Then Do

4: 30 Then Do

213: 1T (X<=>F) (P89)

201: IFf (X<=>F) (P89) 1: 2 X Loc [ time_cycl ]
1: 2 X Loc [ time_cycl ] 2: 3 >=

2: 3 >= 3: 11.95 F

3: 6.1 F 4: 30 Then Do

4: 30 Then Do

;de-energize valve2
; de-energize valve2
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214: Do (P86) ; de-energize valve3

1: 004 Call Subroutine 4 226: Do (P86)
1: 004 Call Subroutine 4
215: Z=F x 10”™n (P30)
1: O F 227: Z=F x 10™n (P30)
2: 0 n, Exponent of 10 1: O F
3: 11 Z Loc [ SDM1P_2 ] 2: 0 n, Exponent of 10
3: 12 Z Loc [ SDM1P_3 ]

216: End (P95)
217: End (P95) 228: End (P95)
229: End (P95)
;End Valve 2 operation
230: 1If (X<=>F) (P89)

1: 2 X Loc [ time_cycl ]
2: 4 <
;Open valve 3 operation 3: 17.9 F
218: 1T (X<=>F) (P89) 4: 30 Then Do
1: 2 X Loc [ time_cycl ]
2: 3 >= 231: I (X<=>F) (P89)
3: 12.07 F 1: 2 X Loc [ time_cycl ]
4: 30 Then Do 2: 3 >=
3: 17.95 F
219: I (X<=>F) (P89) 4: 30 Then Do
1: 2 X Loc [ time_cycl ]
2: 4 < ;close valve3
3: 12.1 F
4: 30 Then Do 232: Do (P86)
1: 003 Call Subroutine 3
220: Do (P86)
1: 002 Call Subroutine 2
233: Z=F x 10™n (P30)
1: 1 F
221: Z=F x 10™n (P30) 2: 0 n, Exponent of 10
1: 1 F 3: 12 Z Loc [ SDM1P_3 ]
2: 0 n, Exponent of 10
3: 12 Z Loc [ SDM1P_3 ]

234: End (P95)
235: End (P95)
222: End (P95)
223: End (P95)
236: 1T (X<=>F) (P89)

224: 1T (X<=>F) (P89) 1: 2 X Loc [ time_cycl ]
1: 2 X Loc [ time_cycl ] 2: 4 <

2: 4 < 3: 18 F

3: 12.2 F 4: 30 Then Do

4: 30 Then Do

237: 1T (X<=>F) (P89)

225: 1T (X<=>F) (P89) 1: 2 X Loc [ time_cycl ]
1: 2 X Loc [ time_cycl ] 2: 3 >=

2: 3 >= 3: 17.95 F

3: 12.1 F 4: 30 Then Do

4: 30 Then Do

;de-energize valve3



3: 18.1 F
238: Do (P86) 4: 30 Then Do
1: 004 Call Subroutine 4
; de-energize valved
250: Do (P86)

239: Z=F x 10™n (P30) 1: 004 Call Subroutine 4
1: 0 F
2: 0 n, Exponent of 10
3: 12 Z Loc [ SDM1P_3 ] 251: Z=F x 10~™n (P30)
1: 0 F
2: 0 n, Exponent of 10
3: 13 Z Loc [ SDM1P_4 ]
240: End (P95)
241: End (P95)
;End Valve 3 operation 252: End (P95)

253: End (P95)

254: I (X<=>F) (P89)

1: 2 X Loc [ time_cycl ]
2: 4 <
;Open valve 4 operation 3: 23.9 F
242: 1T (X<=>F) (P89) 4: 30 Then Do
1: 2 X Loc [ time_cycl ]
2: 3 >= 255: 1T (X<=>F) (P89)
3: 18.07 F 1: 2 X Loc [ time_cycl ]
4: 30 Then Do 2: 3 >=
3: 23.95 F
243: 1T (X<=>F) (P89) 4: 30 Then Do
1: 2 X Loc [ time_cycl ]
2: 4 < ;close valved
3: 18.1 F
4: 30 Then Do 256: Do (P86)
1: 003 Call Subroutine 3
244: Do (P86)
1: 002 Call Subroutine 2
257: Z=F x 10™n (P30)
1: 1 F
245: Z=F x 10™n (P30) 2: 0 n, Exponent of 10
1: 1 F 3: 13 Z Loc [ SDM1P_4 ]
2: 0 n, Exponent of 10
3: 13 Z Loc [ SDM1P_4 ]

258: End (P95)
259: End (P95)
246: End (P95)
247: End (P95)
260: 1T (X<=>F) (P89)

248: 1T (X<=>F) (P89) 1: 2 X Loc [ time_cycl ]
1: 2 X Loc [ time_cycl ] 2: 4 <

2: 4 < 3: 24 F

3: 18.2 F 4: 30 Then Do

4: 30 Then Do

261: 1 (X<=>F) (P89)

249: 1T (X<=>F) (P89) 1: 2 X Loc [ time_cycl ]
1: 2 X Loc [ time_cycl ] 2: 3 >=

2: 3 >= 3: 23.95 F
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4: 30 Then Do

;de-energize valved

262: Do (P86)
1: 004 Call Subroutine 4

263: Z=F x 10~™n (P30)

1: 0 F

2: 0 n, Exponent of 10

3: 13 Z Loc [ SDM1P_4 ]
264: End (P95)
265: End (P95)

;End Valve 4 operation

;Open valve 5 operation

266: 1T (X<=>F) (P89)

1: 2 X Loc [ time_cycl ]
2: 3 >=

3: 24.07 F

4: 30 Then Do
267: 1T (X<=>F) (P89)

1: 2 X Loc [ time_cycl ]
2: 4 <

3: 24.1 F

4: 30 Then Do

268: Do (P86)
1: 002 Call Subroutine 2

269: Z=F x 10™n (P30)

1: 1 F

2: 0 n, Exponent of 10
3: 14 Z Loc [ SDM1IP_ 5 ]
270: End (P95)
271: End (P95)
272: 1f (X<=>F) (P89)

1: 2 X Loc [ time_cycl ]
2: 4 <

3: 24.2 F
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4: 30 Then Do

If (X<=>F) (P89)

1: 2 X Loc [ time_cycl ]
2: 3 >=

3: 24.1 F

4: 30 Then Do

; de-energize valve5

274: Do (P86)
1: 004 Call Subroutine 4

275: Z=F x 10~™n (P30)

1: 0 F

2: 0 n, Exponent of 10
3: 14 Z Loc [ SDM1IP_ 5 ]
276: End (P95)
277: End (P95)
278: 1T (X<=>F) (P89)

1: 2 X Loc [ time_cycl ]
2: 4 <

3: 29.9 F

4: 30 Then Do
279: 1T (X<=>F) (P89)

1: 2 X Loc [ time_cycl ]
2: 3 >=

3: 29.95 F

4: 30 Then Do

;close valveb

280: Do (P86)
1: 003 Call Subroutine 3

281: Z=F x 10™n (P30)

1: 1 F

2: 0 n, Exponent of 10
3: 14 Z Loc [ SDM1IP_5 ]
282: End (P95)
283: End (P95)
284: 1T (X<=>F) (P89)

1: 2 X Loc [ time_cycl ]
2 4 <

3: 30 F

4: 30 Then Do



295: End (P95)
285: I (X<=>F) (P89)

1: 2 X Loc [ time_cycl ] 296: 1T (X<=>F) (P89)
2 3 >= 1: 2 X Loc [ time_cycl ]
32 29.95 F 2: 4 <
4: 30 Then Do 3: 30.2 F
4: 30 Then Do

;de-energize valveb
297: 1T (X<=>F) (P89)

286: Do (P86) 1: 2 X Loc [ time_cycl ]
1: 004 Call Subroutine 4 2: 3 >=
3: 30.1 F
4: 30 Then Do
287: Z=F x 10™n (P30)
1: 0 F ; de-energize valve6
2: 0 n, Exponent of 10 298: Do (P86)
3: 14 Z Loc [ SDM1P. 5 ] 1: 004 Call Subroutine 4
299: Z=F x 10™n (P30)
288: End (P95) 1: O F
289: End (P95) 2: 0 n, Exponent of 10
3: 15 Z Loc [ SDM1P_6 ]

;End Valve 5 operation

300: End (P95)
301: End (P95)

302: If (X<=>F) (P89)

1: 2 X Loc [ time_cycl ]
2: 4 <
;Open valve 6 operation 3: 35.9 F
290: 1If (X<=>F) (P89) 4: 30 Then Do
1: 2 X Loc [ time_cycl ]
2: 3 >= 303: 1T (X<=>F) (P89)
3: 30.07 F 1: 2 X Loc [ time_cycl ]
4: 30 Then Do 2: 3 >=
3: 35.95 F
291: 1 (X<=>F) (P89) 4: 30 Then Do
1: 2 X Loc [ time_cycl ]
2: 4 < ;close valve6
3: 30.1 F
4: 30 Then Do 304: Do (P86)
1: 003 Call Subroutine 3
292: Do (P86)
1: 002 Call Subroutine 2
305: Z=F x 10~™n (P30)
1: 1 F
293: Z=F x 10™n (P30) 2: 0 n, Exponent of 10
1: 1 F 3: 15 Z Loc [ SDM1P_ 6 ]
2: 0 n, Exponent of 10
3: 15 Z Loc [ SDM1P_6 ]

306: End (P95)
307: End (P95)
294: End (P95)
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2: 0 n, Exponent of 10

308: I (X<=>F) (P89) 3: 16 Z Loc [ SDM1P_7 ]
1: 2 X Loc [ time_cycl ]

2: 4 <

3: 36 F

4: 30 Then Do 318: End (P95)

319: End (P95)
309: If (X<=>F) (P89)

1: 2 X Loc [ time_cycl ] 320: 1T (X<=>F) (P89)
2: 3 >= 1: 2 X Loc [ time_cycl ]
3: 35.95 F 2: 4 <
4: 30 Then Do 3: 36.2 F
4: 30 Then Do

;de-energize valve6
321: 1T (X<=>F) (P89)

310: Do (P86) 1: 2 X Loc [ time_cycl ]
1: 004 Call Subroutine 4 2: 3 >=
3: 36.1 F
4: 30 Then Do
311: Z=F x 10”™n (P30)
1: 0 F ; de-energize valve7
2: 0 n, Exponent of 10 322: Do (P86)
3: 15 Z Loc [ SDM1P_6 1] 1: 004 Call Subroutine 4
323: Z=F x 10™n (P30)
312: End (P95) 1: 0O F
313: End (P95) 2: 0 n, Exponent of 10
3: 16 Z Loc [ SDM1P_7 1]

;End Valve 6 operation

324: End (P95)
325: End (P95)

326: If (X<=>F) (P89)

1: 2 X Loc [ time_cycl ]
2: 4 <
;Open valve 7 operation 3: 41.9 F
314: 1 (X<=>F) (P89) 4: 30 Then Do
1: 2 X Loc [ time_cycl ]
2: 3 >= 327: 1T (X<=>F) (P89)
3: 36.07 F 1: 2 X Loc [ time_cycl ]
4: 30 Then Do 2: 3 >=
3: 41.95 F
315: IFf (X<=>F) (P89) 4: 30 Then Do
1: 2 X Loc [ time_cycl ]
2: 4 < ;close valve7
3: 36.1 F
4: 30 Then Do 328: Do (P86)
1: 003 Call Subroutine 3
316: Do (P86)
1: 002 Call Subroutine 2
329: Z=F x 10”™n (P30)
1: 1 F
317: Z=F x 10™n (P30) 2: 0 n, Exponent of 10
1: 1 F 3: 16 Z Loc [ SDM1P_7 ]
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330: End (P95)
331: End (P95)
332: 1If (X<=>F) (P89)

1: 2 X Loc [ time_cycl ]
2: 4 <

3z 42 F

4: 30 Then Do
333: If (X<=>F) (P89)

1: 2 X Loc [ time_cycl ]
2: 3 >=

3: 41.95 F

4: 30 Then Do

;de-energize valve7

334: Do (P86)
1: 004 Call Subroutine 4

335: Z=F x 10™n (P30)

1: 0 F

2: 0 n, Exponent of 10

3: 16 Z Loc [ SDM1P_7 ]
336: End (P95)
337: End (P95)

;End Valve 7 operation

;Open valve 8 operation

338: I (X<=>F) (P89)

1: 2 X Loc [ time_cycl ]
2: 3 >=

3: 42.07 F

4: 30 Then Do

339: 1If (X<=>F) (P89)

1: 2 X Loc [ time_cycl ]
2 4 <

3: 42.1 F

4: 30 Then Do
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340: Do (P86)
1: 002 Call Subroutine 2

341: Z=F x 10™n (P30)

1: 1 F

2: 0 n, Exponent of 10
3: 17 Z Loc [ SDM1P_8 ]
342: End (P95)
343: End (P95)
344: 1T (X<=>F) (P89)

1: 2 X Loc [ time_cycl ]
2: 4 <

3: 42.2 F

4: 30 Then Do
345: 1T (X<=>F) (P89)

1: 2 X Loc [ time_cycl ]
2: 3 >=

3: 42.1 F

4: 30 Then Do

; de-energize valve8

346: Do (P86)
1: 004 Call Subroutine 4

347: Z=F x 10™n (P30)

1: 0 F

2: 0 n, Exponent of 10
3: 17 Z Loc [ SDM1P_8 ]
348: End (P95)

349: End (P95)

350: If (X<=>F) (P89)

1: 2 X Loc [ time_cycl ]
2: 4 <

3: 47.9 F

4: 30 Then Do

351: If (X<=>F) (P89)

1: 2 X Loc [ time_cycl ]
2: 3 >=

3: 47.95 F

4: 30 Then Do

;close valve8

352: Do (P86)



1: 003 Call Subroutine 3

353: Z=F x 10™n (P30)

1: 1 F

2: 0 n, Exponent of 10
3: 17 Z Loc [ SDM1P_8 ]
354: End (P95)
355: End (P95)

356: 1If (X<=>F) (P89)

1: 2 X Loc [ time_cycl ]
2: 4 <

3: 48 F

4: 30 Then Do

357: 1T (X<=>F) (P89)

1: 2 X Loc [ time_cycl ]
2: 3 >=

3: 47.95 F

4: 30 Then Do

;de-energize valveS8

358: Do (P86)
1: 004 Call Subroutine 4

359: Z=F x 10™n (P30)

1: 0 F

2: 0 n, Exponent of 10

3: 17 Z Loc [ SDM1P_8 ]
360: End (P95)

361: End (P95)

;End Valve 8 operation

;Open valve 9 operation

362: I (X<=>F) (P89)

1: 2 X Loc [ time_cycl ]
2: 3 >=

3: 48.07 F

4: 30 Then Do

A.17

363: 1T (X<=>F) (P89)

1: 2 X Loc [ time_cycl ]
2: 4 <

3: 48.1 F

4: 30 Then Do

364: Do (P86)
1: 002 Call Subroutine 2

365: Z=F x 10™n (P30)

1: 1 F

2: 0 n, Exponent of 10
3: 18 Z Loc [ SDM1IP_ 9 ]
366: End (P95)
367: End (P95)
368: 1T (X<=>F) (P89)

1: 2 X Loc [ time_cycl ]
2: 4 <

3: 48.2 F

4: 30 Then Do
369: I (X<=>F) (P89)

1: 2 X Loc [ time_cycl ]
2: 3 >=

3: 48.1 F

4: 30 Then Do

; de-energize valve9

370: Do (P86)
1: 004 Call Subroutine 4

371: Z=F x 10™n (P30)

1: 0 F

2: 0 n, Exponent of 10
3: 18 Z Loc [ SDM1IP_9 ]
372: End (P95)

373: End (P95)

374: 1T (X<=>F) (P89)

1: 2 X Loc [ time_cycl ]
2: 4 <

3: 53.9 F

4: 30 Then Do

375: 1T (X<=>F) (P89)

1: 2 X Loc [ time_cycl ]
2: 3 >=

3: 53.95 F



4: 30 Then Do

;close valve9

376: Do (P86)
1: 003 Call Subroutine 3

377: Z=F x 10™n (P30)

1: 1 F

2: 0 n, Exponent of 10
3: 18 Z Loc [ SDM1IP_ 9 ]
378: End (P95)
379: End (P95)

380: If (X<=>F) (P89)

1: 2 X Loc [ time_cycl ]
2: 4 <

3: 54 F

4: 30 Then Do

381: I (X<=>F) (P89)

1: 2 X Loc [ time_cycl ]
2: 3 >=

3: 53.95 F

4: 30 Then Do

;de-energize valve9

382: Do (P86)
1: 004 Call Subroutine 4

383: Z=F x 10”™n (P30)
1: 0 F
2: 0 n, Exponent of 10
3: 18 Z Loc [ SDM1P_ 9 ]
384: End (P95)
385: End (P95)

;End Valve 9 operation

;Open valve 10 operation
386: 1T (X<=>F) (P89)
1: 2 X Loc [ time_cycl ]
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2: 3 >=

3: 54.07 F

4: 30 Then Do
387: 1T (X<=>F) (P89)

1: 2 X Loc [ time_cycl ]
2: 4 <

3: 54.1 F

4: 30 Then Do

388: Do (P86)
1: 002 Call Subroutine 2

389: Z=F x 10™n (P30)

1: 1 F

2: 0 n, Exponent of 10
3: 19 Z Loc [ SDM1P_10 1]
390: End (P95)
391: End (P95)
392: 1If (X<=>F) (P89)

1: 2 X Loc [ time_cycl ]
2: 4 <

3: 54.2 F

4: 30 Then Do

393 If (X<=>F) (P89)

1: 2 X Loc [ time_cycl ]
2: 3 >=

3: 54.1 F

4: 30 Then Do

; de-energize valvelO

394: Do (P86)
1: 004 Call Subroutine 4

395: Z=F x 10™n (P30)

1: 0 F

2: 0 n, Exponent of 10
3: 19 Z Loc [ SDM1P_10 1]
396: End (P95)

397: End (P95)

398: I (X<=>F) (P89)

1: 2 X Loc [ time_cycl ]
2: 4 <

3: 59.9 F

4: 30 Then Do



399: If (X<=>F) (P89)

1: 2 X Loc [ time_cycl ]
2: 3 >=

3: 59.95 F

4: 30 Then Do

;close valvelO

400: Do (P86)
1: 003 Call Subroutine 3

401: Z=F x 10~n (P30)

1: 1 F

2: 0 n, Exponent of 10
3: 19 Z Loc [ SDM1P_10 1]
402: End (P95)
403: End (P95)
404: 1If (X<=>F) (P89)

1: 2 X Loc [ time_cycl ]
2: 4 <

3: 60 F

4: 30 Then Do
405: If (X<=>F) (P89)

1: 2 X Loc [ time_cycl ]
2: 3 >=

3: 59.95 F

4: 30 Then Do

;de-energize valvelO

406: Do (P86)
1: 004 Call Subroutine 4

407: Z=F x 10™n (P30)

0 F

0 n, Exponent of 10
1

9 Z Loc [ SDM1P_10 ]

o

0
1
2
3

408:
409:

End (P95)
End (P95)

;End Valve 10 operation
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;Open valve 11 operation

410: 1If (X<=>F) (P89)

1: 2 X Loc [ time_cycl ]
2: 3 >=

3: 60.07 F

4: 30 Then Do
411: 1If (X<=>F) (P89)

1: 2 X Loc [ time_cycl ]
2: 4 <

3: 60.1 F

4: 30 Then Do

412: Do (P86)
1: 002 Call Subroutine 2

413: Z=F x 10”n (P30)

1: 1 F

2: 0 n, Exponent of 10
3: 20 Z Loc [ SDM1P_11 1]
414: End (P95)
415: End (P95)
416: 1f (X<=>F) (P89)

1: 2 X Loc [ time_cycl ]
2: 4 <

3: 60.2 F

4: 30 Then Do
417: 1f (X<=>F) (P89)

1: 2 X Loc [ time_cycl ]
2: 3 >=

3: 60.1 F

4: 30 Then Do

; de-energize valvell

418: Do (P86)
1: 004 Call Subroutine 4

419: Z=F x 10”n (P30)

1: 0 F

2: 0 n, Exponent of 10
3: 20 Z Loc [ SDM1P_11 ]
420: End (P95)

421: End (P95)

422: 1f (X<=>F) (P89)



1: 2 X Loc [ time_cycl ]
2: 4 <

3: 65.9 F

4: 30 Then Do
423: 1f (X<=>F) (P89)

1: 2 X Loc [ time_cycl ]
2: 3 >=

3: 65.95 F

4: 30 Then Do

;close valvell

424: Do (P86)
1: 003 Call Subroutine 3
425: Z=F x 10~n (P30)
1: 1 F
2: 0 n, Exponent of 10
3: 20 Z Loc [ SDM1P_11 1]
426: End (P95)
427: End (P95)
428: 1If (X<=>F) (P89)
1: 2 X Loc [ time_cycl ]
2: 4 <
3: 66 F
4: 30 Then Do
429: 1If (X<=>F) (P89)
1: 2 X Loc [ time_cycl ]
2: 3 >=
3: 65.95 F
4: 30 Then Do

;de-energize valvell

430: Do (P86)
1: 004 Call Subroutine 4

431: Z=F x 10™n (P30)

0 F

0 n, Exponent of 10
2

0 Z Loc [ SDM1P_11 ]

o |

3
1
2
3

432:
433:

End (P95)
End (P95)

;End Valve 11 operation
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;Open valve 12 operation

434: 1f (X<=>F) (P89)

1: 2 X Loc [ time_cycl ]
2: 3 >=

3: 66.07 F

4: 30 Then Do
435: 1f (X<=>F) (P89)

1: 2 X Loc [ time_cycl ]
2: 4 <

3: 66.1 F

4: 30 Then Do

436: Do (P86)
1: 002 Call Subroutine 2

437: Z=F x 10™n (P30)

1: 1 F

2: 0 n, Exponent of 10
3: 21 Z Loc [ SDM1P_12 1]
438: End (P95)
439: End (P95)
440: 1f (X<=>F) (P89)

1: 2 X Loc [ time_cycl ]
2: 4 <

3: 66.2 F

4: 30 Then Do
441: 1f (X<=>F) (P89)

1: 2 X Loc [ time_cycl ]
2: 3 >=

3: 66.1 F

4: 30 Then Do

; de-energize valvel2

442: Do (P86)
1: 004 Call Subroutine 4

443: Z=F x 10~n (P30)

1:- 0 F

2: 0 n, Exponent of 10
3: 21 Z Loc [ SDM1P_12 1]



444: End (P95) 456: End (P95)

445: End (P95) 457: End (P95)
446: 1T (X<=>F) (P89) ;End Valve 12 operation
1: 2 X Loc [ time_cycl ]
2: 4 <
3: 71.9 F
4: 30 Then Do
447: 1f (X<=>F) (P89)
1: 2 X Loc [ time_cycl ] ;Open valve 13 operation
2 3 >= 458: 1T (X<=>F) (P89)
3: 71.95 F 1: 2 X Loc [ time_cycl ]
4: 30 Then Do 2: 3 >=
3: 72.07 F
;close valvel2 4: 30 Then Do
448: Do (P86) 459: 1f (X<=>F) (P89)
1: 003 Call Subroutine 3 1: 2 X Loc [ time_cycl ]
2: 4 <
3: 72.1 F
449: Z=F x 10~n (P30) 4: 30 Then Do
1: 1 F
2: 0 n, Exponent of 10 460: Do (P86)
3: 21 Z Loc [ SDM1P_12 1] 1: 002 Call Subroutine 2
461: Z=F x 10™n (P30)
450: End (P95) 1: 1 F
451: End (P95) 2: 0 n, Exponent of 10
3: 22 Z Loc [ SDM1P_13 1]
452: 1If (X<=>F) (P89)
1: 2 X Loc [ time_cycl ]
2: 4 < 462: End (P95)
3: 72 F 463: End (P95)
4: 30 Then Do
464: 1f (X<=>F) (P89)
453: 1T (X<=>F) (P89) 1: 2 X Loc [ time_cycl ]
1: 2 X Loc [ time_cycl ] 2: 4 <
2 3 >= 3: 72.2 F
3: 71.95 F 4: 30 Then Do
4: 30 Then Do
465: 1f (X<=>F) (P89)
;de-energize valvel2 1: 2 X Loc [ time_cycl ]
2: 3 >=
454: Do (P86) 3: 72.1 F
1: 004 Call Subroutine 4 4: 30 Then Do
; de-energize valvel3
455: Z=F x 10~n (P30) 466: Do (P86)
1: O F 1: 004 Call Subroutine 4
2: 0 n, Exponent of 10
3: 21 Z Loc [ SDM1P_12 1]

467: Z=F x 10™n (P30)
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1: 0 F 1: 0 F
2: 0 n, Exponent of 10 2: 0 n, Exponent of 10
3: 22 Z Loc [ SDM1P_13 1] 3: 22 Z Loc [ SDM1P_13 1]
468: End (P95) 480: End (P95)
469: End (P95) 481: End (P95)
470: 1f (X<=>F) (P89) ;End Valve 13 operation
1: 2 X Loc [ time_cycl ]
2: 4 <
3: 77.9 F
4: 30 Then Do
471: 1f (X<=>F) (P89)
1: 2 X Loc [ time_cycl ]
2: 3 >=
3: 77.95 F
4: 30 Then Do
;Open valve 14 operation
;close valvel3 482: 1T (X<=>F) (P89)
1: 2 X Loc [ time_cycl ]
472: Do (P86) 2: 3 >=
1: 003 Call Subroutine 3 3: 78.07 F
4: 30 Then Do
473: Z=F x 10~n (P30) 483: 1If (X<=>F) (P89)
1: 1 F 1: 2 X Loc [ time_cycl ]
2: 0 n, Exponent of 10 2: 4 <
3: 22 Z Loc [ SDM1P_13 1] 3: 78.1 F
4: 30 Then Do

484: Do (P86)
474: End (P95) 1: 002 Call Subroutine 2
475: End (P95)

485: Z=F x 10~n (P30)
476: 1f (X<=>F) (P89) 1: 1 F
1: 2 X Loc [ time_cycl ] 2: 0 n, Exponent of 10
2: 4 < 3: 23 Z Loc [ SDM1P_14 1]
3: 78 F
4: 30 Then Do
477: 1f (X<=>F) (P89) 486: End (P95)
1: 2 X Loc [ time_cycl ] 487: End (P95)
2: 3 >=
3: 77.95 F 488: 1f (X<=>F) (P89)
4: 30 Then Do 1: 2 X Loc [ time_cycl ]
2: 4 <
;de-energize valvel3 3: 78.2 F
4: 30 Then Do
478: Do (P86)
1: 004 Call Subroutine 4 489: 1f (X<=>F) (P89)
1: 2 X Loc [ time_cycl ]
2: 3 >=
479: Z=F x 10~n (P30) 3: 78.1 F

A22



4: 30

Then Do

; de-energize valvelqd
490: Do (P86)

1: 004

Call Subroutine 4

F
n, Exponent of 10
Z Loc [ SDM1P_14 1]

1: Z=F x 10~n (P30)

492: End (P95)
493: End (P95)

494: 1T (X<=

1: 2

2: 4

3: 83.9
4: 30

>F) (P89)
X Loc [ time_cycl ]
<

F
Then Do

495: 1 (X<=>F) (P89)

1: 2
2: 3
3: 83.95
4: 30

X Loc [ time_cycl ]
>=

F

Then Do

;close valvel4d

496: Do (P86)

1: 003

4

o o~

9
1: 1
2: 0
3: 23

Call Subroutine 3

- Z=F x 10™n (P30)

F
n, Exponent of 10
Z Loc [ SDM1P_14 1]

498: End (P95)
499: End (P95)

500: If (X<=>F) (P89)

1: 2
2: 4
3: 84
4: 30

X Loc [ time_cycl ]
<

F

Then Do

501: If (X<=>F) (P89)

1: 2
2: 3
3: 83.95
4: 30

X Loc [ time_cycl ]
>=

F

Then Do
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;de-energize valveld

502: Do (P86)

1: 004 Call Subroutine 4
503: Z=F x 10”™n (P30)
1: 0 F
2: 0 n, Exponent of 10
3: 23 Z Loc [ SDM1P_14 1]

504: End (P95)
505: End (P95)

;End Valve 14 operation

;Open valve 15 operation
506: I (X<=>F) (P89)

1: 2 X Loc [ time_cycl ]
2: 3 >=

3: 84.07 F

4: 30 Then Do
507: 1f (X<=>F) (P89)

1: 2 X Loc [ time_cycl ]
2: 4 <

3: 84.1 F

4: 30 Then Do

508: Do (P86)
1: 002 Call Subroutine 2

509: Z=F x 10™n (P30)

1: 1 F

2: 0 n, Exponent of 10
3: 24 Z Loc [ SDM1P_15 1]

510: End (P95)
511: End (P95)

512: If (X<=>F) (P89)

1: 2 X Loc [ time_cycl ]
2: 4 <

3: 84.2 F

4: 30 Then Do
513: 1If (X<=>F) (P89)

1: 2 X Loc [ time_cycl ]
2: 3 >=



3: 84.1 F

4: 30 Then Do

; de-energize valvel5

514: Do (P86)
1: 004 Call Subroutine 4

515: Z=F x 10”™n (P30)

1: 0 F

2: 0 n, Exponent of 10
3: 24 Z Loc [ SDM1P_15 1]
516: End (P95)
517: End (P95)
518: 1 (X<=>F) (P89)

1: 2 X Loc [ time_cycl ]
2: 4 <

3: 89.9 F

4: 30 Then Do

519: 1If (X<=>F) (P89)

1: 2 X Loc [ time_cycl ]
2: 3 >=

3: 89.95 F

4: 30 Then Do

;close valvelb

520: Do (P86)
1: 003 Call Subroutine 3

521: Z=F x 10™n (P30)

1: 1 F

2: 0 n, Exponent of 10
3: 24 Z Loc [ SDM1P_15 ]
522: End (P95)
523: End (P95)
524: 1 (X<=>F) (P89)

1: 2 X Loc [ time_cycl ]
2: 4 <

3: 90 F

4: 30 Then Do

525: 1T (X<=>F) (P89)

1: 2 X Loc [ time_cycl ]
2: 3 >=

3: 89.95 F
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4: 30 Then Do
;de-energize valvel5

526: Do (P86)
1: 004 Call Subroutine 4

0 F
0 n, Exponent of 10
2

7: Z=F x 10”n (P30)
24 Z Loc [ SDM1P_15 ]

End (P95)
End (P95)

Valve 15 operation

;Open valve 16 operation

530: If (X<=>F) (P89)

1: 2 X Loc [ time_cycl ]
2: 3 >=

3: 90.07 F

4: 30 Then Do
531: 1If (X<=>F) (P89)

1: 2 X Loc [ time_cycl ]
2: 4 <

3: 90.1 F

4: 30 Then Do

532: Do (P86)
1: 002 Call Subroutine 2

533: Z=F x 10”™n (P30)

1: 1 F

2: 0 n, Exponent of 10
3: 25 Z Loc [ SDM1P_16 1]
534: End (P95)

535: End (P95)

536: I (X<=>F) (P89)

1: 2 X Loc [ time_cycl ]
2: 4 <



3: 90.2 F

4: 30 Then Do
537: 1T (X<=>F) (P89)

1: 2 X Loc [ time_cycl ]
2: 3 >=

3: 90.1 F

4: 30 Then Do

; de-energize valvel6

538: Do (P86)
1: 004 Call Subroutine 4

539: Z=F x 10™n (P30)

1: O F

2: 0 n, Exponent of 10
3: 25 Z Loc [ SDM1P_16 1]
540: End (P95)
541: End (P95)
542: 1f (X<=>F) (P89)

1: 2 X Loc [ time_cycl ]
2: 4 <

3: 95.9 F

4: 30 Then Do

543: 1T (X<=>F) (P89)

1: 2 X Loc [ time_cycl ]
2: 3 >=

3: 95.95 F

4: 30 Then Do

;close valvel6

544: Do (P86)
1: 003 Call Subroutine 3

545: Z=F x 10”™n (P30)

1: 1 F

2: 0 n, Exponent of 10
3: 25 Z Loc [ SDM1P_16 1]
546: End (P95)
547: End (P95)

548: 1f (X<=>F) (P89)

1: 2 X Loc [ time_cycl ]
2: 4 <

3: 96 F
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4: 30 Then Do

549: I (X<=>F) (P89)

1: 2 X Loc [ time_cycl ]
2: 3 >=

3: 95.95 F

4: 30 Then Do

;de-energize valvel6
550: Do (P86)
1: 004 Call Subroutine 4

551: Z=F x 10~n (P30)
F

o |

5
1: 0

2: 0 n, Exponent of 10
3: 25 Z Loc [ SDM1P_16 ]

552:
553:

End (P95)
End (P95)

;End Valve 16 operation

;Open valve 17 operation

554: 1T (X<=>F) (P89)

1: 2 X Loc [ time_cycl ]
2: 3 >=

3: 96.07 F

4: 30 Then Do
555: 1If (X<=>F) (P89)

1: 2 X Loc [ time_cycl ]
2: 4 <

3: 96.1 F

4: 30 Then Do

556: Do (P86)
1: 002 Call Subroutine 2

557: Z=F x 10”™n (P30)

1: 1 F

2: 0 n, Exponent of 10
3: 26 Z Loc [ SDM2P_1 ]



558: End (P95)
559: End (P95)
560: I (X<=>F) (P89)

1: 2 X Loc [ time_cycl ]
2: 4 <

3: 96.2 F

4: 30 Then Do
561: 1 (X<=>F) (P89)

1: 2 X Loc [ time_cycl ]
2: 3 >=

3: 96.1 F

4: 30 Then Do

; de-energize valvel?

562: Do (P86)
1: 004 Call Subroutine 4

563: Z=F x 10™n (P30)

1: 0 F

2: 0 n, Exponent of 10
3: 26 Z Loc [ sSDM2P_1 ]
564: End (P95)

565: End (P95)

566: 1T (X<=>F) (P89)

1: 2 X Loc [ time_cycl ]
2: 4 <

3: 101.9 F

4: 30 Then Do

567: 1T (X<=>F) (P89)

1: 2 X Loc [ time_cycl ]
2: 3 >=

3: 101.95 F

4: 30 Then Do

;close valvel?7

568: Do (P86)
1: 003 Call Subroutine 3
569: Z=F x 10™n (P30)
1: 1 F
2: 0 n, Exponent of 10
3: 26 Z Loc [ SDM2P_1 ]
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570: End (P95)
571: End (P95)
572: 1f (X<=>F) (P89)

1: 2 X Loc [ time_cycl ]
2: 4 <

3: 102 F

4: 30 Then Do

573: 1T (X<=>F) (P89)

1: 2 X Loc [ time_cycl ]
2: 3 >=

3: 101.95 F

4: 30 Then Do

;de-energize valvel7

574: Do (P86)
1: 004 Call Subroutine 4

575: Z=F x 10”n (P30)

1: 0 F

2: 0 n, Exponent of 10

3: 26 Z Loc [ SDM2P_1 ]
576: End (P95)

577: End (P95)

;End Valve 17 operation

;Open valve 18 operation

578: 1T (X<=>F) (P89)

1: 2 X Loc [ time_cycl ]
2: 3 >=

3: 102.07 F

4: 30 Then Do
579: 1f (X<=>F) (P89)

1: 2 X Loc [ time_cycl ]
2: 4 <

3: 102.1 F

4: 30 Then Do

580: Do (P86)
1: 002 Call Subroutine 2



581: Z=F x 10™n (P30)

1: 1 F

2: 0 n, Exponent of 10
3: 27 Z Loc [ SDM2P_2 ]
582: End (P95)
583: End (P95)
584: 1T (X<=>F) (P89)

1: 2 X Loc [ time_cycl ]
2: 4 <

3: 102.2 F

4: 30 Then Do
585: If (X<=>F) (P89)

1: 2 X Loc [ time_cycl ]
2: 3 >=

3: 102.1 F

4: 30 Then Do

; de-energize valvel8

586: Do (P86)
1: 004 Call Subroutine 4

587: Z=F x 10”™n (P30)

1: 0 F

2: 0 n, Exponent of 10
3: 27 Z Loc [ SDM2P_2 ]
588: End (P95)

589: End (P95)

590: If (X<=>F) (P89)

1: 2 X Loc [ time_cycl ]
2: 4 <

3: 107.9 F

4: 30 Then Do

591: 1If (X<=>F) (P89)

1: 2 X Loc [ time_cycl ]
2: 3 >=

3: 107.95 F

4: 30 Then Do

;close valvel8

592: Do (P86)
1: 003 Call Subroutine 3

593: Z=F x 10°n (P30)
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1: 1 F

2: 0 n, Exponent of 10
3: 27 Z Loc [ SDM2P_2 ]
594: End (P95)
595: End (P95)
596: I (X<=>F) (P89)

1: 2 X Loc [ time_cycl ]
2: 4 <

3: 108 F

4: 30 Then Do

597: I (X<=>F) (P89)

1: 2 X Loc [ time_cycl ]
2: 3 >=

3: 107.95 F

4: 30 Then Do

;de-energize valvel8

598: Do (P86)
1: 004 Call Subroutine 4

0 F
0 n, Exponent of 10
2

9: Z=F x 10~n (P30)
- 27 Z Loc [ SDM2P_2 ]

End (P95)
End (P95)

Valve 18 operation

;Open valve 19 operation

602: 1f (X<=>F) (P89)

1: 2 X Loc [ time_cycl ]
2: 3 >=

3: 108.07 F

4: 30 Then Do

603: 1T (X<=>F) (P89)

1: 2 X Loc [ time_cycl ]
2: 4 <



3: 108.1 F

4: 30 Then Do 616: Do (P86)
1: 003 Call Subroutine 3
604: Do (P86)
1: 002 Call Subroutine 2
617: Z=F x 10™n (P30)
1: 1 F
605: Z=F x 10™n (P30) 2: 0 n, Exponent of 10
1: 1 F 3: 28 Z Loc [ SDM2P_3 ]
2: 0 n, Exponent of 10
3: 28 Z Loc [ sSDM2P_3 ]

618: End (P95)
619: End (P95)
606: End (P95)
607: End (P95)
620: 1T (X<=>F) (P89)

608: IT (X<=>F) (P89) 1: 2 X Loc [ time_cycl ]
1: 2 X Loc [ time_cycl ] 2: 4 <

2: 4 < 3: 114 F

3: 108.2 F 4: 30 Then Do

4: 30 Then Do

621: 1 (X<=>F) (P89)

609: IT (X<=>F) (P89) 1: 2 X Loc [ time_cycl ]
1: 2 X Loc [ time_cycl ] 2: 3 >=

2: 3 >= 3: 113.95 F

3: 108.1 F 4: 30 Then Do

4: 30 Then Do

;de-energize valvel9
; de-energize valvel9

610: Do (P86) 622: Do (P86)
1: 004 Call Subroutine 4 1: 004 Call Subroutine 4

611: Z=F x 10™n (P30) 623: Z=F x 10”™n (P30)

1: 0 F 1: 0 F

2: 0 n, Exponent of 10 2: 0 n, Exponent of 10
3: 28 Z Loc [ SDM2P_3 ] 3: 28 Z Loc [ SDM2P_3 ]
612: End (P95) 624: End (P95)
613: End (P95) 625: End (P95)
614: 1T (X<=>F) (P89) ;End Valve 19 operation

1: 2 X Loc [ time_cycl ]

2: 4 <

3: 113.9 F

4: 30 Then Do

615: 1T (X<=>F) (P89)

1: 2 X Loc [ time_cycl ]

2: 3 >=

3: 113.95 F

4: 30 Then Do

;close valvel9
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;Open valve 20 operation

626: 1T (X<=>F) (P89)

1: 2 X Loc [ time_cycl ]
2: 3 >=

3: 114.07 F

4: 30 Then Do
627: 1T (X<=>F) (P89)

1: 2 X Loc [ time_cycl ]
2: 4 <

3: 114.1 F

4: 30 Then Do

628: Do (P86)
1: 002 Call Subroutine 2

629: Z=F x 10™n (P30)

1: 1 F

2: 0 n, Exponent of 10
3: 29 Z Loc [ SDM2P_4 ]
630: End (P95)
631: End (P95)
632: 1T (X<=>F) (P89)

1: 2 X Loc [ time_cycl ]
2: 4 <

3: 114.2 F

4: 30 Then Do
633: 1T (X<=>F) (P89)

1: 2 X Loc [ time_cycl ]
2: 3 >=

3: 114.1 F

4: 30 Then Do

; de-energize valve20

634: Do (P86)
1: 004 Call Subroutine 4

635: Z=F x 10™n (P30)

1: 0 F

2: 0 n, Exponent of 10
3: 29 Z Loc [ SDM2P_4 ]
636: End (P95)

637: End (P95)

638: 1T (X<=>F) (P89)

1: 2 X Loc [ time_cycl ]
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2: 4 <
3: 119.9 F
4: 30 Then Do

639: If (X<=>F) (P89)

1: 2 X Loc [ time_cycl ]
2: 3 >=

3: 119.95 F

4: 30 Then Do

;close valve20

640: Do (P86)
1: 003 Call Subroutine 3

641: Z=F x 10™n (P30)

1: 1 F

2: 0 n, Exponent of 10
3: 29 Z Loc [ SDM2P_4 ]
642: End (P95)
643: End (P95)

644: 1 (X<=>F) (P89)

1: 2 X Loc [ time_cycl ]
2: 4 <

3: 120 F

4: 30 Then Do

645: 1T (X<=>F) (P89)

1: 2 X Loc [ time_cycl ]
2: 3 >=

3: 119.95 F

4: 30 Then Do

;de-energize valve20

646: Do (P86)
1: 004 Call Subroutine 4

0 F
0 n, Exponent of 10
2

7: Z=F x 10™n (P30)
- 29 Z Loc [ SDM2P_4 7]

End (P95)
End (P95)

Valve 20 operation



;Open valve 21 operation

650: I (X<=>F) (P89)

1: 2 X Loc [ time_cycl ]
2: 3 >=

3: 120.07 F

4: 30 Then Do
651: 1T (X<=>F) (P89)

1: 2 X Loc [ time_cycl ]
2: 4 <

3: 120.1 F

4: 30 Then Do

652: Do (P86)
1: 002 Call Subroutine 2

653: Z=F x 10”™n (P30)

1: 1 F

2: 0 n, Exponent of 10
3: 30 Z Loc [ SDM2P_ 5 ]
654: End (P95)
655: End (P95)
656: 1T (X<=>F) (P89)

1: 2 X Loc [ time_cycl ]
2: 4 <

3: 120.2 F

4: 30 Then Do
657: 1T (X<=>F) (P89)

1: 2 X Loc [ time_cycl ]
2: 3 >=

3: 120.1 F

4: 30 Then Do

; de-energize valve2l

658: Do (P86)
1: 004 Call Subroutine 4

659: Z=F x 10™n (P30)

1: O F

2: 0 n, Exponent of 10
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3: 30 Z Loc [ SDM2P_5 1
660: End (P95)
661: End (P95)
662: 1T (X<=>F) (P89)

1: 2 X Loc [ time_cycl ]
2 4 <

3: 125.9 F

4: 30 Then Do

663: 1T (X<=>F) (P89)

1: 2 X Loc [ time_cycl ]
2: 3 >=

3: 125.95 F

4: 30 Then Do

;close valve2l

664: Do (P86)
1: 003 Call Subroutine 3

665: Z=F x 10™n (P30)

1: 1 F

2: 0 n, Exponent of 10
3: 30 Z Loc [ sSDM2P_5 1]
666: End (P95)
667: End (P95)

668: 1T (X<=>F) (P89)

1: 2 X Loc [ time_cycl ]
2: 4 <

3: 126 F

4: 30 Then Do

669: I (X<=>F) (P89)

1: 2 X Loc [ time_cycl ]
2: 3 >=

3: 125,95 F

4: 30 Then Do

;de-energize valve2l

6

7
1
2

1:

0
0

670: Do (P86)
1: 004 Call Subroutine 4

Z=F x 10™n (P30)
F
n, Exponent of 10



3: 30 Z Loc [ SDM2P_ 5 ] 1: 004 Call Subroutine 4

683: Z=F x 10™n (P30)

672: End (P95) 1: 0 F

673: End (P95) 2: 0 n, Exponent of 10
3: 31 Z Loc [ SDM2P_6 ]

;End Valve 21 operation

684: End (P95)
685: End (P95)

686: IF (X<=>F) (P89)

1: 2 X Loc [ time_cycl ]
2: 4 <
;Open valve 22 operation 3: 131.9 F
674: 1T (X<=>F) (P89) 4: 30 Then Do
1: 2 X Loc [ time_cycl ]
2: 3 >= 687: 1T (X<=>F) (P89)
3: 126.07 F 1: 2 X Loc [ time_cycl ]
4: 30 Then Do 2: 3 >=
3: 131.95 F
675: 1T (X<=>F) (P89) 4: 30 Then Do
1: 2 X Loc [ time_cycl ]
2: 4 < ;close valve22
3: 126.1 F
4: 30 Then Do 688: Do (P86)
1: 003 Call Subroutine 3
676: Do (P86)
1: 002 Call Subroutine 2
689: Z=F x 10™n (P30)
1: 1 F
677: Z=F x 10™n (P30) 2: 0 n, Exponent of 10
1: 1 F 3: 31 Z Loc [ SDM2P_6 ]
2: 0 n, Exponent of 10
3: 31 Z Loc [ SDM2P_6 ]

690: End (P95)
691: End (P95)
678: End (P95)
679: End (P95)
692: 1If (X<=>F) (P89)

680: IT (X<=>F) (P89) 1: 2 X Loc [ time_cycl ]
1: 2 X Loc [ time_cycl ] 2: 4 <

2: 4 < 3: 132 F

3: 126.2 F 4: 30 Then Do

4: 30 Then Do

693: If (X<=>F) (P89)

681: IT (X<=>F) (P89) 1: 2 X Loc [ time_cycl ]
1: 2 X Loc [ time_cycl ] 2: 3 >=

2: 3 >= 3: 131.95 F

3: 126.1 F 4: 30 Then Do

4: 30 Then Do

;de-energize valve22
; de-energize valve22
682: Do (P86) 694: Do (P86)

A31



1: 004 Call Subroutine 4

695: Z=F x 10™n (P30)

1: 0 F

2: 0 n, Exponent of 10

3: 31 Z Loc [ SDM2P_6 ]
696: End (P95)

697: End (P95)

;End Valve 22 operation

;Open valve 23 operation

698: If (X<=>F) (P89)

1: 2 X Loc [ time_cycl ]
2: 3 >=

3: 132.07 F

4: 30 Then Do
699: I (X<=>F) (P89)

1: 2 X Loc [ time_cycl ]
2: 4 <

3: 132.1 F

4: 30 Then Do

700: Do (P86)
1: 002 Call Subroutine 2

701: Z=F x 10™n (P30)

1: 1 F

2: 0 n, Exponent of 10
3: 32 Z Loc [ SDM2P_7 ]
702: End (P95)
703: End (P95)

704: 1T (X<=>F) (P89)

1: 2 X Loc [ time_cycl ]
2: 4 <

3: 132.2 F

4: 30 Then Do

705: 1T (X<=>F) (P89)
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1: 2 X Loc [ time_cycl ]
2: 3 >=

3: 132.1 F

4: 30 Then Do

; de-energize valve23

706: Do (P86)
1: 004 Call Subroutine 4

707: Z=F x 10™n (P30)

1: O F

2: 0 n, Exponent of 10
3: 32 Z Loc [ SDM2P_7 ]
708: End (P95)
709: End (P95)
710: 1T (X<=>F) (P89)

1: 2 X Loc [ time_cycl ]
2: 4 <

3: 137.9 F

4: 30 Then Do

711: 1T (X<=>F) (P89)

1: 2 X Loc [ time_cycl ]
2: 3 >=

3: 137.95 F

4: 30 Then Do

;close valve23

712: Do (P86)
1: 003 Call Subroutine 3

713: Z=F x 10~™n (P30)

1: 1 F

2: 0 n, Exponent of 10
3: 32 Z Loc [ SDM2P_7 ]
714: End (P95)
715: End (P95)
716: 1T (X<=>F) (P89)

1: 2 X Loc [ time_cycl ]
2: 4 <

3: 138 F

4: 30 Then Do

717: 1T (X<=>F) (P89)

1: 2 X Loc [ time_cycl ]



2: 3 >=
3: 137.95 F
4: 30 Then Do
;de-energize valve23

718: Do (P86)

1: 004 Call Subroutine 4
719: Z=F x 10™n (P30)
1: 0 F
2: 0 n, Exponent of 10
3: 32 Z Loc [ SDM2P_7 ]

720: End (P95)
721: End (P95)

;End Valve 23 operation

;Open valve 24 operation
722: 1T (X<=>F) (P89)

1: 2 X Loc [ time_cycl ]
2: 3 >=

3: 138.07 F

4: 30 Then Do
723: 1T (X<=>F) (P89)

1: 2 X Loc [ time_cycl ]
2: 4 <

3: 138.1 F

4: 30 Then Do

724: Do (P86)
1: 002 Call Subroutine 2

725: Z=F x 10”™n (P30)

1: 1 F

2: 0 n, Exponent of 10
3: 33 Z Loc [ SDM2P_8 ]

726: End (P95)
727: End (P95)

728: I (X<=>F) (P89)

1: 2 X Loc [ time_cycl ]
2 4 <

3: 138.2 F

4: 30 Then Do
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729: I (X<=

1: 2
2: 3
3: 138.1
4: 30

>F) (P89)

X Loc [ time_cycl ]
>=

F

Then Do

; de-energize valve24
730: Do (P86)

1: 004

7

oo |

3
1: 0
2: 0
3: 33

Call Subroutine 4

1 Z=F x 10~n (P30)

F
n, Exponent of 10
Z Loc [ SDM2P_8 ]

732: End (P95)
733: End (P95)

734: 1T (X<=

1: 2

2: 4

3: 143.9
4: 30

735: IT (X<=

1: 2
2: 3
3: 143.95
4: 30

>F) (P89)

X Loc [ time_cycl ]
<

F

Then Do

>F) (P89)

X Loc [ time_cycl ]
>=

F

Then Do

;close valve24

736: Do (P86)

1: 003

Call Subroutine 3

F
n, Exponent of 10
Z Loc [ sSbM2P_8 1]

7: Z=F x 10~n (P30)

738: End (P95)
739: End (P95)

740: 1 (X<=>F) (P89)

1: 2
2: 4
3: 144
4: 30

X Loc [ time_cycl ]
<

F

Then Do



741: 1T (X<=>F) (P89)

1: 2 X Loc [ time_cycl ] 750: End (P95)
2: 3 >= 751: End (P95)
3: 143.95 F
4: 30 Then Do 752: 1T (X<=>F) (P89)
1: 2 X Loc [ time_cycl ]
;de-energize valve24 2: 4 <
3: 144.2 F
742: Do (P86) 4: 30 Then Do
1: 004 Call Subroutine 4
753: 1T (X<=>F) (P89)
1: 2 X Loc [ time_cycl ]
743: Z=F x 10™n (P30) 2: 3 >=
1: 0 F 3: 144.1 F
2: 0 n, Exponent of 10 4: 30 Then Do
3: 33 Z Loc [ SDM2P_8 ]

; de-energize valve25
754: Do (P86)
1: 004 Call Subroutine 4
744: End (P95)
745: End (P95)
755: Z=F x 10™n (P30)
0 F
0 n, Exponent of 10
3

4 Z Loc [ SDM2P. 9 ]

;End Valve 24 operation

oo Ol

5
1
2
3

756: End (P95)
757: End (P95)

758: 1T (X<=>F) (P89)

1: 2 X Loc [ time_cycl ]
2: 4 <

;Open valve 25 operation 3: 149.9 F
746: 1T (X<=>F) (P89) 4: 30 Then Do

1: 2 X Loc [ time_cycl ]

2: 3 >= 759: 1T (X<=>F) (P89)

3: 144.07 F 1: 2 X Loc [ time_cycl ]
4: 30 Then Do 2: 3 >=

3: 149.95 F

747> 1T (X<=>F) (P89) 4: 30 Then Do

1: 2 X Loc [ time_cycl ]

2: 4 < ;close valve25

3: 144.1 F

4: 30 Then Do 760: Do (P86)

1: 003 Call Subroutine 3
748: Do (P86)
1: 002 Call Subroutine 2
761: Z=F x 10”™n (P30)
1: 1 F

749: Z=F x 10™n (P30) 2: 0 n, Exponent of 10
1: 1 F 3: 34 Z Loc [ SDM2P_9 ]
2: 0 n, Exponent of 10

3: 34 Z Loc [ SDM2P_ 9 ]

762: End (P95)
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763: End (P95)

773: Z=F x 10™n (P30)
1: 1 F
764: 1T (X<=>F) (P89) 2: 0 n, Exponent of 10
1: 2 X Loc [ time_cycl ] 3: 35 Z Loc [ SDM2P_10 1]
2: 4 <
3: 150 F
4: 30 Then Do
774: End (P95)
765: 1T (X<=>F) (P89) 775: End (P95)
1: 2 X Loc [ time_cycl ]
2: 3 >= 776: 1T (X<=>F) (P89)
3: 149.95 F 1: 2 X Loc [ time_cycl ]
4: 30 Then Do 2: 4 <
3: 150.2 F
;de-energize valve25 4: 30 Then Do
766: Do (P86) 777: 1T (X<=>F) (P89)
1: 004 Call Subroutine 4 1: 2 X Loc [ time_cycl ]
2: 3 >=
3: 150.1 F
767: Z=F x 10™n (P30) 4: 30 Then Do
1: 0 F
2: 0 n, Exponent of 10 ; de-energize valve26
3: 34 Z Loc [ SDM2P_9 ] 778: Do (P86)
1: 004 Call Subroutine 4
768: End (P95) 779: Z=F x 10™n (P30)
769: End (P95) 1: 0 F
2: 0 n, Exponent of 10
;End Valve 25 operation 3: 35 Z Loc [ SDM2P_10 1]

780: End (P95)
781: End (P95)

782: I (X<=>F) (P89)

1: 2 X Loc [ time_cycl ]
2: 4 <
;Open valve 26 operation 3: 155.9 F
770: 1T (X<=>F) (P89) 4: 30 Then Do
1: 2 X Loc [ time_cycl ]
2: 3 >= 783: 1T (X<=>F) (P89)
3: 150.07 F 1: 2 X Loc [ time_cycl ]
4: 30 Then Do 2: 3 >=
3: 155.95 F
771: 1T (X<=>F) (P89) 4: 30 Then Do
1: 2 X Loc [ time_cycl ]
2: 4 < ;close valve26
3: 150.1 F
4: 30 Then Do 784: Do (P86)
1: 003 Call Subroutine 3

772: Do (P86)
1: 002 Call Subroutine 2
785: Z=F x 10™n (P30)
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WN P

F
n, Exponent of 10
Z Loc [ SDM2P_10 1]

WopRr

786: End (P95)
787: End (P95)

788: I (X<=>F) (P89)

1: 2 X Loc [ time_cycl ]
2: 4 <

3: 156 F

4: 30 Then Do
789: 1T (X<=>F) (P89)

1: 2 X Loc [ time_cycl ]
2: 3 >=

3: 155.95 F

4: 30 Then Do

;de-energize valve26

790: Do (P86)

1: 004 Call Subroutine 4
791: Z=F x 10”™n (P30)
1: 0 F
2: 0 n, Exponent of 10
3: 35 Z Loc [ SDM2P_10 1]

792: End (P95)
793: End (P95)

;End Valve 26 operation

;Open valve 27 operation
794: 1T (X<=>F) (P89)

1: 2 X Loc [ time_cycl ]
2: 3 >=

3: 156.07 F

4: 30 Then Do
795: 1f (X<=>F) (P89)

1: 2 X Loc [ time_cycl ]
2: 4 <

3: 156.1 F

4: 30 Then Do

796: Do (P86)
1: 002 Call Subroutine 2
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F

798: End (P95)
799: End (P95)

7:  Z=F x 10~n (P30)

1
0 n, Exponent of 10
36 Z Loc [ SDM2P_11 1]

800: If (X<=>F) (P89)

1: 2 X Loc [ time_cycl ]
2 4 <

3: 156.2 F

4: 30 Then Do
801: If (X<=>F) (P89)

1: 2 X Loc [ time_cycl ]
2: 3 >=

3: 156.1 F

4: 30 Then Do

; de-energize valve27
802: Do (P86)

1: 004 Call Subroutine 4
803: Z=F x 10™n (P30)
1: O F
2: 0 n, Exponent of 10
3: 36 Z Loc [ SDM2P_11 1]

804: End (P95)
805: End (P95)

806: If (X<=>F) (P89)

1: 2 X Loc [ time_cycl ]
2: 4 <

3: 161.9 F

4: 30 Then Do
807: 1T (X<=>F) (P89)

1: 2 X Loc [ time_cycl ]
2: 3 >=

3: 161.95 F

4: 30 Then Do

;close valve27

808: Do (P86)

1: 003

Call Subroutine 3



809: Z=F x 10™n (P30) ;wired into SDM as aopposed to
1: 1 F direct connect to V_hi

2: 0 n, Exponent of 10 ;689: Do (P86)

3: 36 Z Loc [ SDM2P_11 ] ; 1: 45 Set Port 5 High

810: End (P95)
811: End (P95)

812: If (X<=>F) (P89)

1: 2 X Loc [ time_cycl ]
2: 4 <

3: 162 F

4: 30 Then Do
813: If (X<=>F) (P89)

1: 2 X Loc [ time_cycl ]
2: 3 >=

3: 161.95 F

4: 30 Then Do

;de-energize valve27

814: Do (P86)

1: 004 Call Subroutine 4
815: Z=F x 10™n (P30)
1: 0 F
2: 0 n, Exponent of 10
3: 36 Z Loc [ SDM2P_11 ] ;scale variables
818: Z=X*F (P37)
1: 6 X Loc [ Tin
2: .011 F
816: End (P95) 3: 6 Z Loc [ Tin
817: End (P95)
819: Z=X+F (P34)
;End Valve 27 operation 1: 6 X Loc [ Tin
2: 0 F
3: 6 Z Loc [ Tin
820: Z=X*F (P37)
1: 5 X Loc [ co2_in
2: .6 F
3: 5 Z Loc [ co2_in
821: Z=X+F (P34)
1: 5 X Loc [ co2_in
2: 0 F
3: 5 Z Loc [ co2_in

822: Z=X*F (P37)
;purge sample flow controller- 1: 7 X Loc [ H20in
taken out until 2: .014 F
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3: 7 Z Loc [ H20in 1
823: Z=X+F (P34)
1: 7 X Loc [ H20in 1
2: 0 F
3: 7 Z Loc [ H20in 1
824: Z=X*F (P37)
1: 8 X Loc [ Pin 1
2: .03058 F
3: 8 Z Loc [ Pin 1
825: Z=X+F (P34)
1: 8 X Loc [ Pin 1
2: 58.564 F
3: 8 Z Loc [ Pin 1
826: I (X<=>F) (P89)
1: 51 X Loc [ F_Volt 1
2: 1 =
3: 0 F
4: 30 Then Do
827: Z=F (P30)
1: 0.0 F
2: 00 Exponent of 10
3: 48 Z Loc [ FlowDil
1
828: End (P95)
829: Zz=X/Y (P38)
1: 49 X Loc [ FlowOut ]
2: 50 Y Loc [ flowsamp ]
3: 55 Z Loc [ DlLconst ]
830: Z=X*F (P37)
1: 55 X Loc [ DlLconst ]
2: 0.001 F
3: 56 Z Loc [ DlLscalar ]
831: Zz=X*Y (P36)
1: 5 X Loc [ co2_ in 1
2: 56 Y Loc [ DlLscalar ]
3: 57 Z Loc [ CO2norm ]
832: Zz=X*Y (P36)
1: 5 X Loc [ co2_ in 1
2: 55 Y Loc [ DlLconst ]
3: 58 Z Loc [ FlowOut2 ]

; end scale variables
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833: IT time is (P92)

1: 4 -— Minutes (Seconds --)
into a

2: 5 Interval (same units
as above)

3: 30 Then Do

834: Do (P86)

1: 10 Set Output Flag High
(Flag 0)
835: Set Active Storage Area
(P80O)N7165

1: 1 Final Storage Area 1
2: 101 Array 1D
836: Real Time (P77)725091

1: 11 Hour/Minute,Seconds

(midnight = 0000)

837:
1: 1

838:

3 Sample
1
2

1
1
839: Sample
2: 65

Sample

842:
1: 1
2: 48

Sample

843:
1: 1
2: 49

Sample

844: Sample

Resolution (P78)

High Resolution

(P70)n23897
Reps
Loc [ time_min ]

(P70)~1564
Reps
Loc [ time_cyc2 ]

(P70)M4171
Reps
Loc [ Chamber ]

(P70)"4459
Reps
Loc [ co2_in 1

(P70)"11467
Reps
Loc [ FlowDil 1

(P70)"3149
Reps
Loc [ FlowOut ]

(P70)"19604



1 1 Reps

2: 50 Loc [ Fflowsamp ]
845: Sample (P70)74944

1: 1 Reps

2: 56 Loc [ DlLscalar ]
846: Sample (P70)79719

1 1 Reps

2: 55 Loc [ DILconst ]
847: Sample (P70)"1936

1: 1 Reps

2: 57 Loc [ CO2norm ]
848: Sample (P70)729257

1 1 Reps

2: 58 Loc [ FlowOut2 1]
849: Sample (P70)722202

1 1 Reps

2: 51 Loc [ F_Volt 1
850: Sample (P70)"15552

1 1 Reps

22 6 Loc [ Tin 1
851: Sample (P70)"1768

1: 1 Reps

2: 7 Loc [ H20in 1
852: Sample (P70)79842

1 1 Reps

2: 8 Loc [ Pin 1

853: Sample (P70)713983

1: 1 Reps

2: 3 Loc [ CAO02 1
854: Do (P86)

1: 20 Set Output Flag Low
(Flag 0)

855: End (P95)
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*Table 2 Program
01: 0.01
(seconds)

Execution Interval

;Set up time system and cycle times

1: Time (P18)

1: 1 Minutes into current
day (maximum 1440)

2: 1440 Mod/By

3: 1 Loc [ time_min ]
2: Z=X MOD F (P46)

1: 1 X Loc [ time_min ]
2: 6 F

3: 65 Z Loc [ time_cyc2 ]
3: Time (P18)

1: 0 Seconds into current
minute (maximum 60)

2: 60 Mod/By

3: 1 Loc [ time_min ]

4:  Z=X*F (P37)

1: 1 X Loc [ time_min ]
2: 0.01667 F
3: 4 Z Loc [ time_add ]
5: Z=X+Y (P33)
1: 65 X Loc [ time_cyc2 ]
2: 4 Y Loc [ time_add ]
65 Z Loc [ time_cyc2 ]

;end time set up
;set ports for clean out
;Setup SDM 16AC port flags

6: If (X<=>F) (P89)

1: 65 X Loc [ time_cyc2 ]
2: 4 <
3: 0.02 F

30 Then Do

7: If (X<=>F) (P89)

: 65 X Loc [ time_cyc2 ]
- 3 >=

3: 0 F

4: 30 Then Do

;Initialize SDM array

8: Do (P86)



1: 005 Call Subroutine 5

9: End (P95)
10: End (P95)

;Setup SDM 16AC port flags

11: 1f (X<=>F) (P89)
1: 65 X Loc [ time_cyc2 ]
2: 4 <
3: 0.04 F
- 30 Then Do
12: 1f (X<=>F) (P89)
65 X Loc [ time_cyc2 ]
2: 3 >=
1 0.02 F
4: 30 Then Do

;Initialize SDM array

13: Do (P86)
1: 001 Call Subroutine 1
14: End (P95)
15: End (P95)

;Execute valve operation

16: SDM-CD16 / SDM-CD16AC (P104)
1= 2 Reps

2: 00 SDM Address

3: 10 Loc [ SDM1P_1 1

;Start clean out sample 1

17: 1f (X<=>F) (P89)

: 65 X Loc [ time_cyc2 ]
2: 4 <

ik F
4: 30 Then Do

If (X<=>F) (P89)

1: 65 X Loc [ time_cyc2 ]
-3 >=
- .06 F

4: 30 Then Do

19:
1: 5
2: 03
3: 51

Z=F (P30)

F
Exponent of 10
Z Loc [ F_Volt

20: Analog Out (P133)

A.40

1: 1 CAO1

2: 51 mV Loc [ F_Volt
1
21: End (P95)
22: End (P95)

;end clean out sample 1

;Initial dilution prep between
switching samples (First 2.25 min)

;close down dilution to get
preliminary read on sample conc

23: If (X<=>F) (P89)

1: 65 X Loc [ time_cyc2 ]
2: 3 >=

3: .1 F

4: 30 Then Do

24: 1T (X<=>F) (P89)
1: 65 X Loc [ time_cyc2 ]
2 4 <
3: 0.25 F
- 30 Then Do

25: Z=F (P30)

1: 0.0 F

2: 00 Exponent of 10
3: 51 Z Loc [ F_Volt

Analog Out (P133)
CAO1
mV Loc [ F_Volt

1: 1
2: 51
1

27: End (P95)

28: End (P95)
;end priliminary read sample

;Dilution stage 1 for sample 1

29: If (X<=>F) (P89)

1: 65 X Loc [ time_cyc2 ]
2: 3 >=

3: .25 F

4: 30 Then Do
30: If (X<=>F) (P89)



: 65 X Loc [ time_cyc2 ]

: 4 <
3: 0.75 F
30 Then Do
31: If (X<=>F) (P89)
: 5 X Loc [ co2_ in 1
-3 >=
: 4800 F
4: 30 Then Do
32: Z=F (P30)
1: 1.2 F
2: 3 Exponent of 10
3: 51 Z Loc [ F_Volt
1
33: Analog Out (P133)
1: 1 CAO1
2: 51 mV Loc [ F_Volt
1

34: End (P95)
35: End (P95)

36: End (P95)
;Dilution stage 1 for sample 1

;Dilution stage 2 for sample 1

37: If (X<=>F) (P89)

65 X Loc [ time_cyc2 ]
2: 3 >=
3: .75 F

- 30 Then Do

38: If (X<=>F) (P89)

65 X Loc [ time_cyc2 ]
-4 <

3: 1.25 F
- 30 Then Do

39: If (X<=>F) (P89)

1: 47 X Loc [ CVtest 1
2: 3 >=

3: 4800 F

4: 30 Then Do

40: z=F (P30)
1: 2.4 F

A4l

2: 3 Exponent of 10
3: 51 Z Loc [ F_Volt
1
41: Analog Out (P133)
1: 1 CAO1
2: 51 mV Loc [ F_Volt
1

42: End (P95)
43: End (P95)
44: End (P95)
;Dilution stage 2 for sample 1
;Dilution stage 3 for sample 1

45: I (X<=>F) (P89)

1: 65 X Loc [ time_cyc2 ]
2: 3 >=

1 1.25 F
4: 30 Then Do

46: 1T (X<=>F) (P89)

: 65 X Loc [ time_cyc2 ]
2: 4 <

2 1.75 F

- 30 Then Do

47: 1T (X<=>F) (P89)

47 X Loc [ CVtest 1
-3 >=
3: 4800 F
4: 30 Then Do
48: Z=F (P30)
1: 3.6 F
2: 3 Exponent of 10
3: 51 Z Loc [ F_Volt
1
49: Analog Out (P133)
1: 1 CAO1
2: 51 mV Loc [ F_Volt
1

50: End (P95)
51: End (P95)

52: End (P95)
;Dilution stage 3 for sample 1



;Dilution stage 4 for sample 1

53:

2:
3:

1
58:

59:

60:

IT (X<=>F) (P89)
65 X Loc [ time_cyc2 ]
3 >=
1.75 F
30 Then Do

If (X<=>F) (P89)
65 X Loc [ time_cyc2 ]
4 <
2.25 F
30 Then Do

If (X<=>F) (P89)
47 X Loc [ CVtest 1
3 >=
4800 F
30 Then Do

Z=F (P30)
-8 F

Exponent of 10
1 Z Loc [ F_Volt

aawhH

Analog Out (P133)

CAO1

mV Loc [ F_Volt
End (P95)

End (P95)

End (P95)

;end Dillution stage 4 for sample 1

A42

;Dil

ute if CO2 is saturated for

sample 1
61: 1T (X<=>F) (P89)
65 X Loc [ time_cyc2 ]
2: 3 >=
3: 2.25 F
- 30 Then Do
62: 1T (X<=>F) (P89)
1: 65 X Loc [ time_cyc2 ]
2: 4 <
3: 6 F
4: 30 Then Do
63: 1T (X<=>F) (P89)
47 X Loc [ CVtest 1
2: 3 >=
> 4800 F
4: 30 Then Do
64: If (X<=>F) (P89)
- 51 X Loc [ F_Volt 1
2: 4 <
3: 4800 F
4: 30 Then Do
65: Z=X+F (P34)
1: 51 X Loc [
F Volt 1
2: 1200 F
3: 51 Z Loc [
F Volt 1
66: Analog Out (P133)
1: 1 CAO1
2: 51 mV Loc [ F_Volt
1
67: End (P95)
;end 1F 1
68: End (P95)
;end iF 2
69: End (P95)
;end if 3
70: End (P95)
;end ifF 4
;This should increase the dilution

and wait to see

if the

;action is effective

;Red

uce dilution if CO2 is over

diluted for sample 1



71: 1T (X<=>F) (P89)

: 65 X Loc [ time_cyc2 ]
2: 3 >=
1 2.25 F
- 30 Then Do
72: 1T (X<=>F) (P89)
65 X Loc [ time_cyc2 ]
: 4 <
3: 6 F
- 30 Then Do
73: 1T (X<=>F) (P89)
1: 47 X Loc [ CVtest 1
-4 <
3: 500 F
: 30 Then Do
74: 1T (X<=>F) (P89)
1: 51 X Loc [ F_Volt 1
2: 3 >=
: 1200 F
- 30 Then Do
75: Z=X+F (P34)
1: 51 X Loc [
F Volt 1
2: -1200 F
3: 51 Z Loc [
F_Volt 1
76: Analog Out (P133)
1: 1 CAO1
2: 51 mV Loc [ F_Volt
1
77: End (P95)
;end 1F 1
78: End (P95)
;end if 2
79: End (P95)
;end 1f 3
80: End (P95)
;end if 4

;This should decrease the dilution
and wait to see if the
;action i1s effective

81: Do (P86)
1: 10 Set Output Flag High
(Flag 0)

;End Table 2

*Table 3 Subroutines

1: Beginning of Subroutine (P85)
1: 01 Subroutine 1
;Initialize SDM arrays to zero

2: Z=F x 10~™n (P30)

1: 0.0 F
: 00 n, Exponent of 10
3: 10 Z Loc [ SDM1P_1 ]
3: Z=F x 10~™n (P30)
: 0.0 F
2: 00 n, Exponent of 10
3: 11 Z Loc [ SDM1P_2 ]
: Z=F x 10”™n (P30)
1: 0.0 F
2: 00 n, Exponent of 10
3: 12 Z Loc [ SDM1P_3 ]
5: Z=F x 10™n (P30)
: 0.0 F
- 00 n, Exponent of 10
3: 13 Z Loc [ SDM1P_4 ]
: Z=F x 10”™n (P30)
: 0.0 F
2: 00 n, Exponent of 10
3: 14 Z Loc [ SDM1IP_5 ]
: Z=F x 10”™n (P30)
1: 0.0 F
- 00 n, Exponent of 10
3: 15 Z Loc [ SDM1P_6 ]
8: Z=F x 10”™n (P30)
: 0.0 F
- 00 n, Exponent of 10
3: 16 Z Loc [ SDM1P_7 ]
: Z=F x 10”™n (P30)
1: 0.0 F
2: 00 n, Exponent of 10
3: 17 Z Loc [ SDM1P_8 ]
10: Z=F x 10~n (P30)
1: 0.0 F
- 00 n, Exponent of 10

3: 18 Z Loc [ SDM1IP_9 ]



Z=F
0.0
00
19

Z=F
0.0
00
20

Z=F
0.0
00
21

0.0
00
22

Z=F
0.0
00
23

Z=F
0.0
00
24

0.0
00
25

Z=F
0.0
00
26

Z=F
0.0
00
27

0.0
00
28

Z=F
0.0
00
29

0.0

10™n (P30)
F
n, Exponent of 10
Z Loc [ SDM1P_10

10™n (P30)
F
n, Exponent of 10
Z Loc [ SDM1P_11

10™n (P30)
F
n, Exponent of 10
Z Loc [ SDM1P_12

10™n (P30)
F
n, Exponent of 10
Z Loc [ SDM1P_13

10™n (P30)
F
n, Exponent of 10
Z Loc [ SDM1P_14

10™n (P30)
F
n, Exponent of 10
Z Loc [ SDM1P_15

10~ (P30)
F
n, Exponent of 10
Z Loc [ SDM1P_16

10~ (P30)
F
n, Exponent of 10
Z Loc [ SDM2P_1

10™n (P30)
F
n, Exponent of 10
Z Loc [ SDM2P_2

10™n (P30)
F
n, Exponent of 10
Z Loc [ SDM2P_3

10™n (P30)
F
n, Exponent of 10
Z Loc [ SDM2P_4

10~ (P30)
F

1

A.44

: 30

0.0

Z=F
0.0
00
33

Z=F
0.0
00
34

Z=F
0.0
00
35

Z=F
0.0
00
36

Z=F
0.0
00
37

Z=F
0.0
00
38

Z=F
0.0
00
39

Z=F

00
40

Z=F
0.0
00
41

n, Exponent of 10
Z Loc [ SDM2P_5 1

10”n (P30)
F
n, Exponent of 10
Z Loc [ SDM2P_6 ]

10™n (P30)
F
n, Exponent of 10
Z Loc [ SDM2P_7 1

10™n (P30)
F
n, Exponent of 10
Z Loc [ SDM2P_8 ]

10”n (P30)
F
n, Exponent of 10
Z Loc [ SDM2P_ 9 ]

10”n (P30)
F
n, Exponent of 10
Z Loc [ SDM2P_10 ]

10”n (P30)
F
n, Exponent of 10
Z Loc [ SDM2P_11 ]

10™n (P30)
F
n, Exponent of 10
Z Loc [ SDM2P_12 ]

10™n (P30)
F
n, Exponent of 10
Z Loc [ SDM2P_13 ]

10”n (P30)
F
n, Exponent of 10
Z Loc [ SDM2P_14 ]

10”™n (P30)
F
n, Exponent of 10
Z Loc [ SDM2P_15 1]

10”™n (P30)
F
n, Exponent of 10
Z Loc [ SDM2P_16 ]



34: End (P95)
35: Beginning of Subroutine (P85)
1: 02 Subroutine 2

;Power latch open

36: Z=F x 10™n (P30)
: 0.0 F
2: 00 n, Exponent of 10
3: 40 Z Loc [ SDM2P_15 1]
37: Z=F x 10™n (P30)
-1 F
2: 00 n, Exponent of 10
41 Z Loc [ SDM2P_16 1]
38: End (P95)
39: Beginning of Subroutine (P85)
1: 03 Subroutine 3

;Power latch close

40: Z=F x 10™n (P30)
1: 1 F
2: 00 n, Exponent of 10
3: 40 Z Loc [ SDM2P_15 1]
41: Z=F x 10™n (P30)
1: 0 F
2: 00 n, Exponent of 10
41 Z Loc [ SDM2P_16 1]
42: End (P95)
43: Beginning of Subroutine (P85)
1: 04 Subroutine 4

;valve SS (non-powered)

44: 7Z=F x 10”n (P30)

1: O F

2: 00 n, Exponent of 10

3: 40 Z Loc [ SDM2P_15 1]
45: Z=F x 10”™n (P30)

1: O F

2: 00 n, Exponent of 10

Z Loc [ SDM2P_16 ]

A.45

46: End (P95)
47: Beginning of Subroutine (P85)
1: 05 Subroutine 5

;Initialize SDM arrays to exhaust

48: Z=F x 10™n (P30)
1: 1 F
2: 00 n, Exponent of 10
3: 40 Z Loc [ SDM2P_15 1]
49: Z=F x 10™n (P30)
1: 1 F
: 00 n, Exponent of 10
3: 10 Z Loc [ SDM1P_1 ]
50: Z=F x 10™n (P30)
-1 F
2: 00 n, Exponent of 10
3: 11 Z Loc [ SDM1P_2 ]
51: Z=F x 10™n (P30)
1: 1 F
2: 00 n, Exponent of 10
3: 12 Z Loc [ SDM1P_3 ]
52: Z=F x 10™n (P30)
-1 F
- 00 n, Exponent of 10

3: 13 Z Loc [ SDM1P_4 ]
53: Z=F x 10™n (P30)

-1 F
2: 00 n, Exponent of 10

3: 14 Z Loc [ SDM1IP_5 ]
54: Zz=F x 10~™n (P30)
1: 1 F
- 00 n, Exponent of 10

3: 15 Z Loc [ SDM1P_ 6 ]

55: Z=F x 10~n (P30)

o1 F
- 00 n, Exponent of 10
3: 16 Z Loc [ SDM1P_7 ]
56: Z=F x 10™n (P30)
1: 1 F
2: 00 n, Exponent of 10
3: 17 Z Loc [ SDM1P_8 ]
57: Z=F x 10™n (P30)
1: 1 F
- 00 n, Exponent of 10

3: 18 Z Loc [ SDM1IP_9 ]



58: Z=F
1: 1
2: 00
- 19

59: Z=F

- 00
- 20

60: Z=F

2: 00
3: 21

61: Z=F

2: 00
- 22

62: Z=F

- 00
3: 23

63: Z=F

2: 00
- 24

64: Z=F

- 00
- 25

65: Z=F

- 00
3: 26

66: Z=F

2: 00
- 27

67: Z=F

- 00
3: 28

68: Z=F

2: 00
3: 29

10™n (P30)
F
n, Exponent of 10
Z Loc [ SDM1P_10

10™n (P30)
F
n, Exponent of 10
Z Loc [ SDM1P_11

10™n (P30)
F
n, Exponent of 10
Z Loc [ SDM1P_12

10™n (P30)
F
n, Exponent of 10
Z Loc [ SDM1P_13

10™n (P30)
F
n, Exponent of 10
Z Loc [ SDM1P_14

10™n (P30)
F
n, Exponent of 10
Z Loc [ SDM1P_15

10~ (P30)
F
n, Exponent of 10
Z Loc [ SDM1P_16

10~ (P30)
F
n, Exponent of 10
Z Loc [ SDM2P_1

10™n (P30)
F
n, Exponent of 10
Z Loc [ SDM2P_2

10™n (P30)
F
n, Exponent of 10
Z Loc [ SDM2P_3

10™n (P30)
F
n, Exponent of 10
Z Loc [ SDM2P_4

10~ (P30)
F

1

A.46

2: 00
3: 30

70: Z=F X

2: 00
3: 31

71: Z=F X

2: 00
3: 32

72: Z=F X

2: 00
3: 33

73: Z=F X

2: 00
3: 34

74: Z=F X

2: 00
3: 35

75: Z=F x
-1

2: 00

3: 36

76: End (P

End Program

n, Exponent of 10
Z Loc [ SDM2P_5 1

10”n (P30)
F
n, Exponent of 10
Z Loc [ SDM2P_6 ]

10™n (P30)
F
n, Exponent of 10
Z Loc [ SDM2P_7 1

10™n (P30)
F
n, Exponent of 10
Z Loc [ SDM2P_8 ]

10”n (P30)
F
n, Exponent of 10
Z Loc [ SDM2P_ 9 ]

10”n (P30)
F
n, Exponent of 10
Z Loc [ SDM2P_10 ]

10”n (P30)
F
n, Exponent of 10
Z Loc [ SDM2P_11 ]

95)

-Input Locations-

time_min
time_cycl
CA02
time_add
co2_in
Tin
H20i1n
Pin

O©CoO~NOOUTAWNER

10 SDM1P_1

11 SDM1P_2

152
1135 2

OFRrPO©COURFEF
WW~NNO
WWwNO

319
316



12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
a7
48
49
50
51
52
53
54
55
56
57

SDM1P_3
SDM1P_4
SDM1P_5
SDM1P_6
SDM1P_7
SDM1P_8
SDM1P_9
SDM1P_10
SDM1P_11
SDM1P_12
SDM1P_13
SDM1P_14
SDM1P_15
SDM1P_16
SDM2P_1
SDM2P_2
SDM2P_3
SDM2P_4
SDM2P_5
SDM2P_6
SDM2P_7
SDM2P_8
SDM2P_9
SDM2P_10
SDM2P_11
SDM2P_12
SDM2P_13
SDM2P_14
SDM2P_15
SDM2P_16
c202_1
co2_2
co2_3
co2 4
c202_1in
CVtest
FlowDil
FlowOut
flowsamp
F_Volt
T2in
H220in
P2in
DlLconst

DlLscalar

CO2norm

NNNNNMNNNNMNNNNMNNNNRPRRPRPRPRRPRPRRPRRRR
[l il SO NONONoNoNoNoNo N N NN NN Ne N o Ne) e Neo leo)NerNeorler ie))

(ol ]
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PNWOORFREPNNRFRLRUUIOOOOO
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58 FlowOut2
59 Chamber
60 CO2normhi
61 co2_1
62 co2_2
63 co2_3
64 co2_4
65 time_cyc2 1 76 2
-Program Security-

0]

0

0

-Mode 4-

-Final Storage Area 2-
0

-CR10X ID-

0

-CR10X Power Up-

0

-CR10X Compile Setting-
13

-CR10X RS-232 Setting-
-1

-DLD File Labels-

0

-Final Storage Labels-
0,101,7165
1,Hour_Minute_RTM, 25091
1,Seconds_RTM
2,time_min~1,23897
3,time_cyc2~65,1564

4 ,Chamber~59,4171
5,co02_in~5,4459
6,FlowDil1~48,11467

7 ,FlowOut~49,3149

8, Flowsamp~50,19604
9,DlLscalar~56,4944
10,DlLconst~55,9719
11,C02norm~57,1936
12,FlowOut2~58,29257
13,F Volt~51,22202
14,Tin~6,15552
15,H201n~7,1768
16,Pin~8,9842
17,CA02~3,13983
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Abstract

Spatially resolved deep-UV Raman spectroscopy was applied to solutions of CO, and H,O (or D,0),
which were subject to a temperature gradient in a thermally regulated high-pressure concentric-tube
Raman cell in an attempt to measure a Soret effect in the vicinity of the critical point of CO,. Although
Raman spectra of solutions of CO, dissolved in D,O at 10 MPa and temperatures near the critical point of
CO; had adequate signal-to-noise and spatial resolution to observe a Soret effect with a Soret coefficient
with magnitude of |S¢| > 0.03, no evidence for an effect of this size was obtained for applied temperature
gradients up to 19°C. The presence of 1 M NaCl did not make a difference. In contrast, the concentration
of CO, dissolved in H,O was shown to vary significantly across the temperature gradient when excess
CO, was present, but the results could be explained simply by the variation in CO, solubility over the
temperature range and not to kinetic factors. For mixtures of D,O dissolved in scCO, at 10 MPa and
temperatures close to the critical point of CO,, the Raman peaks for H,O were too weak to measure with
confidence even at the limit of D,O solubility.
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1.0 Introduction

1.1 Overall program objective

Considerable work on flow processes in CO,-water! systems has been done in geothermal reservoir
engineering. However, significant uncertainties remain with respect to mixing processes that occur in
supercritical CO,-water systems, especially in porous media. For the case where supercritical CO, is
injected into a deep saline formation, the important processes to be considered include the following:
(1) forced convective flow around the injection well, (2) dissolution rate of CO, into the brine, and (3)
heat of solution as CO, dissolves into the formation brine.

As CO, dissolves into water, the negative heat of solution consumes approximately 17 kJ/mol at
typical reservoir conditions (Bastelli 1997; White 2002). Also, pipeline supply of CO, will result in cold
CO, reaching the wellhead. Reservoir calculations suggest that temperature gradients on the order of 5 to
10°C cm™ can easily be generated as a result. A temperature gradient induces coupled feedback effects on
the rate of convective mixing in two ways: (1) through changes in physical properties (density, viscosity,
surface tension) and (2) nonlinear thermal diffusion or Soret effects (Kempers 2001; Nejad 2001). The
Soret effect is the tendency of a mixture of two or more components to separate under the influence of a
temperature gradient. The effect is quantified by the Soret coefficient, S, which is derived by considering
Fick’s law under conditions where the flux results from a combination of thermal and concentration
gradients.

Empirical descriptions treat the mass flux associated with a thermal gradient, j+, as
J; =-D;cVT (1)
where Dy is the thermal diffusion coefficient of the diffusing species in the solution, ¢ is the

concentration and T is the temperature. It is considered a separate process from the mass flux associated
with a concentration gradient, j., which is given by

j. =-DVc (2)

where D is the ordinary (mass) diffusion coefficient. Under steady-state conditions, jr = -j., yielding
(Duhr 2006):

Ve =-cS; VT 3)

where St = D+/D and is called the Soret coefficient. In concentrated mixtures, Sy is also a function of
the solute concentration and can even change sign (Kolodner et al. 1988; Slavtchev et al. 1999).

1002—water is the general term for the solutions studied here. Both isotopic forms of water, H,O and D,0, were
used for reasons discussed in the text. For specific experiments, the form of water is called out in the notation, e.g.,
CO,-D,0.



Because of rapid changes in thermochemical properties near critical points (Zhang 2002) and based
on independent measurements of supercritical CO, fluids (Swinney 1968), Soret effects have been
predicted to be strong in near-critical liquids (Kempers 2001). The primary objective of the Fundamental
Studies Task of Zero Emissions Research and Technology (ZERT) was to use laser Raman spectroscopy
to study the Soret effect in CO,-water mixtures across a temperature gradient near the critical point of
CO,. The proposed approach is based on other optical studies of the phenomenon (Xu 2003; Duhr 2006;
Ning 2006; Koniger 2010 ) and the recognition that Raman spectroscopy is very sensitive to both H,O
and CO, under both subcritical and supercritical conditions (Cabaco 2007, 2010a, 2010b). Two specific
goals of the Task were (1) to determine whether the technique can be used to substantiate thermal
diffusion in CO,-water mixtures and, if so, (2) to quantify the Soret effect as a function of conditions.

1.2 Summary of ZERT I results

In ZERT 1, a specially designed high-pressure Raman cell suitable for supercritical studies with an
imposed temperature gradient, specifically a 10-20°C temperature gradient across an optical window
through which Raman measurements could be acquired as a function of position, was built and applied to
CO,-water mixtures over a range of experimental conditions. Results were inconclusive over the range of
conditions studied. In particular, even though variations in composition (CO, in H,O) were measured
between the two temperatures across the cell, the magnitude of the variations was very small. Soret
coefficients calculated from this data were on the order of 10, several orders of magnitude less than
expected from published values of the ordinary and thermal diffusion coefficients of the components (Xu
2003; Amirkhanov 1987; Swinney 1968).

The surprisingly small values of St were attributed to two experimental difficulties. The first involved
the design of the Raman cell, which appeared to offer insufficient thermal management under the imposed
temperature gradient. The large size of the cell and its windows were speculated to induce convection
currents that interfered with the measurements by evening out the concentrations across the cell. The
second problem related to the range of compositions of the mixtures that were “accessible” in the study.
The solubility of H,0 in scCO; is too low (mole fraction ~ 10”®) to obtain Raman spectra with sufficient
S/N for quantitative measurements. On the other hand, CO, dissolves in liquid H,O to a degree that is an
order of magnitude higher under similar pressure and temperature conditions. Research under ZERT Il
addressed these difficulties as follows: (1) a new Raman cell was designed and built with a smaller
volume, better spatial resolution, and improved thermal management through the use of temperature-
controlled windows, and (2) measurements were largely confined to the system “CO, dissolved in water”
under conditions where CO; is either liquid or a supercritical fluid.

1.3 Justification and description of approach for ZERT Il

The Raman cell in ZERT Il consisted of a set of three concentric tubes. The CO,-water mixture was
contained in the annulus (white region in Figure 1) between a tube of transparent sapphire on the outside,
which also served part of the optical window, and an inner tube of stainless steel on the other.
Temperature-controlled water circulated through the outer annulus between the sapphire tube and an outer
tube of transparent quartz (blue region in Figure 1) and also through the inner stainless steel tube (red
region in Figure 1). With the two water streams held at two different temperatures by external
temperature controllers, a temperature gradient was established across the inner annulus containing the



CO,-water mixture. A simplified schematic of this Raman cell and the scattering configuration is shown
in Figure 1.

Raman
Microscope

Recirculated
Water at

T(outside)
Recirculated sc-CQO,/H,0O

Water at
T{inside)

Figure 1. Simplified schematic of concentric-tube Raman cell.

A high-resolution UV-Raman microscope system was used to make the measurements in this study.
The beam was focused within the bulk of a static CO,-water solution contained in the inner annulus of the
concentric-tube cell, positioned directly under the Raman microscope. As describe above, the central
stainless steel tube and the outer annulus contained water at near-ambient pressure circulated between two
thermostatically controlled temperature baths, separated in temperature by the desired gradient for the
Soret study. The result was a temperature gradient imposed across the solution in the inner annulus
without the presence of thermally unregulated windows. Thermal regulation of the windows is one of
the features that distinguished this design from that of the cell employed in ZERT I. The optical window
consisted of the outer quartz tube, the circulating water circulating through the outer annulus, and the
sapphire tube containing the CO,-water solution.

Using the microscope, Raman spectra were collected as a function of depth, or distance between the
thermally controlled walls of the inner annulus containing the CO,-water solution. From these
measurements, composition profiles (based on spectral features from CO, and water) within the solution
and across the inner annulus were determined and, from the imposed temperature gradient, the occurrence
and magnitude of the Soret effect was determined.

The depth resolution of Raman microscopes have improved significantly over the past few years,
particularly with the advent of UV-Raman spectroscopy. PNNL recently acquired a Horiba Jobin Yvon
LabRAM HR high-resolution UV-Raman system that was considered suitable for these measurements.
This instrument, which has all reflective optics providing excellent quality Raman spectra with minimal
signal distortion and resolution of +/- 2 cm™, also has distinct advantages in depth profiling. Studies on
polished Si have demonstrated (Horiba Jobin Yvon Raman Application Note 2011) depth resolution of a
fraction of a micrometer is achievable, depending on the excitation wavelength (shorter is better and our
system uses deep-UV excitation at 244 nm), the characteristics of the material under study and the
configuration of the optics, especially the size of the pinhole used for confocal measurements. In these
measurements where a larger pinhole was required to achieve acceptable signal strength, we estimated a
sampling volume (taken as spherical) with a diameter of about 500 um. Although significantly poorer
than anticipated, this depth-resolution was more than adequate to obtain several Raman spectra as a
function of reasonable distinct distances between the two temperature reservoirs.



2.0 Experimental Procedure

2.1 Concentric-tube Raman cell design

The Raman cell used in these experiments was designed to withstand pressures of 10 MPa at
temperatures up to about 45°C. This allowed measurements to be obtained on mixtures of CO, and water
at 10 MPa (above the critical pressure of CO,, 7.38 MPa) and temperatures in the regions below and
above the critical temperature of CO, (31.04°C). The cell consisted of three concentric tubes: an outer
tube made of quartz, a middle tube of sapphire and an inner tube of 316 stainless steel. A diagram of the
configuration with dimensions of the components is given in Figure 2.

- Microscope Objective

1.5 mm

Quartz

T(o utsi‘F\\

Sapphire

1.4 mm

J.4mm

scCO, + 0,0

Figure 2. Concentric-tube Raman cell in cross-section showing thicknesses of the tubes and the annuli.

The steel tube in the center (gray in Figure 2) was used to carry constant temperature water (red in
Figure 2), at T(inside), controlled by a Julabo (Vista, California) F12ED Refrigerated/Heating Circulator.
The outer annulus with an outer wall of quartz (green in Figure 2) and an inner wall of sapphire (tan in
Figure 2) contained water (blue in Figure 2) controlled at the second temperature T(outside) set with a
separate Julabo circulator. The inner annulus contained the static mixture of CO, and water. It had an
inner wall of steel (controlled at T(inside)) and an outer wall of sapphire (controlled at T(outside)). The
dimensions of the sapphire tube were those required to withstand pressures up to 10 MPa and
temperatures to 45°C. Pressure testing of the system was performed with water and nitrogen gas prior to
the experiments to establish compatibility of this design with the test conditions.

In each measurement, the laser beam was imaged at different positions within the inner annulus
containing the CO,-water mixture. In this configuration, there were three components of the optical
windows: (1) the outer quartz tube, (2) the thermally regulated H,O circulating in the outer annulus, and
(3) the sapphire tube. Since one of these components was H,O, it was necessary to modify the procedure
so that water in the inner annulus could be distinguished spectroscopically from water in the window.
Consequently, D,O was used in place of H,O in most of the mixtures under study (i.e., in the inner



annulus). Figure 3 shows the spectra of H,O and D,0 in the spectral region under study. Positions of the
principal peaks of CO, (the Fermi dyad) are also shown to illustrate that all of the key peaks of these three
Raman-active components (CO,, D,0O, and H,0O) can be distinguished when all are present together.
Sapphire also gave rise to distinct Raman bands that, with the one exception discussed below, are also
sufficiently spaced from the peaks of the solution components to be unambiguous.
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Figure 3. Comparisons of the UV-Raman spectra of H,O and D,0, at room temperature and atmospheric
pressure, with the principal peaks of CO, (Fermi dyad) also shown.

The sapphire tube was purchased from Saint-Gobain (Hiram, Ohio) in a 6-inch length, machined
slightly at the ends, and capped with specialized Swagelok (Solon, Ohio) 316 stainless steel fittings at the
ends using Viton seals. The specialized fittings allowed a length of ¥ inch outside diameter. stainless
steel tubing to be inserted through the center of the sapphire tube (used for carrying one of the circulated
water streams) and also accommodated a section of stainless steel tubing at 90° to the sapphire tube (used
for filling/emptying the cell with the CO,-water solution). Approximately 1 inch at each end of the
sapphire tube was retained within the fittings, leaving approximately 10 cm exposed for imaging and
spectral study. A wider-diameter quartz tube was used as the container for the outer circulated water
stream. It was equipped with quartz-tube side ports (for connecting to the circulator) and was sealed to the
sapphire tube at the ends with epoxy. Remaining cell parts included 316 stainless steel fittings, valves and
tubing purchased from Swagelok Inc. as well as a Cecomp Electronics (Libertyville, Illinois) digital
pressure gauge, assembled as shown in Figure 4. An ISCO Inc. (Lincoln, Nebraska) 1000D pump was
used to pressurize the cell with the CO,-water mixtures. The cell assembly was mounted on a floating
optical table using position-adjustable Newport Inc. (Irvine, California) stages to provide stability and
facilitate alignment of the laser beam on the sample. Lexan blast shields were incorporated for safety. A
photograph of the assembled cell (positioned under the UV-Raman microscope) is shown in Figure 5. The
volume of the cell and all tubing leading from (but not including) the pump and to a Tescom (Elk River,
Minnesota) back pressure regulator, used to control back pressure and empty the cell, was approximately
70 mL. The D,0O used in the study was 99.9% pure and obtained from Sigma-Chemical Company (St.
Louis, Missouri), while the CO, gas was 99.99% pure and purchased from Polar Cryogenics (Portland,
Oregon).
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Figure 4. Schematic of the concentric-tube Raman cell within its assembly.

UV-Raman
- Microscope
Objective

15€0,+D,0
Feed/Purge

Figure 5. Photograph of the concentric-tube Raman cell assembly positioned under the UV-Raman
spectrometer microscope objective.

To minimize specular reflection and elastic scattering from the stainless steel tube (both are potential
interferences in Raman spectroscopy), the stainless steel tube was coated with black oxide using a
proprietary method similar to “bluing.” The resulting coating, consisting of transition metal oxides, was
black and gave no significant Raman spectrum in the region of interest. Figure 6 illustrates the degree to
which specular reflection was attenuated by the coating.



Figure 6. Images of the reflected laser light from the stainless steel tube in the center of the Raman cell,
(a) with the incident light focus on the bare steel, (b) with the incident light focused on the steel with a
high-temperature air-formed film (held at 600°C overnight), and (c) with the incident light focused on a
“blued” steel surface.

2.2 UV-Raman spectrometer

Raman spectra were collected using a Horiba JY (Edison, New Jersey) LabRAM HR (high-
resolution) Raman (confocal) microscope system. With a focal length of 0.8 m and dual gratings with
groove density of 2400 grooves/mm the instrument can achieve a nominal spectral resolution of 1-2 cm™.
Excitation was provided by the deep-UV 244-nm line of a Lexel (Fremont, California) Model 85-SHG
frequency-doubled Ar* ion laser equipped with a non-linear beta barium borate (BBO) crystal. Laser
power was 25 mW at the source and approximately 1 m\W at the objective. Significant further attenuation
of power is expected through the Raman cell. A 10x UV-compatible microscope objective (numerical
aperture = 0.25) with a working distance of 15 mm was used. The spectrometer pinhole was kept fairly
large, at 400 um, resulting in less-than-optimal depth and lateral resolution. However, laser throughput
was improved with the larger pinhole, giving acceptable band intensities when collected with an exposure
time of 500 s. The spectral range was restricted to Raman shift above 450 cm™. Measurements at lower
frequencies were not possible because of the presence of a factory-installed edge filter for eliminating the
exciting line. Spectral analysis, including curve fitting, was performed using Thermo Scientific (Waltham,
Massachusetts) Grams/32 Al software. Any curve fitting used the Levenburg-Marquardt non-linear peak
fitting method (Levenberg 1944) with baseline correction to remove background from Rayleigh scattering
or fluorescence. A photograph of the spectrometer with a cell positioned for data collection is given in
Figure 7.
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Figure 7. Photograph of the concentric-tube Raman cell assembly, UV-Raman spectrometer, and
ancillary equipment.

2.3 Typical experiment and variables

The following procedures were used in the collection of spectra in most of the experiments:

The pump, then cell, were filled with pure D,O under ambient conditions and pressurized to the
pressure of the experiment, 10 MPa. The cell was then valved off from the ISCO pump.

The pump pressure was reduced to the pressure of the CO, cylinder and the volume of D,O remaining
in the pump was noted. A volume of CO, gas at this pressure (approximately 5.8 MPa) was then
added to the pump to give the required concentration of CO, in the final test mixture. Following this,
the pump was sealed off from the CO, cylinder and the pump pressure increased to 10 MPa. To help
mix the CO, and D0, the pressure in the pump was dropped back to 5.8 MPa and then returned to 10
MPa, and this procedure was repeated approximately five times.

The mixture in the pump was allowed to sit overnight so the CO, could dissolve in the D,O at 10
MPa. During this time, the cell itself still contained pure D,0O at 10 MPa.

On the following day, the valve between the pump and cell was opened, and the mixture in the pump
was slowly metered into the cell to replace the pure D,O in the cell. The metering was done by slowly
opening and closing the pressure reducing valve at the exit of the cell. The procedure was performed
carefully to minimize any flashing of CO; in the cell. Done properly, the solution in the cell remained
homogeneous with no gas bubbles or liquid CO, separating from solution. (Phase separation was
evident by the appearance of a second phase in the sapphire tube.) After flowing about 150 mL
through the cell, the cell was considered completely charged with the fluid mixture. The pump
remained on and connected to the cell to maintain pressure at 10 MPa throughout the experiment.

The temperature controllers were turned on and thermostated water was circulated through the two
thermal reservoirs at the desired temperatures.



Raman spectra were collected after waiting at least two hours for thermal equilibration.

The Raman spectrometer was first calibrated by focusing on the sapphire tube and using the Raman
bands of sapphire (e.g., the strong sapphire peak at 746 cm™).

The microscope objective was then moved so that the bottom of the sapphire tube was put in visible
focus using an objective suited to visible light. This position was defined as z = 0 um.

The UV objective was then substituted, with its position configured to retain z = 0 um, at the focal
position without further adjustment of the microscope.

Raman spectra were acquired as a function of position across the annulus containing the CO,-D,0
solution. The first measurement was usually obtained at the inside surface of the sapphire tube (z =
0), taken as T = T(outside), or very near to it (z =200 um). Subsequent measurements were usually
made at increments of 200 um from this position (here reported as positive values of z) and toward
the stainless steel tube (shown to be at z = 2000 um, as discussed below), where T = T(inside).
Because of optical and cell geometry constrains, no independent temperature measurements could be
made at the exact positions from where the spectra were acquired. However, calculations predicted
that minimal temperature drop occurred across the sapphire and the stainless steel tubes, so the
assumption of thermal equilibration between the temperature reservoirs and fluidat z=0and z =
2000 pwm was considered valid.

Immediately after collecting Raman spectra in the increasing-z direction, a series of spectra were
collected in the decreasing-z direction ending up at the position z = 0, or close to it.

Some experiments employed special procedures as follows:

To lower the possibility of condensation of water vapor on the outside of the cell, T(outside) was
usually kept higher than T(inside). Some experiments used T(inside) greater than T(outside) to make
sure that there was no unexpected effect of the direction of the thermal gradient.

A series of experiments were performed with T(outside) = T(inside) to account for the possibility of
any spectral variations across the annulus in the absence of an applied temperature gradient.

A series of experiments were performed with the outer quartz jacket removed. This permitted the use
of CO,-H,0 instead of CO,-D,0O mixtures since there was no spectral interference from the H,O in
the outer thermal reservoir. The configuration had the added advantage of much higher signal-to-
noise since there was no loss of signal by scattering from the quartz, reservoir water, and the
accompanying interfaces. In these experiments, T(outside) was taken at the value measured on the
outside of the sapphire tube with a thermocouple.

A series of experiments (2-position measurements) were performed on a given CO,-D,0 mixture in
which spectra were acquired at two positions (e.g., z = 500 um and 2000 um) with varying
temperature gradients imposed across the cell. T(inside) was held constant while T(outside) was
changed). These experiments provided data on a single mixture over a wider variety of thermal
conditions than those in which more extensive data as a function of z were acquired.

Mixtures of D,0 dissolved in scCO,, instead of CO, dissolved in D,O or H,O, were also performed.
These were considered more challenging for two reasons: (1) the solubility of D,O in scCO, was
about an order of magnitude less than CO, in D,O (mole fraction 10° vs. 10%) under the same
conditions of temperature and pressure (i.e., 10 MPa, and 12°C to 45°C), (2) with mostly scCO,, the



amount of stored energy in the cell increased significantly and, with it, the level of safety concerns.
Nevertheless, experiments of this sort were still conducted to determine if D,O could be detected at
these concentrations (the stronger C-D stretching bands were used in an attempt to compensate for the
lower concentration) and, if so, whether a Soret effect was observed at “the other end” of the phase
diagram of the mixture.

Some experiments used deuterated brine (D,O + 1 M NaCl) instead of pure D,0.

The key variables in this study were:

Position (z) relative to the top of the sapphire tube. Values of z with increments of 200 um were
usually used.

Direction of scan, i.e., either increasing z or decreasing z. In most cases, data were collected in both
directions during the same experiment.

Values of temperature and size of temperature gradient. In most cases, a given experiment spanned
a temperature range below the critical point of CO, (31.04°C) or above it, to avoid the effects of
density fluctuations (on the relative intensities of the Fermi dyad components in CO,) known to occur
at this temperature. A series of two-position experiments were also conducted where the temperature
gradient was changed in increasing increments, while making measurements at only two positions in
the cell.

Direction of temperature gradient, i.e., T(outside) > T(inside) or T(inside) > T(outside).

Concentration of CO, in the mixture (i.e., mole fraction CO, or X(CO,)). In most cases the
concentration was kept below the solubility of CO, in H,O (approximately 0.028 mole fraction under
these conditions). Some experiments were run with H,O saturated with CO,. A few experiments were
also performed with scCO, saturated with D,0 (i.e., X(H,O) ~ 0.003). A solution of CO, dissolved in
brine, D,O + 1 M NaCl, was also tested.

A few experiments were conducted where pressure was varied while holding the temperature values
constant.

10



3.0 Results

3.1 Assessment of Raman cell

3.1.1

Position of the microscope objective vs. focal point of the measurement

During preliminary testing, it became clear that increments in the vertical position of the microscope
objective (denoted by the z value) did not correspond to increments in the position of the focus spot
within the annulus of the cell. This is attributed to refraction of the laser beam through the three
components of the window (quartz tube, water layer, and sapphire tube) between the objective and the
fluid. 1t was estimated by Snell’s law that the major deviation was caused by refraction through the
relatively thick sapphire tube. Calculations indicated that a z value of 3000 um actually corresponded to a
distance of 2000 um within the fluid, and this was born out by experiment. First, when using white light
illumination, visual images of a “surface” were obtained at approximately these two locations (i.e., z=0
and 2000 um). Second, as shown in Figure 8 (for an experiment with X(CO,) = 0.0027, P = 10 MPa, and
T(outside) = T(inside) = 40°C), the total integrated intensity of peaks (from both CO, and D,O) at z=0
um is roughly half its maximum value and the sapphire peaks show a markedly sudden decrease in
intensity. For z > 2000 pum, the total signal drops significantly due to focusing beyond the stainless steel
tube, but does not completely disappear because there is still some out-of-focus Raman scattering.
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Figure 8. Total Raman scattering signal strength (from both CO, and D,0) as a function of the position
of the objective (z value). In relationship to position within the annulus, z = 0 um corresponds to the
inside surface of the sapphire tube, whereas z = 2000 um is near the outside surface of the stainless steel
tube. The photographs are white-light images at these two positions. Circles around each point indicate

the approximate sampling volumes.

In each experiment, Raman spectra were acquired between z = 0 and z = 2000 um (pink region in
Figure 8), usually at increments of z = 200 um. Given that width of the annulus was 3.4 mm, that the
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range of z-values relevant to the annulus was 2000 um, and also that the relationship between the two
scales is probably non-linear, it was difficult to correlate exactly the position of the focused beam with the
z value. However, the important variable in this study was temperature and not position. For this reason,
we took the following approach in our analysis: (1) the spectrum corresponding to T(outside) was taken
as the spectrum at z = 0 um; (2) the spectrum corresponding to T(inside) was taken as the spectrum at z =
2000 pum; and (3) the spectra for positions with z between 0 and 2000 um (pink region in Figure 8) were
deemed to vary continuously between these two limits. To estimate the Soret coefficient, we used the
spectra at the end points. If spectra at these positions could not be obtained directly, they were determined
by extrapolation from the observed variations in the spectra within the annulus.

3.1.2 Estimate of sampling volume

Figure 8 also illustrates the effects of the two principal causes of signal attenuation in the Raman cell.
The first was important for z values between 0 and 500 um, where the Raman scattered signal was
“diluted” by the contribution of the sapphire tube. Peaks from the sapphire (including the very strong one
at 746 cm™) were still strong in this region due to contribution from significant out-of-focus scattering. At
positions greater than 500 um, almost all of the signal came from the fluid. The results not only explain
the loss of signal near the sapphire tube, but help establish an approximate volume from which most of
the scattering occurred. In the present case, the volume (approximated by a sphere) had a likely diameter
of about 500 um (or about 25% of the annulus distance). This suggests that increments less than z = 500
um exhibit marked overlap of scattered signals. Since the total thickness of the annulus is 2000 um, about
4 unique measurements were therefore possible across it, sufficient for a reasonably good estimate of a
significant gradient in any of the spectral parameters. To illustrate this, a circle with a diameter of 500 um
is drawn around each data point in Figure 8. Even though the circles overlap, there is “enough z”
represented to capture the variation across the annulus. The same could be argued for individual spectra
collected at these positions.

For z values greater than about 500 um but less than 2000 um, the total signal strength again
decreases. This is attributed to additional scattering of the Raman light as it returns to the objective from
positions deep within the sample. The deeper the focal point, the more significant the losses will be from
this phenomenon.

Finally, it is important to note that any changes in the ratios of individual band intensities (e.g., CO;
band relative to D,O band) arising from variation in composition of the mixture across the annulus should
be unaffected by variations in the total Raman scattering signal. Consequently, the only effect that
variations in the total spectral intensity will have on determining Soret coefficient is with regard to signal-
to-noise. A smaller total scattering intensity, in most cases, resulted in a smaller signal-to-noise and a
greater uncertainty in measured or calculated spectral parameters.

3.2 Raman spectra

3.2.1  Experiments on D,O containing CO, below saturation

Raman spectra were obtained as a function of distance (related to the z value) across annulus
containing the CO, + D,O mixture with concentrations of CO, in D,0O below its solubility value. For the
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conditions of this study, this value corresponds to X(CO,), approximately 0.028. The specific
compositions studied in this work were X(CO,) equal to 0.0014, 0.0027, and 0.0054, corresponding to
approximately 5%, 11%, and 22% of saturation. Spectra are shown in Figures 9 and 10 as a function of
the z value X(CO,) = 0.0054, and 0.0027, respectively, and with two different temperature gradients. The
results for 0.0014 showed similar trends but the CO, peaks were extremely weak. Spectra were also
collected with different temperatures and temperature gradients applied. Generally, for a given
experiment, the temperature gradient was maintained on one or the other side of the critical temperature,
31.1°C. For measurements below the critical point, the reservoir temperatures were 30°C and 12°C
(clathrates form below 12°C); for measurements above the critical point, the temperature reservoirs were
at 33°C and 45°C (the approximate upper limit for the cell). Spectra shown in Figures 9 and 10 are for
one of the temperature gradients for each composition. Results for other temperature gradients showed the
same results. Spectra collected upon increasing the z value are shown, although spectra for decreasing z,
with all other conditions the same, were essentially identical.
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Figure 9. UV-Raman spectra as a function of position within the annulus (in terms of the microscope

position, z), with X(CO,) = 0.0054, T(inside) = 12°C and T(outside) = 30°C. Higher temperature is
outside. The spectra were acquired in the direction of increasing z. CO,is a liquid under these conditions.
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Figure 10. UV-Raman spectra as a function of position within the annulus (in terms of the microscope
position, z), with X(CO,) = 0.0027, T(inside) = 45°C and T(outside) = 33°C. The higher temperature is
inside. The spectra were acquired in the direction of increasing z. CO, is supercritical under these
conditions.

Each spectrum in Figures 9 and 10 contains three bands of interest: the two peaks corresponding to
the Fermi dyad of CO,, positioned at approximately 1273 and 1377 cm™, respectively, and the band at
1203 cm™ from the bending mode of D,0. The band positions are a little lower than those indicated in
Figure 3 for neat compounds, especially the Fermi dyad of CO,. The variance, which was reproducible
for all mixtures with concentrations of CO, below saturation, was surprising and its cause unknown at this
time. However, as discussed later in this report, the peak frequencies from mixtures with high scCO,
concentrations are closer to the values in Figure 3, suggesting the likely explanation involves molecular
interactions, arguably different for CO, surrounded by other CO, molecules (at high CO, concentration)
and CO, surrounded by water molecules (at low CO, concentration).

A band at approximately 1350 cm™ also appears in the spectra for measurements taken close to the
sapphire tube (small z). The Raman spectrum of sapphire does not normally have a peak at this frequency,
however no published spectra of sapphire with UV excitation have been previously reported, to our
knowledge. It is possible that the peak is due to sapphire, observed here because of resonant enhancement
in the UV. Another possibility is that it arises from a carbon impurity associated with the surface of the
sapphire. Amorphous carbon has a strong peak due to sp? carbon (C-C stretch) at approximately
1360 cm™. Regardless of the cause, this peak appears to be associated with the surface of the sapphire and
is disregarded in this study. Another observation that may be of fundamental significance, but is not
addressed further in this study, is the apparent asymmetry of some of the peaks, particularly the stronger
Fermi dyad component at 1377 cm™, in spectra of mixtures where the CO, peaks are weak relative to D,O
(see Figure 10). This characteristic of the Fermi dyad probably relates to molecular interactions and how
they change with concentration, particularly when CO, concentrations are low. Similar to the effect on
peak frequencies, reported above, a definitive explanation of the band shape is not forthcoming from this
study, nor is it within its scope.
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The primary objective of this study was to determine whether changes in the Raman spectra occur as
a function of position across the annulus when a temperature gradient is applied. As indicated by Figures
9 and 10, the spectra exhibit no obvious changes as a function of position (other than overall intensity
changes and changes related to the contribution from extraneous bands) for a given solution
composition. This is the first qualitative evidence that a Soret effect is not inordinately pronounced for
solutions studied in this work.

Several characteristics of the spectra, including relative peak areas, intensities and band shapes, were
scrutinized quantitatively and none showed significant change across the annulus. Figure 11, for example,
shows the variation of the ratio of the intensity of the strongest peak in the Fermi dyad of CO, (1377 cm™)
to the intensity of the peak due to D,O (1203 cm™) for solutions with X(CO,) = 0.0014 and 0.0027.
Figure 12 shows the variation in the same ratio for solutions with X(CO,) = 0.0054. Data for several
temperature gradients are shown, as are data from experiments with increasing-z and decreasing-z, and
with the gradient imposed in two directions (higher temperature inside and outside). The results all point
to the same conclusion: regardless of the way the experiment was performed, there was no significant
variation of the intensity ratio across the annulus for a given value of X(CO,). (Variation of the ratio with
the X(CO,) value of each experiment is discussed later in this report.) Uncertainties were taken as twice
the standard deviation of the intensity of peaks calculated from the curve fits. Note that the uncertainties
are much greater for small z. This is due to the relative weakness of the bands in spectra acquired at these
locations, as well as the need to subtract a correspondingly larger background with stronger extraneous
bands (i.e., from the sapphire tube) in determining the CO, and D,O peak intensities.
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Figure 11. CO,/D,0 peak intensity ratio calculated from the Raman spectra as a function of position for
X(CO,) =0.0014 and 0.0027, with different temperature gradients and direction of scan.
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Figure 12. CO,/D,0 peak intensity ratio calculated from the Raman spectra as a function of position for
X(CO,) =0.0054, T(outside) = 30°C and T(inside) = 12°C, in both increasing- and decreasing-z
directions.

Spectra as a function of z were also acquired in a series of experiments where the same temperature
was imposed on both sides of the annulus, i.e., T(outside) = T(inside). Results from two of these studies,
at 23°C and 40°C, are shown in Figure 13. The intended purpose of these “isothermal” measurements was
to address questions that might arise in the event the relative Raman intensities showed a significant and
reproducible trend as a function of position within the annulus. In particular, could this variation be due to
something other than the temperature gradient? Given the lack of variation shown in Figures 11 and 12,
the results in Figure 13 are expected, and therefore, somewhat academic. They also show no significant
difference in the Raman intensity ratio as a function of position across the annulus.
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Figure 13. CO,/D,0 peak intensity ratio calculated from the Raman spectra as a function of position for
X(CO,) =0.0027 with T(outside) = T(inside) at 32°C and 40°C. Spectra were collected in the direction of
increasing z.
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As a further confirmation of the lack of significant variation in the relative Raman intensities across
the annulus, a series of “2-point temperature ramps” were performed. In this study, Raman spectra of a
CO,-D,0 mixture were obtained at only two positions (z values) within the annulus containing a given
solution but using different temperature gradients. For the data in Figure 14, T(outside) was held at 45°C
and T(inside) was varied as indicated. A Raman spectrum was acquired at the two positions for each
gradient, after allowing sufficient time (about 2 hours) for thermal equilibration. The spectra shown in the
figure were background-adjusted and intensity-normalized so the D,O peak overlapped for measurements
at the two positions (different color correspond to the different temperature gradients and positions).
Inspection of the CO, peaks under these conditions indicates no significant change in the spectra results
from changing the temperature gradient over a significant range of values, other than the single case (red
spectrum in Figure 14) that appears to have a slightly smaller background toward higher frequencies. The
results are consistent with the spectra in Figures 9-13 that showed no significant variation in the relative
intensities of the CO, and D,0 peaks across the annulus.
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Figure 14. UV-Raman spectra at two positions within the annulus with X(CO,) = 0.0027 and T(outside)
= T(0 pum) = 45°C and with varying T(inside). Spectra are shown for T(inside) = T(2000 um) = 45°C,
40°C, 35°C, 30°C, 25°C, and 20°C.

3.2.2 Experiments on D,O + 1 M NaCl containing CO; below saturation

Results similar to the aforementioned experiments, but using 1 M NaCl in D,O instead of pure D,0,
are shown in Figure 15. The presence of the NaCl does not appear to make a difference in the response of
the Raman intensity ratios to a temperature gradient imposed across the annulus. Similar to results
without the NaCl, there is no significant change in the intensity ratios.
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Figure 15. CO,/D,0 peak intensity ratio, for solutions containing 1 M NaCl, as a function of position
with X(CO,) = 0.0044, and various temperature gradients. Open symbols are ratios for the same
experiments as the corresponding closed symbols, but were calculated using integrated intensities from
curve fitting results.

3.2.3 Varied pressure study

Raman spectra were also acquired in an experiment with X(CO,) = 0.0027 and temperature held
constant at 40°C (above the critical temperature with no temperature gradient), but where the cell pressure
was changed. The purpose of this experiment was to see if pressure had an effect, independent of
concentration, on the relative intensities of the CO, and D,0 bands. The lowest pressure studied was 1
MPa, where the solubility of CO, in water at 40°C is approximately 0.004. Since X(CO,) = 0.0027, a
single phase was maintained throughout this study and this was confirmed by the absence phase
separation in the cell at any time. Spectra were measured in the center of the cell (z = 1000 um) for each
pressure. The results, shown in Figure 16, indicate that there was no significant variation in the CO,/D,0
intensity ratio with cell pressure, for a single-phase solution, over the range of pressures studied in this
work.
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Figure 16. CO,/D,0 peak intensity ratio, for solution with X(CO,) = 0.0027 and T(inside) = T(outside) =
40°C, as a function of cell pressure.

3.2.4  H,O containing CO; at saturation

Raman spectra as a function of position across the annulus, between T (inside) = 11°C and T(outside)
= 15°C, were also obtained for a solution of H,O saturated with CO, at 10 MPa and the two temperatures,
roughly corresponding to X(CO,) = 0.029 and 0.028, respectively. The results are shown in Figures 17
and 18.
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Figure 17. UV-Raman spectra as a function of position within the annulus (in terms of the microscope

position, z), for H,O saturated with CO,, i.e., X(CO,) ~ 0.028. T(inside) = 11°C and T(outside) = 15°C.

Spectra were acquired in the direction of increasing z. Spectral intensities are normalized with respect to
the H,O peak at 1640 cm-1.
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Figure 18. CO,/( CO, + D,0) peak intensity fraction calculated from the Raman spectra as a function of
position, for H,O saturated with CO,, i.e., X(CO,) ~ 0.028. Results are shown for measurements made
with both increasing and decreasing z. Linear regression in the absence of the two low-z points is shown.

H,O was used instead of D,0O in these studies because they were performed in the absence of the
outer temperature reservoir. T(outside) was controlled by the air temperature and measured with a
thermocouple as equal to 15°C. Unlike the experiments on solutions with lower concentrations of CO,,
these results show a clear trend with changing z. The ratio of intensities of the CO, to H,O peaks
increases in going from the higher temperature side, T(outside) or z = 0 um, to the lower temperature
side, T(inside) = 11°C or z = 2000 um. Because the CO, peaks are so large in this study, it was more
prudent to plot the CO, peak intensity (1389 cm™) in terms of the fraction of total intensity of the H,O
(1640 cm™) + CO, (1389 cm™) peaks, rather than using the CO,/H,0 intensity ratio. The results, shown in
Figure 18, clearly illustrate the significant and consistent trend in the relative size of the CO, peak as
function of position, and therefore temperature, within the annulus. Assuming the relative intensity scales
with concentration, Figure 18 indicates a preferential segregation of CO, to the colder side of the annulus
in this experiment.

3.25 scCO; containing D,O at saturation

Experiments were also performed on the other side of the phase diagram of the CO,-water solution,
i.e., with D,0O dissolved in scCO,. The CO, was the majority species in these studies and was in the
supercritical state. Since the solubility of D,O in scCO, is much lower than CO; in D,0, i.e., X(D,0) =
0.003 compared to X(CO,) = 0.028 to 0.029, under similar conditions, using the C-D stretching mode,
instead of the much weaker bending mode, for quantitative analysis seemed prudent. The results of a
series of measurement across the annulus of one of these studies, with T(outside) = 40°C and T(inside) =
32°C, are shown in Figure 19.
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Figure 19. UV-Raman spectra as a function of position within the annulus for solutions of scCO,
containing D,0 at saturation (i.e., X(D,0) ~ 0.003). T(inside) = 32°C and T(outside) = 40°C.

As expected from the concentration, the CO, Fermi dyad is very strong in these spectra.
Unfortunately, the D,O peaks are also extremely weak. The expected position of the C-D stretching
bands, around 2500 cm™, is illustrated by the spectrum of neat D,O that is also plotted in the figure. It is
difficult to discern even the slightest contribution from these modes to the spectra obtained from the
solution, precluding the determination of the relative intensities of bands from the two components and,
consequently, concentration trends across the annulus.
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4.0 Discussion

4.1 Solutions of CO, in D,O with CO, below saturation

Raman spectra showed no significant variation with respect to the relative intensities and areas of
peaks associated with CO, and D,0 as a function of position within the cell annulus between the two
imposed temperatures, regardless of the concentration of CO,, as long as it was below saturation. The
behavior was obtained independent of the direction of the scan (increasing or decreasing z), the size of the
temperature gradient (between 11°C and 45°C), whether the data was collected below or above the critical
temperature of CO,, the direction of the temperature gradient (higher temperature or colder temperature
on the outside), pressure (up to 10 MPa), or in the presence of 1 M NaCl. These results argue to the
presence of no detectable Soret effect, corresponding to St ~ 0 within the uncertainty of the
measurements.

An estimate of uncertainty in Sy can be obtained by inspection of the uncertainties in the intensity
ratio vs. z-position plots. As illustrated in the case of the study with X(CO, = 0.0014), T(outside, z=0
um) = 30°C and T(inside, z = 2000 um) = 12°C, shown in Figure 20, straight lines are easily drawn to
bracket the error bars in an experiment. We now make use of Equation (3), after rearranging and
integrating between the two temperatures T, = T(outside, z = 0 um) = 30°C and T = T(inside, z = 2000
um) = 12°C where concentrations are ¢, and ¢, respectively:

|n£3j =S, (T-T,)

C

0

(4)

or, in terms of the absolute magnitude of St

1 c
|| —|In| =
S= 7o ”(CJ ©

Applying Equation (5) to the endpoints of the error-bracketing lines in Figure 20 gives an estimate of
the maximum slope of the relationship (assuming linearity) as well as an estimate of the ratio of the
intensities of the CO, and D,0O peaks at T, = T(outside, z =0 um) and T = T(inside, z = 2000 um). Since
the concentration of CO, is always small, the intensity ratios approximate the mole fraction of CO, in
D,0 and can be substituted for the concentrations in Equation (5). Substituting these ratios, 0.124 and
0.210, and the respective temperatures, 30°C and 12°C, gives:

s, 1 |[0210)

n =0.03
V= (12-30) | L 0.125)

(6)

Similar results are obtained from the uncertainty values in the other plots, providing a reasonable
estimate of the minimum absolute value for St than can be measured in these experiments. In conclusion,
the results of this study indicate that
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-0.03 < S; < 0.03 )

If the absolute magnitude of St is smaller than 0.03, it is unlikely that it could be measured using the
experimental approach employed here.
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Figure 20. Re-plot of Figure 11 showing straight lines fitted by eye to limits of error bars of the data for
X(CO,) = 0.0014.

On the other hand, the results indicate that solutions of CO, dissolved in water do not exhibit St
values as large as those determined for some other mixtures near their critical point of one of the
components. Kempers (Kempers 2001) reported values of the thermal diffusion factor, o, significantly
above 10 for mixtures of methane and propane above the critical point of methane. Given that o is
related St in Equation (3) by St ~ o4/T for dilute solutions, similar values of ot in our experiments would
have led to |St| > 0.03 (using an average temperature of 35°C). The sensitivity analysis performed above
indicates that values of St of this magnitude should have been observable with the experimental approach
used here. Consequently, it appears that solutions of CO, dissolved in water solutions do not exhibit the
inordinately large Soret effect of other mixtures under conditions near the critical point of one of the
components. This could be partly attributed to the low concentration of the “supercritical” component
CO, compared to mixtures studied by Kempers where components were present at mole fractions
exceeding 0.1.

4.2 Solutions of H,O saturated with CO,

Figures 17 and 18 seem to suggest the presence of a Soret effect in solutions of H,O containing CO,
above its solubility. The peak intensity parameter related to CO; is clearly smaller close to z = 0 um
(where T = 15°C) than it is near z = 2000 um (where T = 11°C). The slope of the line connecting the two
limiting positions is positive. However, it is important to remember that these experiments were
conducted with excess CO, present. The H,O phase was saturated with CO, at all temperatures and, since
all temperatures were below the critical temperature of CO,, the excess CO, was in the form of a
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secondary liquid phase. For this reason, it seems more likely that the variation in Figures 16 and 17 is due
to the relationship between solubility and temperature (i.e., position), rather than kinetic parameters. To
check this possibility, we compared the fractional variation in concentration with temperature observed in
this experiment with that expected from the variation in solubility.

Using the endpoints of the data in Figure 18, shown again in Figure 21, and substituting intensities for
concentrations as discussed previously,

Ac/c, 1 (c-c,} 1 (I-1 ) 1 (1-0.876
AT T-T,lc ) T-T, 1, J 12-15 1

0
Ac/c,

(8)

~-0.03+£0.01°C™

Performing the same calculate using solubility data for CO, in H,O at 10 MPa between 12°C and
15°C (Spycher 2002) gives

Ac/c, 1 [c-c ) 1 (0001
AT  T-T, ¢ 12 -151 0.028

0
Ac/c,

9)

~-0.01+0.01°C™

A good case is made from the above comparative calculations that the trend in CO, concentrations
within the annulus, in the case of H,O saturated with CO, and excess liquid CO, present, is a simple
consequence of the variation in solubility of CO, as a function of temperature.
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normalized CO5 peak intensity o]

1.0 .
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Figure 21. Re-plot of Figure 17 noting intensity values at z = 0 um and z = 2000 um that were used to
compare the observed variation with temperature to predictions based on solubility.
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4.2 Concentration calibration plots

The final calculations performed in this work concern the values of the relative Raman intensities
measured over the course of several experiments with different mole fraction CO,. Values of the intensity
ratios (for the strongest peak of CO; to the D,0 or H,O peak) were amassed and plotted versus the mole
fraction of CO, in each mixture. Since minimal variation in concentration occurred within the annulus for
experiments where a temperature gradient was applied, the ratios from both isothermal experiments and
experiments with a temperature gradient were all used. The ratios were converted to the fraction of total
intensity associated with CO, (to be slightly more quantitative relative to concentration) and results are
shown in Figure 22.

_ 1.0
= 0.8 CO2 Saturation
g 0.6 {
5
5 04
© e D0 +CO>7
C 02 ;:E — Linear Regression to D20 + CO»
§ o H20+COy
0.0 . ‘ ‘
0.00 0.01 0.02 0.03
Xco2

*Data for XCO, = 0.0044 applies to solutions containing 1M NaCl.

Figure 22. Plot of the fraction of total Raman scattering intensity attributed to CO, versus the mole
fraction of CO; in the mixture as calculated from the quantities used in preparation.

As shown in Figure 22, the CO, intensity fraction scales linearly with the mole fraction of CO, for
concentrations less than about 0.005. When the values for the CO,-saturated solutions are included (at
two temperatures), significant non-linearity is observed. The non-linearity is due to two factors. First, the
CO,-saturated solutions contained H,O instead of D,O and, consequently, the H-O-H bending mode
instead of the D-O-D bending mode was used. Slight differences between the scattering cross sections for
H,0 and D,O may exist. Second, and most important, the CO, Fermi dyad has a significantly greater
scattering cross section than the H-O-H bending mode. The impact of this difference is illustrated by
calculations for the two extreme of CO, concentration as given below:

.
f jr \

co. |

Low concentration of CO,: = = COnNsT. = |
2 e EH;G(HU SH;OIH;G IH;G )

Ceo, Ceo. _ Scodco,

= ~x
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S

) ) co, I Co, 3002 I Co,
High concentration of CO,: ~ =1

Sco, Ico2 + S0 I HO  Sco, Ico2

At low CO, concentrations, the intensity ratio (or fraction) should scale directly with the
concentration. At high CO, concentrations, the ratio will approach unity. Given the relative size of the
scattering coefficients, scoz >> Shoo, the transition to asymptotic behavior (curve approaching unity)
should occur at relatively small CO, concentrations. In this case, the CO, bands come to dominate the
spectra at mole fractions significantly below the saturation concentration.

The alternative calibration plot shown in Figure 23 corroborates the statements made above. In this
figure, the measured intensity ratios were converted to ratios of the mole fractions (CO,/D,0) using the
solubility of CO, in H,O as a single calibration point (i.e., X(CO,) = 0.028). The formula used for the
conversion is shown in the figure, were f is the conversion factor determined from the CO, solubility. The
converted intensities ratios were then plotted against the ratios of concentrations calculated from the
amounts of CO, and D,0O (or H,O) mixed during sample preparation. The resulting plot is near-linear as
expected, with some small deviations near the origin attributed to difficulties in quantitative transfer of
the gas to the pump, assurance of complete dissolution of the CO, in the water during mixing, and the
presence of a systematic uncertainty in the pump volume.

CO,H,0
0.030

Noo, _loo, 4

0.025 { Mpo oo

I
0.020 | wheref:{:C_Duf_ﬂ - 0.0042
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0.015 ;
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0.000 2=

0.000 0.005 0.010 0.015 0.020 0.025 0.030
CO2/D20 Measured
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Figure 23. Plot of the fraction of total Raman scattering intensity attributed to CO, versus the mole
fraction of CO, in the mixture as calculated from the quantities used in preparation.
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