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A. B. Zylstra,1, a) J. A. Frenje,1 F. H. Séguin,1 D. G. Hicks,2 E. Dewald,2 H. Robey,2 J. R. Rygg,2 N. B.
Meezan,2 M. J. Rosenberg,1 H. G. Rinderknecht,1 S. Friedrich,2 R. Bionta,2 R. Olson,3, 4 J. Atherton,2 M.
Barrios,2 P. Bell,2 R. Benedetti,2 L. Berzak Hopkins,2 R. Betti,5 D. Bradley,2 D. Callahan,2 D. Casey,2 G.
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The effects of shock dynamics on compressibility of indirect-drive ignition-scale surrogate implosions, CH
shells filled with D3He gas, have been studied using charged-particle spectroscopy. Spectral measurements of
D3He protons produced at the shock-bang time probe the shock dynamics and in-flight characteristics of an
implosion. The proton shock yield is found to vary by over an order of magnitude. A simple model relates the
observed yield to incipient hot-spot adiabat, suggesting that implosions with rapid radiation-power increase
during the main drive pulse may have a 2× higher hot-spot adiabat, potentially reducing compressibility.
A self-consistent 1-D implosion model was used to infer the areal density (ρR) and the shell center-of-mass
radius (Rcm) from the downshift of the shock-produced D3He protons. The observed ρR at shock-bang
time is substantially higher for implosions where the laser drive is on until near the compression bang time
(‘short-coast’), while longer-coasting implosions have lower ρR. This corresponds to a much larger temporal
difference between the shock- and compression-bang time in the long-coast implosions (∼ 800ps) than in the
short-coast (∼ 400ps); this will be verified with a future direct bang-time diagnostic. This model-inferred
differential bang time contradicts radiation-hydrodynamic simulations, which predict constant 700 − 800ps
differential independent of coasting time; this result is potentially explained by uncertainties in modeling
late-time ablation drive on the capsule. In an ignition experiment, an earlier shock-bang time resulting in an
earlier onset of shell deceleration, potentially reducing compression and thus fuel ρR.

PACS numbers: 52.57.-z, 52.35.Tc, 52.70.Nc

I. INTRODUCTION

In the inertial confinement approach to laboratory
fusion,1,2 substantial compression of the fuel is required
in MJ-scale implosions such as those at the National Igni-
tion Facility (NIF)3. A spherical convergence ratio (ratio
of initial to final radius) of ∼ 35 is necessary to achieve
the conditions required for ignition and energy gain.2

While ignition experiments at the NIF use targets
with cryogenic layers of DT fuel, numerous surrogate
implosions have been conducted where the layer of DT

a)Electronic mail: zylstra@mit.edu

ice is replaced with a surrogate mass of ablator mate-
rial (CH). The hydrodynamics before deceleration are
nearly identical for the cryogenic layered and surrogate
implosions,4 enabling complementary studies and diag-
nostics of implosion dynamics, such as symmetry5,6 and
velocity.7,8 One of the main objectives of using these
surrogate implosions is to characterize the implosion at
various stages to benchmark radiation-hydrodynamics
simulations.4,9–11

In an implosion, a series of spherically converging
shocks are launched with increasing strength. These
shocks eventually coalesce at the capsule’s inner edge
and then converge at the center of the implosion.
The final shock ‘rebounds’ and briefly creates high-ion-
temperature conditions at the center of the implosion.
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FIG. 1: NIF surrogate shot N120408-001-999 (CH shell
with D3He gas, see Fig. 3). (a) Simulated shock

trajectory, visualized as the pressure gradient
|(1/P )dP/dr| where black indicates a higher value. The

shock plot shows the four shocks launched into the
shell, which merge to form the final shock that travels

to the center where it rebounds, increasing the
temperature and density, creating the shock burn at
22.03 ns. The compression bang time is at 22.83ns.

Simulated shock (s) and compression (c) bang times are
indicated by the arrows. (b) Laser pulse (foot before 10

ns not shown). In the drive, the pickets at ∼ 13 and
∼ 16 ns launch the 2nd and 3rd shocks respectively, with

the 4th launched by the rise to peak power.

In the case of surrogate implosions at NIF with a D3He
gas fill, this ion temperature is high enough to produce
energetic protons via the fusion reaction:

D + 3He → α (3.67 MeV) + p (14.7 MeV). (1)

For surrogate implosions at the NIF, this ‘shock burn’
occurs several hundred ps before the main compression
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FIG. 2: Shock trajectory through rebound, shock burn,
and compression phases, for the same simulation as Fig.

1a.

burn, and is approximately concurrent with peak shell
implosion velocity. This is shown for a typical surrogate
implosion in Fig. 1 using the radiation-hydrodynamics
code HYDRA11, where the simulated shock trajectories
for the four launched shocks and final merged shock are
shown in Fig. 1a as contours of the normalized pressure
gradient |(1/P )dP/dr|. The laser pulse is shown in Fig.
1b, a detailed view of the shock dynamics around the
shock-bang time and compression-bang time is shown in
Fig. 2, and the capsule dimensions are shown in Fig. 3.

After the final merged shock rebounds at ∼ 22 ns the
shock burn occurs over ∼ 100 ps, producing energetic
D3He protons (Eq. 1). These escaping protons are used
to probe the in-flight characteristics of the shell at a ra-
dius of ∼ 250µm.

D3He proton spectroscopy is a well-developed tech-
nique for diagnosing inertial fusion implosions12–16 at the
OMEGA laser facility17 and now at the NIF.18,19 A typ-
ical measured D3He proton spectrum is shown in Fig.
4. The protons have been energy downshifted to ∼ 11.5

CH

D3He

30:70

6.3mg/cm3

200μm

1100μm 900μm

FIG. 3: Typical NIF surrogate capsule (see Table II for
more information). The plastic shell (ρ = 1.08 g/cm3) is

filled with 30:70 atomic D and 3He fuel.
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FIG. 4: Sample D3He proton spectrum from NIF shot
N101004-002-999, measured on the equator (DIM 90-78

Wedge Range Filter (WRF) #1) after hohlraum
correction. The D3He average birth energy of 14.7 MeV

is shown by the vertical dashed line. The red dashed
line is a Gaussian fit to the spectrum. Surplus protons

at low energy, ∼ 8− 9 MeV, are due to the onset of
compression burn. More details are given in Appendix

A

MeV from the birth energy of 14.7 MeV. The downshift is
caused by Coulomb collisions with the imploding plasma
electrons20, and the observed downshift can be related to
the implosion areal density (ρR) using a charged-particle
stopping theory21. The shock yield observed (8.7× 107)
is related to the final merged shock strength16,22. The
center-of-mass radius (Rcm) of the imploding shell is in-
ferred in addition to ρR using 1-D modeling discussed in
Section II.

As a probe of the implosion shock dynamics, this tech-
nique is unique in that it probes the strength of the final
merged shock when it hits and rebounds from the center
of the implosion. This measurement is complementary
to the shock-timing measurements of the shock velocity
that use an interferometry technique,23 which has been
highly successful at understanding the shock dynamics in
the shell for radii larger than 600−700µm.24–27 At smaller
radii the interferometry measurements ‘blank’. As a re-
sult, the interferometry measurement would not see any
additional shocks launched later in the implosion after
the blanking, and does not probe the shock dynamics in
the gas, when spherical convergence effects are signifi-
cant; as the shock strength increases with convergence,22

non-hydrodynamic behavior may become important.28,29

The paper is organized as follows: an implosion model
for interpreting the spectral results is presented in Sec-
tion II. Section III gives an overview of the experiments,
Section IV discusses a down-selection of the available
shots, which are analyzed in Section V to study the shock
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FIG. 5: For illustration, modeled D3He proton spectra
at birth (black) downshifted through 64 (red), 83

(green), and 118 (blue) mg/cm2 of ρR are shown. The
downshifts are calculated with a 1-D self-consistent
model. Values of the shell Rcm associated with each

spectrum are also shown.

dynamics, Section VI interprets the results and their rel-
evance to implosion compressibility, and the paper is con-
cluded in Section VII.

II. IMPLOSION MODEL

The D3He protons slow down monotonically as they
traverse any material between the source and spectrom-
eter. The measured proton downshift is directly related
to the implosion ρR at the time of shock burn. This is il-
lustrated in Fig. 5, which shows the birth spectrum plus
modeled spectra for several values of the shell center-
of-mass radius (Rcm) and ρR using the model described
in this section. These values span the typical range at
shock-bang time in NIF implosions.

To relate the measured D3He proton spectrum to the
implosion conditions, a model involving charged-particle
stopping theory21 is required. The simplest 0-D model is
to take a single characteristic plasma composition, den-
sity, and electron temperature from a simulation or an es-
timate, and then use a stopping power theory to calculate
dE/dr. This works well for OMEGA implosions where
the dense shell dominates slowing15, but for ignition-scale
surrogate implosions being conducted at the NIF a sig-
nificant fraction of proton slowing during the shock burn
occurs in the fuel and ablated material. These plasmas
have much lower density and higher temperature than
the dense shell, so a single choice of plasma conditions
cannot accurately describe the entire system.

This necessitates a 1-D self-consistent model, which is
constructed using initial target conditions and assump-
tions about in-flight plasma conditions to specify the den-
sity and temperature profiles of the implosion. As the
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shell converges, the ρR increases and the energy of emit-
ted protons decreases. The shell center-of-mass radius
Rcm is taken as a free parameter, and thus is varied to
obtain ρR(Rcm) with ρR ≡

∫∞
0
ρ(r)dr. Similarly, the

energy of protons escaping the implosion is calculated as
a function of Rcm by

Ep(Rcm) = E0 −
∫ ∞
0

dE

dr
(r,Rcm) dr, (2)

where E0 is the average birth energy of the protons.
The charged-particle stopping power dE/dr depends on
plasma conditions specified by the model and thus on
both r and Rcm. The Li-Petrasso theory21 is used in this
work.

The initial capsule conditions are used as a model in-
put: the shell material, inner and outer radii, and gas
fill (composition and initial pressure). Fig. 3 illustrates
the typical capsule dimensions and gas fill. The model
makes assumptions about the in-flight characteristics of
the implosion, informed by data when available or 1-D
HYDRA11 simulations: temperature in the fuel, shell,
and ablated mass, the thickness30 and mass remaining of
the shell, and an ablated mass profile.

With the initial conditions and in-flight assumptions,
the gas density and ρR scale with Rcm as

ρgas = ρ0,gas

(
Ri

Rcm −∆Rs/2

)3

, (3)

ρRgas = ρgas(Rcm −∆Rs/2), (4)

where ρ0,gas is the initial gas density, Ri is the initial
inner shell radius, and ∆Rs is the in-flight shell thickness.
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FIG. 6: Density profile used in the 1-D model at
Rcm = 250 µm. This center-of-mass shell radius is
typical for NIF shots at shock-bang time. The gas

material is shown in red (8 mg/cm2), the shell is shown
in blue (53 mg/cm2), and the ablated mass is in green

(23 mg/cm2).

Similarly, the shell conditions are given by

ρshell =
Mrem ρ0,shell (R3

o −R3
i )

(Rcm + ∆Rs/2)3 − (Rcm −∆Rs/2)3
, (5)

ρRshell = ρshell∆Rs, (6)

where ρ0,shell is the initial shell density, Mrem is the re-
maining mass fraction, and Ro and Ri are respectively
the initial outer and inner radii of the shell.

The ablated mass profile is specified by

ρ(r) =

{
ρmax × e−(r−r0)/λ if r0 ≤ r ≤ r1
ρmin if r1 ≤ r ≤ r2

, (7)

where r0 = Rcm + ∆Rs/2 is the outer radius of the im-
ploding shell, ρmax and ρmin are the maximum and min-
imum densities of ablated material, and λ is a charac-
teristic scale length in the ablation region. The radius
r1 is determined by requiring continuity of the ablated
mass density profile as described by Eq. 7, and r2 is
determined by conservation of total mass. The values
of ρmax, ρmin, and λ are model assumptions. The areal
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FIG. 7: ρR components (gas, shell, and ablated
material) as a function of Rcm for typical model

parameters. The results are plotted as absolute ρR (a),
and normalized to the total (b).
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FIG. 8: (a) Modeled ρR vs Rcm, (b) Average energy of
emitted protons vs Rcm, and (c) Average energy of

emitted protons vs ρR. The dashed curves indicate the
uncertainties in the modeling. The instrumental lower

cutoffs are shown in (c) by dotted lines at 5 MeV
(pole), and 7− 8 MeV for the equator, increased due to

the energy loss in the hohlraum wall (see Fig. 10).

density of ablated material is

ρRabl =

∫ r2

r0

ρ(r)dr

= ρmaxλ
[
1− e−(r1−r0)/λ

]
+(r2 − r1)ρmin. (8)

An example of the modeled density profile is shown for
Rcm = 250 µm in Fig. 6. The components of ρR, e.g.
Eqs 4, 6, and 8, are calculated as functions of Rcm both
in absolute values of mg/cm2 and also as fractions of the

50 100 150 200

HYDRA ρR (mg/cm2)

50

100

150

200

M
od

el
-in

fe
rr

ed
ρ
R

(m
g/

cm
2
)

100 150 200 250 300 350 400

HYDRA Rcm (µm)

100

150

200

250

300

350

400

M
od

el
-in

fe
rr

ed
R

c
m

(µ
m

)

FIG. 9: Comparison between model-inferred ρR (top)
and Rcm (bottom) using synthetic emitted proton

energies from HYDRA simulations, compared to values
directly extracted from the simulation. Six time

snapshots are used from two simulations: nominal
(blue) and high preheat (red).

total ρR (Fig. 7). The gas and shell ρR depend strongly
on convergence (Eqs 4 and 6) while the ablated material
ρR only increases modestly as Rcm decreases. Thus for
Rcm ∼ 200 − 300µm, the shell ρR will dominate with
60− 70% of the total ρR.

The final result of the model is the relationships be-
tween the three quantities: Rcm, ρR, and emitted pro-
ton energy (Ep). For the typical parameters, the model
produces the curves shown in Fig 8. For completeness
we show the ρR vs Rcm, Ep vs Rcm, and finally the ρR
vs Ep curves. Thus the measured quantity (Ep) can be
converted directly into ρR and Rcm using these relation-
ships.

Each quantity used in the model has an associated er-
ror bar, which is used to calculate the uncertainty in the
inferred quantities. This is done by an in-line sensitivity
analysis to variations in the input quantities. For details
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of the model inputs and uncertainties, see Appendix C.
As the model uncertainties are assumed to be uncorre-
lated, they are added in quadrature. Any uncertainties
in the proton measurement are propagated in quadrature
with the model uncertainties. Uncertainties are shown in
Fig. 8 by the dashed curves.

This model can be validated against radiation-
hydrodynamic simulations using HYDRA. In the sim-
ulation, full profiles of hydrodynamic variables (density
and temperature) are output at several times. The emit-
ted D3He proton energy is then calculated using the full
profiles. The calculated energy is then analyzed with the
model, and the model-inferred values for ρR and Rcm can
be compared to known values directly extracted from the
simulation. This is shown in Fig. 9 for two different sim-
ulations of shot N120408, where six snapshots are used
from each simulation corresponding to varying ρR and
Rcm. The blue points correspond to a nominal simula-
tion, while the red points are a simulation with significant
preheat (changing the implosion trajectory and plasma
conditions in the shell). Typical model error bars are
shown. The chosen times span the typical range of shock
ρR and Rcm observed. The model’s agreement with both
simulations of shot N120408, with significantly different
plasma conditions between the simulations, shows that
the uncertainties used in the model cover the range of ex-
pected variation in plasma conditions. This comparison
shows excellent agreement between the simulation and
model, demonstrating the model’s fidelity as an analysis
tool.
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III. NIF EXPERIMENTS

The compact Wedge Range Filter (WRF) proton
spectrometers18,31,32 have been used at the NIF since
2009. Between 1 and 4 spectrometers are fielded on the
polar (0-0) and equatorial (90-78) diagnostic manipula-
tors (DIMs)33. Each WRF provides a complete spectral
measurement of the D3He protons, from which yield, ρR,
and Rcm are inferred.

WRF proton spectrometers have been used on a to-
tal of 85 surrogate D3He gas-filled indirect-drive im-
plosions on the NIF, forming the basis of this work.
For these experiments, the total laser energy varied in
the range 0.9 − 1.9 MJ, and the peak laser power was
between 243 − 522 TW. Gas-filled Au or depleted U
(DU) hohlraums were used in these experiments. The
hohlraum width was 5.44mm (‘544’ geometry) or 5.75mm
(‘575’ geometry) with varying lengths in the range of
9 − 10mm. Details of the experimental geometry are
conceptually shown in Fig. 10. Spectra measured on the
equator must be corrected for energy loss in the hohlraum
wall, see Appendix B.

The capsules were primarily CH with an outer radius
varying from 1087 to 1169 µm and thickness from 188 to
231 µm. Si and Ge dopants are used within the shell.
The gas fill was typically a 30:70 atomic mixture of D
and 3He at an initial gas density of 6.3 mg/cm3. Each of
these parameters is used in the ρR modeling described in
the previous section (also see Fig. 3).

The complete dataset is shown in Fig. 11. Within a
DIM, multiple WRFs are averaged when available to re-
duce random and statistical errors; the weighted mean
and resulting uncertainty are shown. The measured ρR
is shown in Fig. 11a. The random/statistical errors as-
sociated with the ρR values are dominated by the larger
systematic and model uncertainties (see Sec. II and Ap-
pendix C). Many of the shots have asymmetries between
the pole and equator: these asymmetries are discussed in
a separate publication19. Overall the ρR typically varies
between 70− 110 mg/cm2. The most notable set of out-
liers are the implosions with ρR in the range of 160−170
mg/cm2 measured on DIM 90-78. The distinguishing fea-
ture for these implosions is that they were conducted as
part of a series of low-power short-coast implosions.

The proton shock-yield data for the entire dataset is
shown in Fig. 11b. Only data from the equator (DIM
90-78) is shown. This is because the polar yield data
is affected by transverse electromagnetic field structures
at the LEH, which can cause deflections and thus a re-
duction in the apparent yield observed by the WRFs on
the pole34–36. A significant shot-to-shot yield variation
is observed, i.e. (1− 35)× 107. Fundamentally the large
variability is due to the extreme temperature sensitiv-
ity of the D3He reaction, which makes the shock-proton
yield very sensitive to the final shock strength.16,22

Finally, the inferred shell center-of-mass radius (Rcm)
is shown in Fig. 11c. According to this analysis, the shell
is typically at a radius of 250 − 300 µm at the shock-
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FIG. 11: WRF data for all surrogate implosions. (a) Shock ρR data. When available both polar (DIM 0-0) and
equatorial data (DIM 90-78) are shown. (b) Shock proton yield measured by WRFs on DIM 90-78. (c)

Center-of-mass shell radius (Rcm) plotted as average values for both pole (DIM 0-0) and equator (DIM 90-78).

bang time. In the high ρR cases, the inferred Rcm is
as low as ∼ 190 µm. However, the error bars are large,
typically ±25−30 µm, caused by the model uncertainties
(described in Section II).

IV. DATA DOWN-SELECTION

Due to the large shot-to-shot parameter variations dur-
ing the NIF campaigns, it is necessary to select a subset
of implosions with similar overall conditions for detailed
analysis. We perform this down-selection using the fol-
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∼1ns) conditions or high-power, long-coast (∼ 350TW,

∼2ns) conditions.

lowing criteria:

1. Standard capsules (CH with D3He fill, see Fig. 3)

2. 5.75mm diameter hohlraums

3. WRF data available on both pole and equator

4. Low-adiabat (‘4-shock’) pulse shapes

This reduces the number of shots to 30. Criterion #3 is
required to allow for modeling of the observed ρR asym-
metries (see Fig. 11a and Ref. 19) and determining of
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FIG. 13: Relevant variables of the laser pulse: rise time,
peak power, and coast time. In this case, the rise time

is 2ns, the peak incident power is 300TW, and the
coasting time is 0.9ns (short-coast, while long-coast is
∼2ns). The bang time is indicated by the red line.

average values for ρR and Rcm. Shots selected via these
criteria are used in subsequent analysis and are denoted
in Fig. 11 by square markers.

V. SHOCK DYNAMICS

The shock dynamics of the down-selected set of 30 im-
plosions can now be explored. The observations indicate
that the shock dynamics are most sensitive to the peak
power of the laser drive, the coasting time of the implo-
sion, and the rise time of the main laser pulse, see Fig.
13.

Since the effective drive experienced by the capsule de-
pends on the absorption of the incident laser light and
the effectiveness of conversion to x rays, we add 25TW to
the actual laser power for DU hohlraums to account for
the latter, and then multiply by the observed absorption
fraction to account for the former. The 25TW effective
increase in power is based upon measured enhancements
in radiation temperature when using DU hohlraums37.
This gives an ‘effective peak power’ which is used in this
work. The coasting time of an implosion is defined as
the difference between the end of the laser drive and the
measured compression bang time. The rise times used in
these experiments are discrete, with design values of 1,
2, or 3 ns.

With these definitions, the main observables (average
ρR and shock yield) are plotted versus the effective peak
power, coasting time, and rise time. The data are shown
in Fig. 14. To eliminate the effect of low-mode asymme-
tries observed in these implosions, this analysis uses an
average ρR obtained from a fit to the polar and equato-
rial ρR data (see Appendix D and Ref. 19). The different
rise times used are differentiated by marker color. Fur-
thermore, the hohlraum material is specified by marker
shape: square markers for DU and circular markers for
Au hohlraums.

The distribution of implosion parameters used (peak
power, coast time, and rise time) is illustrated by Fig.
12. With a few exceptions, the experiments fall into two
groups:

1. Low-power (∼ 275−325 TW), short-coast (∼ 1−1.5
ns), slow-rise (3ns)

2. High-power (∼ 325−375 TW), long-coast (∼ 2−2.5
ns), fast-rise (1 or 2 ns)

Since these two groups are diametrically opposed in all
three parameters disentangling their effects requires us-
ing a few select implosions that do not fall into these
groups. For the rise time a set of three implosions was
conducted where only the rise time was varied, signifi-
cantly aiding this interpretation.
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A. Shock yield interpretation

First, the interpretation of the shock-yield data can be
aided by a set of three shots conducted in which only the
rise time was varied. This data is shown in Fig. 15a.
The faster rise pulse shapes clearly create higher shock
yields. This is consistent with the data in Fig. 14f.

Conversely, the coast time (Fig. 14e) has no clear effect
on the shock yield, since short- and long- coast times have
data with both high- and low- shock yield.

For the peak power, the data in Fig. 14d suggests a
trend, where lower peak power creates a weaker shock.
This is intuitive and consistent with the fact that all low
power (. 300 TW) shots have low yield, but at higher
power the shock yield displays significant variation.

We conclude that the faster-rise pulses create shock
yields 2 − 3× higher (Fig 14f and 15) with other vari-
ables constant, and that increasing the peak power may
increase the shock yield. We note that the shock yield
varies by approximately 15× over the dataset, indicating
substantial variation in shock strength.

B. ρR interpretation

Two shots that do not fit into the overall implosion pa-
rameter grouping are essential to understanding the data:
N120409, which was a high-power short-coast shot, and
N130213 which was a low-power long-coast shot. These
two are specifically annotated in Fig. 12 and Fig. 14a-b.

Fig. 14a plots the shock ρR versus effective peak
power. Neglecting the results from shots N120409 and
N130213, the data show an anti-correlated trend be-
tween ρR and peak power. However, shots N120409 and
N130213 clearly suggest that this trend is due to the
preponderance of high-power long-coast and low-power
short-coast implosions. For the coasting, a clear trend
is observed in Fig. 14b, including both N120409 and
N130213 where large coast times generate significantly
lower shock ρR than short-coast implosions.

In Fig. 15 the set of three shots with a controlled
rise time show no change in shock ρR as the rise time
is varied. This demonstrates that the rise time has no
effect on the shock ρR; the apparent trend in Fig. 14c is
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FIG. 15: Shock yield (a) and ρR (b) versus rise time for
a set of three shots where only the rise time was varied.

due to the low coasting times in the 3ns rise implosions.

C. Estimated shock-bang time

The dependence between shock ρR and coast time can
be further investigated. Fundamentally, the ρR is mainly
determined by the shell Rcm at the shock-bang time (see
Section II).

On many of these shots, simultaneous x-ray radio-
graphs of the implosion trajectory were obtained7,8,38,
and from the x-ray radiographs, Rcm(t) is determined
near the shock-bang time. Presently the shock-bang time
is not directly measured, but the combination of the tra-
jectory measurement and WRF-inferred Rcm from shock-
produced protons can be used to estimate the shock-bang
time. This technique is shown in Fig. 16.

From the x-ray data we know the shell velocity at
Rcm = 200 or 300 µm. The absolute timing uncertainty
of the x-ray measurement relative to compression bang
time is ±50 ps. We know that the compression-bang
time uncertainty is typically ±50 ps or better. From
this information, combined with the x-ray and proton
data, a shock-bang time can be determined relative to
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FIG. 16: Rcm versus time before compression-bang time
for shot N120408-001-999. As the shell trajectory
(black) and Rcm (blue) are determined from x-ray

radiography and WRF proton spectroscopy,
respectively, the shock-bang time (red) can be

estimated. Error bars are shown by dashed lines. For
this shot, ∆BT = 0.34± 0.13 ns.

compression-bang time: ∆BT ≡ tshock − tcomp, to re-
move any variation in absolute implosion timing. The
uncertainty in Rcm from this analysis is used to deter-
mine the uncertainty in the shock-bang time in addition
to the uncertainty in timing of the x-ray measurement
and shell velocity.

The shock-bang time is estimated for a set of 14 ex-
periments (a subset of Fig. 14) where x-ray radiography
is available, and shown in Fig. 17. The estimated bang
time difference ranges from ∼ 0.4−0.8 ns. The displayed
error bars represent random (shot-to-shot) uncertainties,
while the larger systematic uncertainty is ±0.11ns.

For this data, a clear trend is shown where the long-
coast implosions have substantially larger differential
bang time (more negative ∆BT ) than the short-coast
shots.

Simulations of ∆BT exist for five of these shots (one
of which, N120408-001-999, was simulated and presented
earlier in Figs. 1 and 2); these simulations are also shown
in Fig. 17. The simulations predict a nearly constant
∆BT of ∼ −(0.7 − 0.8)ns while the data show a clear
trend where long-coast implosions have a larger differen-
tial bang time.

VI. INTERPRETATION

A. Coasting

The data indicate that the shock-bang time occurs ear-
lier relative to the main compression burn in long-coast
implosions than in short-coast implosions. The interpre-
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FIG. 17: (a) Estimated difference in time between
shock and compression bang, contrasted to simulations,

for 2DConA (square) and ConA (round) implosions,
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agreement between the two experimental platforms.
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systematic uncertainty. (b) ρR data for the same shots

versus coast time. Higher ρR corresponds to higher
convergence and thus smaller ∆BT .

tation of this observation is that the imploding shell is at
a larger radius (Rcm) during the shock bang for the long-
coast implosions. This means that the final rebounding
shock, which creates the shock bang, is either faster rela-
tive to the implosion velocity or launched earlier for the
long-coast pulses.

The shock transit time in the gas (after break-out from
the shell) is ∼ 4ns according to HYDRA simulations (see
Fig. 1a). This can also be estimated using simple mod-
els. For example, using the Hugoniot conditions, a shock
launched by 100 MBar of pressure at the ablation front
propagates through the pre-compressed shell in approxi-
mately 450ps. This shock propagates through the density
discontinuity at the inner surface of the shell39 and spher-
ically converges as a Guderley shock22 through the initial
gas, which takes an additional ∼ 4.1 ns. However, at the
time when the shock is launched into the gas, the sound
speed in the shell c =

√
γP/ρ is quite low. For an ideal

gas at 100MBar pressure and density of ρ = 20 g/cc, the
speed of sound is only ∼ 30 µm/ns (in the frame of the
imploding shell). But since the inward shell fluid velocity

at shock breakout is ∼ 60 µm/ns and the shock velocity
in the lab frame is ∼ 150 µm/ns, the shock is already
effectively decoupled from the driving piston of the abla-
tion front. The coasting dynamics happen later in time
and thus cannot directly affect the shock strength in this
scenario.

The late-time drive will affect the implosion (shell) tra-
jectory. If the implosion comes in late relative to the
shock, the bang-time differential will increase. This could
occur, for instance, due to in-flight decompression and de-
celeration of the shell if the ablation pressure decreases
while the shell is still at a large radius. Since the data
and simulations are discrepant for the short-coast implo-
sions, this suggests that the late-time drive (during the
last ns) is not well modeled in the simulation. This could
be related to the drive degradation multipliers40 not ac-
curately reflecting the late-time drive, an uncertainty in
radiation transport through the ablated shell material,
or an uncertainty in the compressed ablator equation
of state. Another possibility is that severe mix in the
coasting implosions may truncate the compression burn,
moving the apparent compression bang time earlier and
decreasing ∆BT .

One potential significance of an earlier shock-bang time
is its implications for the deceleration phase of the implo-
sion. Deceleration begins when the rebounding shock (as
a heat wave) encounters the incoming shell. The rebound
phase can also be calculated using Guderley’s solution22.
For a constant shock strength, an earlier shock-bang time
means that the rebounding shock will hit the incoming
shell at an earlier time (larger radius) and thus decelera-
tion will begin earlier. This could reduce the compression
and final ρR of the implosion. Interestingly, data in cryo-
genic implosions show 25−50% higher ρR and higher in-
ferred stagnation pressure for short-coast implosions37,41.
This is consistent with this work’s interpretation of the
short-coast implosions where the shock dynamics is more
amenable to high compression, i.e. later shock-bang time
relative to compression.

B. Hot-spot adiabat

The significance of large variation in shock proton yield
can be interpreted in the context of the shock dynamics
and hot-spot adiabat. The initial heating of the low-
density material at the center of the implosion is from the
imploding and rebounding shock, which sets the incipient
hot-spot adiabat prior to the onset of deceleration and
subsequent PdV heating of the hot spot. The hot-spot
adiabat can be roughly characterized as the ratio of its
pressure to the Fermi pressure:

α ≡ P

Pf
=
nekBTe + nikBTi

(3π2)2/3~2

5me
n
5/3
e

. (9)

The shock preferentially heats ions over electrons16 and
in this Guderley model they are assumed to be uncoupled
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The solid curve is a power-law fit (see Eq. 10).

(τei long compared to dynamical timescales)42.
We can interpret the shock proton yield via a sim-

ple model based on the Gudelery spherically-imploding
shock solution16,22. The Guderley model gives hydrody-
namic profiles in a self-similar solution as a function of
a single shock strength parameter, ξ. For a single choice
of ξ, the D3He yield (Y ) is calculated from:

Y =

∫
fDf3Hen

2
i 〈σv〉 d3rdt, (10)

where fD and f3He are the fuel ion fractions and 〈σv〉
is the temperature-dependent fusion reactivity. A mass-
weighted hot-spot adiabat is also calculated via Eq. 9,
evaluated when the rebounding shock encounters the in-
coming shell material. The shock strength ξ is then var-
ied to map out a relationship between the proton shock
yield and hot-spot adiabat, and this relationship is well
described by a power law:

α = 2.10Y 0.247 + 16.4, (11)

where the coefficients are from a fit to the model results.
This relation is shown in Fig. 18.

Using this model, the adiabat can be determined from
the yield and thus rise time (see Fig. 19). The hot-spot
adiabat increases for faster rise times due to a stronger
launched shock. This empirical result can be compared
qualitatively to modeled hot-spot adiabats43 for cryo-
genic implosions37,44, in which a very similar trend is
seen where α increases from ∼ 100 to ∼ 160 as the rise
time decreases from 3 to 1 ns. The absolute values of α
inferred for these surrogate implosions are expected to be
higher than cryogenic implosions, since ablation of low-
adiabat ice material in the latter decreases the hot-spot
adiabat. Further modeling is required to directly relate
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FIG. 19: (a) Modeled adiabat versus rise time for the
same dataset as shown in Fig.15. (b) Modeled hot-spot

adiabat in cryogenic implosions.
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FIG. 20: Modeled adiabat versus rise rate for the same
dataset as Fig.14d-f.

surrogate hot-spot adiabat to cryogenic hot-spot adia-
bat, but this is motivated by the lack of any other direct
measurement of the hot-spot adiabat. Additionally, 3-D
effects are expected to alter the inferred hot-spot adia-
bat in cryogenic experiments, so a better understanding
of the incipient adiabat and hot-spot formation process
may increase our understanding of these 3-D effects.

Inferred values of α as a function of measured
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radiation-temperature rise rate are shown for the 30
downselected shots used in Fig. 20, analogous to Fig. 59
of Ref. 37. The factor of 10× variation in shock proton
yield corresponds to ∼ 75% variation in α, as seen from
the power 0.247 in Eq. 10. For the entire dataset (Fig.
11), a 35× min-max variation in shock yield is observed,
corresponding to a ∼ 2.4× variation in α.

C. Kinetic Effects

The overall shock dynamics may be significantly af-
fected by kinetic effects. For example, recent OMEGA
experiments have shown experimental evidence for
long ion-ion mean-free-path effects28, enhanced diffu-
sive mix29, and temperature anomalies in shock-heated
plasmas45. Relative to the OMEGA experiments of Refs
28, 29, and 45, in these experiments the initial gas density
is ∼ 2× higher and the shock is weaker; at similar initial
density to this work, an indirect-drive exploding pusher
on NIF showed excellent agreement with simulation, sug-
gesting a lack of kinetic effects46. Further experiments
and computational studies are needed to assess whether
kinetic effects could be playing a role in these observed
anomalies in the NIF low-adiabat implosion shock dy-
namics.

VII. CONCLUSIONS AND FUTURE WORK

The shock dynamics of surrogate implosions at the NIF
have been studied. From proton spectroscopy the shock
ρR, proton yield, and shell radius at shock-bang time
are determined using a simple self-consistent 1-D implo-
sion model. The shock ρR data show dependence on
the coasting time of the implosion, with short-coast im-
plosions having higher shock ρR. The proton shock yield
data show a clear dependence on the laser-pulse rise time,
and possibly peak power. Using the inferred center-of-
mass radius and in-flight x-ray radiography, a shock-bang
time is estimated. The short-coast implosions are ob-
served to have significantly smaller differences between
the shock- and compression-bang times than the long-
coast implosions. This could be due to uncertainties in
modeling the late-time drive on the capsule, which is the
primary difference between short- and long-coast exper-
iments. An earlier shock-bang time in long-coast implo-
sions could reduce compressibility due to an earlier onset
of deceleration; in cryogenic implosions lower compres-
sion ρR is measured in long-coast implosions. Further,
the large variation in shock yield indicates a variation in
post-shock temperature and thus adiabat of the incipi-
ent hot-spot material. A model is introduced to relate
the proton shock yield to adiabat; this analysis suggests
an increase in hot-spot adiabat of up to 2× in fast-rise
implosions, potentially reducing compressibility.

Future campaigns could be conducted to more system-
atically study the effect of coasting time, rise time, and

peak power on shock dynamics, or to study the effect of
hohlraum material (not addressed in this work). Imple-
mentation of a diagnostic for direct measurements of the
shock-bang time, which is in progress47, will be a direct
and higher-precision diagnostic of the differential bang
time. This new diagnostic will be used to further in-
vestigate the discrepancy observed in this work between
the model-inferred differential bang time and radiation-
hydrodynamics simulations (Fig. 17). The potential im-
pact of kinetic effects on these observations should be
studied with dedicated experiments (e.g. varying the gas
fill density) and kinetic simulations. Accurate model-
ing of the shock phase in ignition experiments essentially
sets the initial conditions for hot-spot formation. The
observed inaccuracies in standard hydrodynamic models
for the surrogate implosions strongly suggest that the ig-
nition experiments are not being accurately modeled.
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Appendix A: Sample Analysis

For the sample spectrum shown in Fig. 4, the results
of the spectral analysis and subsequent ρR modeling are
shown in Table I.

TABLE I: Results from the analysis of the D3He proton
spectrum for N101004-002-999 on DIM 90-78.

Quantity Value ± ± ±
random systematica model

Energy (MeV) 11.34 0.10 0.10

σ (MeV) 0.43 0.10 n/a

Yield 8.71 × 107 0.94 × 107 n/a

ρR (mg/cm2) 96.0 3.1 6.1 5.3

Rcm (µm) 242 5 35 34

a Includes model uncertainty

Error bars are 1σ. For the proton energy, the system-



14

atic uncertainty primarily comes from the energy calibra-
tion of the WRFs48, and random uncertainty comes from
a combination of factors such as the hohlraum, variation
in CR-39 properties, and statistical uncertainty. For the
yield and line width, there are no systematic uncertain-
ties, and the random uncertainties are primarily variation
in CR-39 and statistics.

The energy uncertainties propagate to the modeled
quantities ρR and Rcm. The systematic uncertainties
for these quantities also include, and are dominated by,
the modeling uncertainty. The model uncertainty is also
listed separately in Table I.

Appendix B: Hohlraum Corrections
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FIG. 21: Sample D3He proton spectrum from NIF shot
N101004-002-999, measured on the equator (DIM

90-78) before (red) and after (blue) hohlraum
correction. In this case, the hohlraum thickness was

24.2± 1 µm of Au and 74.1± 3 µm of Al.

WRFs fielded on the equator always look through the
hohlraum wall in indirect-drive experiments at the NIF.
The large patches that would be required to give a clear
line of sight for the 4 WRFs that are fielded on DIM 90-78
would unacceptably impact the implosion performance.

In addition to the high-Z hohlraum wall, which is made
of Au or DU, there is a Thermo-Mechanical Package
(TMP) made of thin aluminum. For most experiments,
the hohlraum wall profile is defined by engineering draw-
ings, and the energy correction due to the hohlraum wall
is done by calculating the average thickness intercepted
by the WRF line-of-sight. The uncertainties in hohlraum
thickness (±1 µm for the hohlraum wall, and ±3 µm for
the TMP) are standard tolerances, and these uncertain-
ties are propagated through the analysis. In this case,
the hohlraum uncertainty contributes ±56 keV of uncer-
tainty to the final determined energy.

The actual energy correction is applied to the entire
spectrum, as shown in Fig. 21 by shifting each en-
ergy using cold-matter stopping powers49. The use of
cold-matter stopping power in the hohlraum wall is a
good approximation and has been checked against fully-
integrated radiation-hydrodynamics hohlraum calcula-
tions. Because of the non-linearity in stopping power
with proton energy, lower proton energies experience
more downshift than higher energy protons, which has
an ‘accordion’ effect on the spectrum, though a Gaussian
shape is maintained for the energies in this work (& 5
MeV).

For some hohlraum designs a ‘bump’ feature is present
in the WRF line of sight. During the laser pulse a shock
passes through the wall, and in the bump material flows
laterally out of the line of sight. This situation is calcu-
lated with 2-D radiation-hydrodynamic simulations, and
the wall thickness is corrected based on these simulations.

Appendix C: Implosion Model Parameterization

Typical parameters and assumptions in the 1-D im-
plosion model are shown in Table II with uncertainties.
The first six (shell material, inner and outer radius, fuel
pressure, and fuel fill) are determined from a database
of shot setup parameters. The values shown in the table
are typical numbers. For the shell material, the ablator
dopant (Ge or Si) is included, though the dopant level
(∼ 1%) has negligible effect on the inferred quantities.
The following 10 parameters are treated as assumptions
in the model and characterize the in-flight properties of
the implosion. The ablated mass density profile (defined
by ρmax, ρmin, and λ) is given in Eq. 7.

For the assumed in-flight conditions, experimental
data is used in the choice of value whenever possible. The
shell thickness and mass remaining are measured with x-
ray radiography8 and typical values from that data are
used here. The temperature profile and ablated mass
density profile are unmeasured, and thus typical values
are taken from HYDRA calculations where the implosion
trajectory (i.e. bang time) is well matched. Since the
simulation may not accurately represent the experimen-
tal conditions, large uncertainties are assigned to these
values (see Table II).

In the table we also give the resulting uncertainties
in ρR for shot N101004 (see also Fig. 4 and Appendix
A) resulting directly from the uncertainties in the model
parameters. The dominant sources are the uncertainty
in fuel temperature, ablated mass density profile (collec-
tively from ρmax, ρmin, and λ), in-flight shell thickness,
and mass remaining. The other sources of uncertainty
are negligible (� 1 mg/cm2). The shell thickness has
a smaller effect than might be expected, the reason for
this is that it only affects the inferred ρR through the
stopping power Coulomb logarithm.

A mix model was added to this framework to evalu-
ate the potential impact of mix on the proton dE/dx,



15

TABLE II: Typical values used in the model

Parameter Value ± N101004 ±ρR

mg/cm2

Initial Conditions

Shell Materiala CH n/a n/a

Inner Radius (µm) 900 5 0.05

Outer Radius (µm) 1100 5 0.0

Fuel fill (mg/cm3) 6.3 0.1 0.06

Fuel D Fraction 0.3 0.0 0

Fuel 3He fraction 0.7 0.0 0

In-flight Assumptions

Gas T (keV) 3 2 4.43

Mix T (keV) 0.5 0.2 0.23

Shell T (keV) 0.2 0.1 0.23

Ablated mass T (keV) 0.3 0.1 0.01

ρmax (g/cc) 1.5 0.5 1.02

ρmin (g/cc) 0.1 0.05 1.25

λ (µm) 70 30 1.25

Mix Fractionb 0.5% 0.5% 0.16

Shell Thicknessc (µm) 40 10 1.65

Mass Remainingd 17.5% 5% 1.10

a Dopant type and level included; typically 1.084 g/cc, 57.2% H,
42.3% C, and 0.5% O atomic plus mid-Z dopant (Ge or Si).

b Percentage of the initial shell mass
c Full width of the in-flight shell
d For surrogate implosions, the quoted mass remaining includes

the surrogate mass of CH

primarily in the fuel where the electron temperature can
be high. The modeled mix is a uniform CH mix into
the fuel specified by the amount of the initial shell mass
which is mixed. Even assuming an implausibly large vari-
ation in mix (0−1% of the initial shell) causes only a 0.3
mg/cm2 difference in inferred ρR; since 1% mix corre-
sponds to a mix mass of 25µg, about ∼ 10× higher than
the worst observed50, we conclude that mix in unimpor-
tant for shock proton spectroscopy.

The primary effect of the changing density and tem-
perature in the three regions is variation in the stopping
power, which is shown in Fig. 22. The higher temper-
ature in the fuel leads to a much higher energy Bragg
peak. At high energy, the stopping power in the shell
is lower than in the fuel or the ablated mass due to the
higher density in the shell (leading to a smaller log Λ).

A stated choice in this work, which affects the re-
ported ρR values, is the model used to calculate the
charged-particle stopping power. In these dense plasma
regimes, no experimental data exists to differentiate be-
tween models. In this work, the Li-Petrasso theory21

has been used. However, this choice represents a poten-
tial quasi-systematic uncertainty in the inferred values.
The magnitude of this effect is investigated by evaluat-

0 2 4 6 8 10 12 14 16

Ep (MeV)

−0.35

−0.30

−0.25

−0.20

−0.15

−0.10

−0.05

0.00

d
E
/
d
ρ
R

[M
eV

/(m
g/

cm
2
)]

Fuel
Shell
Ablated

FIG. 22: Stopping power for the three components of
the implosion model: fuel, shell, and ablated mass.

ing the implosion model at equivalent nominal conditions
but with various choices of stopping model. In partic-
ular, we choose Zimmerman’s parameterization of the
Maynard-Deutsch model51,52 and the Brown-Preston-
Singleton (BPS) model53.

A comparison of the stopping power for the three mod-
els is shown in Fig. 23. The magnitude of the BPS and
Zimmerman stopping are quite close. In the gas, these
other two models have a smaller magnitude of dE/dx
than Li-Petrasso, while they are higher in the shell and
ablated material. A direct comparison of inferred ρR
values using the implosion model and varying only the
stopping model is shown in Fig. 24. For a wide range
of relevant ρR, the Zimmerman and BPS stopping power
would lead to an inferred ρR that is lower by ∼ 10% or
∼ 12% respectively.

Appendix D: Extension of the Implosion Model to 2- and
3-D

A simple extension of the implosion model to 2- and
3-D is essential for analysis of asymmetries observed be-
tween multiple detectors in these implosions, enabling the
work presented in Ref. 19. An asymmetry is modeled as
Legendre modes in the shape of the imploding shell:

Rcm(θ, φ) = R̄

[
1 + ∆×

√
2`+ 1

4π

(`−m)!

(`+m)!
eimφPm` (cos θ)

]
,

(D1)
where θ and φ are the polar and azimuthal angles, re-
spectively, R̄ is the unperturbed shell radius, ∆ is the
fractional asymmetry amplitude, and Pm` is an associ-
ated Legendre polynomial.

From the 1-D model presented in this paper, we have
ρR(Rcm). Areal density asymmetries in 2- or 3-D can
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FIG. 23: Stopping power for the three models
[Li-Petrasso (LP), Brown-Preston-Singleton (BPS), and
Zimmerman (Z)] for each region of the implosion model:

gas, shell, and ablated material.

thus be modeled as the convolution of Rcm(θ, φ) and
ρR(Rcm) giving ρR(θ, φ, R̄,∆, `,m). The data points,
each with their own coordinates (θ, φ), are then be fit us-
ing this convolution, where ∆ and R̄ are free parameters
and `,m are chosen.

An example of this analysis is shown in Fig. 25 for
shot N101218-002-999. In this case a P2 mode is as-
sumed (` = 2, m = 0). The best fit parameters are
R̄ = 250 ± 2µm and ∆ = −0.21 ± 0.02. The error bars
are due to random/statistical errors only, excluding sys-
tematic detector calibration uncertainties and model un-
certainties.

For the ConA2D implosions (see next section) in-flight
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FIG. 24: Top: Inferred ρR versus final proton energy
for three models [Li-Petrasso (LP),

Brown-Preston-Singleton (BPS), and Zimmerman (Z)].
Bottom: Difference (%) between the Zimmerman or

BPS models and Li-Petrasso.

2-D x-ray radiography is used to measure the symmetry.
Unfortunately the radiography requires large patches on
the hohlraum wall, which induce a known m = 2 az-
imuthal asymmetry. This asymmetry is roughly aligned
with the WRF equatorial line of sight, leading to an un-
constrained problem between the modes ` = 2 and m = 2
plus modes such as ` = 4. To address this issue we use
the radiography-measured mode amplitudes for the ` = 2
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and ` = 4 and fit the amplitude of the m = 2 mode:

Rcm(θ, φ) = R̄

[
1 + ∆m=2 sin θ cos(2φ+ φ0)

+ ∆`=2 ×
√

5

4π
P 0
2 (cos θ)

+ ∆`=4 ×
√

9

4π
P 0
4 (cos θ)

]
, (D2)

where ∆m=2 is the free parameter and φ0 is taken as
aligned with the equatorial line of sight (78◦). The polar
amplitudes ∆`=2 and ∆`=4 are determined from x-ray
radiography.

Appendix E: Down-selected Data Summary

A summary of the data used in the shock dynamics
analysis is shown in Table III.
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