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LANL Summer 
Internship 2014

Pascal Grosset



The Project
● Evaluating Distributed Runtimes in the Context of Adaptive 

Mesh Refinement

● Setup:
○ Summer co-design school

■ Mentors: Allen McPherson, Ben Bergen, Christoph Junghans
■ 3 Computer Science students + 3 Applied Maths Students

○ Work:
■ Science part: Sod Shock problem
■ CS part: Investigate Runtimes
■ Common: Evaluate how to best represent the AMR time varying data



Sod Shock problem
2D Euler Equation AMR Scheme

● Tile-based AMR
● Only finest resolution stored
● Refinement Strategy

○ Gradient criteria
○ Löhner error estimatorMUSCL-Hancock Scheme

High Pressure Low Pressure



Runtimes
● Why?

○ Simplify programming on distributed systems
■ Abstraction of MPI, threads and memory

○ Has useful features like:
■ Load balancing 
■ Fault Tolerance
■ Management of distributed memory

○ Runtimes considered:
■ Charm++ (Urbana Champaign)
■ HPX (Louisiana State University)
■ CnC (Intel)



HPX
● C++ runtime for parallel and distributed systems

● Features:
○ Message driven
○ Asynchronous execution
○ Work stealing task schedulers
○ Global Address Space

● Limitations:
○ HPX is new and rapidly changing (version 0.98)
○ It does not have many features of more established runtimes





Thank you
It was also fun outside the lab ...


