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Tensors

• Definition:  
- Multidimensional array
- N-way array
- Informally, data with more 

than 2 subscripts (but could 
refer to vectors and matrices)

• The order of a tensor is the 
number of dimensions (or “ways” 
or “modes”)
- Scalar = tensor of order 0
- Vector = tensor of order 1
- Matrix = tensor of order 2
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Matrix Decompositions

• Latent Semantic Analysis
• Text Analysis
• Web search
• Reduced Order Models (POD)

Uk

VkData
matrix

Σk
T

Best rank-k matrix filters out 
noise and captures “latent” 
information, which improves 

certain data mining tasks

But we may be ignoring useful information in the data!

Truncated SVD

Ak = UkΣkV
T

k =

k∑

i=1

σiuiv
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i

Examples:



Tucker

Tensor Decompositions

+ + ...

Third dimension offers more 
explanatory power: uncovers new 

latent information and reveals 
subtle relationships

DEDICOM
PARAFAC

Multilinear
algebra Tensor

PARAFAC2



Mathematical Notation

• Scalars
• Vectors
• Matrices
• Tensors (3-way array) 
• Special symbols
- Outer (tensor) product

- Kronecker product

- Khatri-Rao product (columnwise Kronecker)

- Hadamard product (elementwise)
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Slices and Fibers

Tensor Classes · 3

In general, we use the following notational conventions. Indices are denoted by
lowercase letters and span the range from 1 to the uppercase letter of the index,
e.g., n = 1, 2, . . . , N . We denote vectors by lowercase boldface letters, e.g., x;
matrices by uppercase boldface, e.g., U; and tensors by calligraphic letters, e.g.,
A. Notation for tensor mathematics is still sometimes awkward. We have tried to
be as standard as possible, relying on Harshman [2001] and Kiers [2000] for some
guidance in this regard.

2. BASIC NOTATION & MATLAB COMMANDS FOR TENSORSsec:notation

Let A be a tensor of dimension I1 × I2 × · · ·× IN . The order of A is N . The nth
dimension (or mode or way) of A is of size In.

A scalar is a zeroth-order tensor. An n-vector is a first-order tensor of size n. An
m × n matrix is a second-order tensor of size m × n. Of course, a single number
could be a scalar, a 1-vector, a 1 × 1 matrix, etc. Similarly, an n-vector could be
viewed as an n×1 matrix, or an m×n matrix could be viewed as a m×n×1 tensor.
It depends on the context, and our tensor class explicitly tracks the context, as
described in §2.2.

We denote the index of a single element within a tensor by either subscripts or
parentheses. Subscripts are generally used for indexing on matrices and vectors but
can be confusing for the complex indexing that is sometimes required for tensors.
In general, we use A(i1, i2, . . . , iN ) rather than Ai1i2···iN .

We use colon notation to denote the full range of a given index. The ith row
of a matrix A is given by A(i, :), and the jth column is A(:, j). For higher-order
tensors, the notation is extended in an obvious way, but the terminology is more
complicated. Consider a 3rd-order tensor. In this case, specifying a single index
yields a slice [Kiers 2000], which is a matrix in a specific orientation. So, A(i, :, :)
yields the ith horizontal slice, A(:, j, :) the jth lateral slice, and A(:, :, k) the kth
frontal slice; see Figure 2.
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Fig. 2. 3D Tensor Slices fig:slices

On the other hand, A(:, j, k) yields a column vector, A(i, :, k) yields a row vector,
and A(i, j, :) yields a so-called tube vector [?]; see Figure 3. Alternatively, these
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are called column fibers, row fibers, and depth fibers, respectively [Kiers 2000]. In
general, a mode-n fiber is specified by fixing all dimensions except the nth.

Mode-1 — Columns

A(:, j, k)

Mode-2 — Rows

A(i, :, k)
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Mode-3 — Tubes

A(i, j, :)

Fig. 3. 3D Tensor Fibers fig:fibers

2.1 Creating a tensor object

In MATLAB, a higher-order tensor can be stored as an MDA. We introduce the
tensor class to extend the capabilities of the MDA datatype. An array or MDA
can be converted to a tensor as follows, and Figure 4 shows an example of creating
a tensor.

T = tensor(A) or T = tensor(A,DIM) converts an array (scalar, vector,
matrix, or MDA) to a tensor. Here A is the object to be converted and DIM
specifies the dimensions of the object.

A = double(T) converts a tensor to an array (scalar, vector, matrix, or
MDA).

2.2 Tensors and sizesec:size

Out of necessity, the tensor class handles sizes in a different way than the MATLAB
arrays. Every MATLAB array has at least 2 dimensions; for example, a scalar is
an object of size 1× 1 and a column vector is an object of size n× 1. On the other
hand, MATLAB drops trailing singleton dimensions for any object of order greater
than 2. Thus, a 4×3×1 object has a reported size of 4×3. Our MATLAB tensor
class explicitly stores trailing singleton dimensions; see Figure 5. Furthermore, the
tensor class allows for zero (for a scalar) or one (for a vector) dimensions; see
Figure 6; note that the whos command does not report the correct sizes in the zero-
or one-dimensional cases. The tensor constructor argument DIM must be specified
whenever the order is intended to be zero or one or when there are trailing singleton
dimensions.
ACM Transactions on Mathematical Software, Vol. V, No. N, Month 20YY.



Matricize: Convert a Tensor to a Matrix

• Convert a matrix to a tensor

• Also called “unfolding” or “flattening”

•        = matrix form of a tensor where                                                                         
the nth dimension mapped to the row                                                         
index of the matrix

• Many schemes are possible:
- Any set of indices can be mapped to the rows
- The remaining indices mapped to the columns
- Order of the columns must be consistent

• Reverse matricize possible (the map is stored)

A(n)

m x np Matrix

p x mn Matrix

n x pm Matrix



Multiplication with Tensors

• Many ways to multiply tensors!!

• Need to specify...
- Tensor mode (i.e., dimension) to be multiplied
- Whether result should be “contracted” (tensor-vector product)
- How the dimensions of the result should be arranged

• Called n-mode product:  specify the mode of the tensor involved in 
the multiplication, e.g., 1-mode product involves the tensor “fibers” 
in the 1st mode (i.e., columns)

• Commonly implemented with matricize and linear algebra

Typically, multiplication with tensors (and associated 
operations) is dominant cost of algorithm.  Thus, we 

structure classes to efficiently handle these operations.

C = A×n B

C(n) = BA(n)



Tensor-Matrix Multiplication

• n-mode product with matrices does not reduce order of result but 
may change the dimension

•                         (multiply A by U in the first mode)

•                                 

B = A×1 U

B(i, j, k) =
m∑

i′=1

A(i′, j, k) · U(i, i′)

C = A×1 U ×2 V

C(i, j, k) =
m∑

i′=1

n∑

j′=1

A(i′, j′, k) · U(i, i′) · V(j, j′)

(multiply A by U in the first mode, 
then by V in the second mode)



Matrix SVD in Tensor Notation

• Notation generalizes matrix-matrix products:

• Can express matrix SVD with n-mode products:

Tensor Classes · 9

To understand n-mode multiplication in terms of matrices (i.e., order-2 tensors),
suppose A is m× n, U is m× k, and V is n× k. It follows that

A×1 UT = UT A and A×2 VT = AV.

Further, the matrix SVD can be written as

A = UΣVT = Σ×1 U×2 V.

The following MATLAB commands can be used to calculate n-mode products.

B = ttm(A,U,n) calculates “tensor times matrix” in mode-n, i.e.,
B = A×n U.

B = ttm(A,{U,V},[m,n]) calculates two sequential n-mode products in the
specified modes, i.e., B = A×m U×n V.

The n-mode product satisfies the following property [De Lathauwer et al. 2000a].
Let A be a tensor of size I1 × I2 × · · ·× IN . If U ∈ RJm×Im and V ∈ RJn×In , then

A×m U×n V = A×n V ×m U. (1) eq:xn_commutes

Figure 9 shows an example that demonstrates this property, and Figure 10 revisits
the same example but calculates the products using cell arrays.

It is often desirable to calculate the product of a tensor and a sequence of matrices.
Let A be an I1 × I2 × · · · × IN tensor, and let U(n) denote a Jn × In matrix for
n = 1, . . . , N . Then the sequence of products

B = A×1 U(1) ×2 U(2) · · ·×N U(N) (2) eq:AtimesU

is of size J1×J2× · · ·×JN . We propose new, alternative notation for this operation
that is consistent with the MATLAB notation for cell arrays:

B = A× {U}.

This mathematical notation will prove useful in presenting some algorithms, as
shown in §6.

The following equivalent MATLAB commands can be used to calculate n-mode
products with a sequence of matrices.

B = ttm(A,{U1,U2,...,UN}, [1:N]) calculates
B = A×1 U(1) ×2 U(2) · · ·×n U(N). Here Un is a MATLAB matrix
representing U(n).

B = ttm(A,U) calculates B = A× {U}. Here U = {U1,U2,. . . ,UN} is a
MATLAB cell array and Un is as described above.

ACM Transactions on Mathematical Software, Vol. V, No. N, Month 20YY.
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Tensor-Vector Multiplication

• Order of result reduced (“squeeze” singletons)

•  

•  

B(j, k) =
m∑

i′=1

A(i′, j, k) · u(i′)

B = A ×̄1 u (multiply A by u in the first mode)

c(k) =
m∑

i′=1

n∑

j′=1

A(i′, j′, k) · u(i′) · v(j′)

c = A ×̄1 u ×̄2 v (multiply A by u in the first mode, 
then by v in the second mode)

bar indicates contracted product



Building Blocks: Rank-1 Tensors

• Matrix (2nd order tensor)

• 3rd order tensor

• 4th order tensor

• Alternate notation:

C = u ◦ v ◦ w

C(i, j, k) = u(i) · v(j) · w(k)

B = u ◦ v = uvT

B(i, j) = u(i) · v(j)

D = u ◦ v ◦ w ◦ x

D(i, j, k, l) = u(i) · v(j) · w(k) · x(l)

u ⊗ v (usually Kronecker product)
u ◦ v (usually outer product)



Tensor Decompositions

CANDECOMP-PARAFAC (CP) Decomposition

+ ...= +

• Invented by both Carroll and Chang (1970) and Harshman (1970)
• Sum of rank-1 tensors
• The columns of each U are not necessarily orthogonal
• If K is minimal, then K is the rank of the tensor
• The rank of a tensor can be greater than min(m,n,p)
• Unique decomposition that is not subject to rotation

Tensor Classes · 25

5. DECOMPOSED TENSORSsec:decomposed

As mentioned previously, we have also created two additional classes to support the
representation of tensors in decomposed form, that is, as the sum of rank-1 tensors.
A rank-1 tensor is a tensor that can be written as the outer product of vectors, i.e.,

A = λ u(1) ◦ u(2) ◦ · · · ◦ u(N),

where λ is a scalar and each u(n) is an In-vector, for n = 1, . . . , N . The ◦ symbol
denotes the outer product; so, in this case, the (i1, i2, . . . , iN ) entry of A is given
by

A(i1, i2, . . . , iN ) = λ u(1)
i1

u(2)
i2

· · ·u(N)
iN

,

where ui denotes the ith entry of vector u. We focus on two different tensor
decompositions: CP and Tucker.

5.1 CP tensorssec:cp

Recall that “CP” is shorthand for CANDECOMP [Carroll and Chang 1970] and
PARAFAC [Harshman 1970], which are identical decompositions that were devel-
oped independently for different applications. The CP decomposition is a weighted
sum of rank-1 tensors, given by

A =
K∑

k=1

λk U(1)
:k ◦U(2)

:k ◦ · · · ◦U(N)
:k . (4) eq:cp

Here λ is a vector of size K and each U(n) is a matrix of size In×K, for n = 1, . . . , N .
Recall that the notation U(n)

:k denotes the kth column of the matrix U(n).
The following MATLAB command creates a CP tensor.

T = cp tensor(lambda,U) creates a cp tensor object. Here lambda is a
K-vector and U is a cell array whose nth entry is the matrix U (n) with K
columns.

A CP tensor can be converted to a dense tensor as follows; see Figure 23 for an
example.

B = full(A) converts a cp tensor object to a tensor object.

Addition and subtraction of CP tensors is handled in a special manner. The λ’s
and U(n)’s are concatenated. To add or subtract two CP tensors (of the same order
and size), use the + and - signs. An example is shown in Figure 24.
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PARAFAC

• Many ways to write the mathematical model:

X ≈

r∑

i=1

ai ◦ bi ◦ ci

X
I×JK

≈ A(C " B)T

xijk ≈

r∑

i=1

airbjrckr

Matricized array
Xk ≈ A diag(ck:)B

T

+ + ...

B
T

C

AX
k

=

A
B
T

C

=

A
=

X
(I x JK)

(C ! B)T

Scalar form Outer product form

Tensor slice form Matrix form

=



PARAFAC Algorithm

Typically solved by Alternating Least Squares

=
∥

∥X
K×IJ

− C(B " A)T
∥

∥

F

∥

∥X
I×JK

− A(C " B)T
∥

∥

F
=

∥

∥X
J×IK

− B(C " A)T
∥

∥

F

Minimize over A, B, C using least-squares solution:

A ← X
I×JK

Z
†, Z = (C " B)T

B ← X
J×IK

Z
†, Z = (C " A)T

C ← X
K×IJ

Z
†, Z = (B " A)T

=

min
A,B,C



Tucker Decomposition

• Invented by Tucker (1966)
• Sum of rank-1 tensors
• Columns of each U(i) are orthogonal
• Core tensor is dense
• Associated with n-mode ranks, i.e., each dimension has its own rank
• The HOSVD computes a Tucker decomposition

=

28 · B. W. Bader and T. G. Kolda

5.2 Tucker tensorssec:tucker

The Tucker decomposition [Tucker 1966], also called a Rank-(K1,K2, . . . ,KN ) de-
composition [De Lathauwer et al. 2000b], is another way of summing decomposed
tensors and is given by

A =
K1∑

k1=1

K2∑

k2=1

· · ·
KN∑

kN=1

λ(k1, k2, . . . , kN ) U(1)
:k1

◦U(2)
:k2

◦ · · · ◦U(N)
:kN

. (5) eq:tucker

Here λ is itself a tensor of size K1 × K2 × · · · × KN , and each U(n) is a matrix
of size In × Kn, for n = 1, . . . , N . As before, the notation U(n)

:k denotes the kth
column of the matrix U(n). The tensor λ is often called the “core array” or “core
tensor.”

A Tucker tensor can be created in MATLAB as follows; Figure 25 shows an
example.

T = tucker tensor(lambda,U) where lambda is a K1 ×K2 × · · ·×KN

tensor and U is a cell array whose nth entry is a matrix with Kn columns.

A Tucker tensor can be converted to a dense tensor as follows.

B = full(A) converts a tucker tensor object to a tensor object.

5.3 Relationship between CP and Tucker tensors
sec:cp_tucker

Mathematically, a CP decomposition is a special case of a Tucker decomposition
where K = K1 = K2 = · · · = KN and λ(k1, k2, . . . , kN ) is zero unless k1 = k2 =
· · · = kN (i.e., only the diagonal entries of the tensor λ are non-zero). On the other
hand, it is possible to express a Tucker decomposition as a CP decomposition where
K =

∏N
n=1 Kn.

6. EXAMPLESsec:examples

We demonstrate the use of the tensor, cp tensor, and tucker tensor classes
for algorithm development by implementing the higher-order generalizations of the
power method and orthogonal iteration presented by De Lathauwer et al. [2000b].

The first example is the higher-order power method, Algorithm 3.2 of De Lath-
auwer et al. [2000b], which is a multilinear generalization of the best rank-1 ap-
proximation problem for matrices. The best rank-1 approximation problem is that,
given a tensor A, we want to find a B of the form

B = λ u(1) ◦ u(2) ◦ · · · ◦ u(N),

0input-examples.tex,v 1.22 2004/09/29 00:28:34 tgkolda Exp
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Three-way DEDICOM

• Introduced by Harshman (1978)
• Sum of rank-1 tensors
• Columns of A are not necessarily orthogonal
• Central matrix R contains asymmetric information from X
• Alternating algorithms, least-squares and approximations
• Early applications:
-  World trade (import/export matrices)
- Car switching
• Variations: constrainted DEDICOM

=X A
R AT

Xx = ADkRDkA
T k = 1, . . . ,K



Software packages

• Many packages available for various applications

Tensor Computations 25

approximation, least squeares, and Newton) algorithm to compute a three-way DEDI-
COM model with non-negativity constraints on A, R, and D. They call this algorithm
NN-ASALSAN, for “nonnegative” ASALSAN. Modifications to the updates of A and
R are needed in ASALSAN, and they replaced the least squares updates with the
multiplicative update introduced in [?]. The Newton procedure for updating D al-
ready employed nonegativity constraints. An algorithm for a nonnegative two-way
DEDICOM model follows directly from NN-ASALSAN when one considers a matrix
X as an array X having a single slice and the D array is just the identity matrix.

[More NN applications]
Need to add Lieven’s recent work here (in this section, not the subsection); see

http://www.etis.ensea.fr/∼wtda/Articles/ldl-block.pdf.
Block PARAFAC: look up in google scholar. Similar to Lieven’s stuff. See, e.g.,

early paper by Sidrodopolus, someone, and Bro and later work by Andre’ de ALmeida (at
TRICAP2006).

Acar and Yener [?] mention several decompositions that are not covered here. We
should refer to their paper for these.

sec:computation
6. Computing with tensors. There are a number of software packages for working

with tensors. Some packages are focused on kernel operations while others focus
strictly on tensor decompositions. The most prominent products that enable users to
work with multidimensional arrays in some form or another are listed here:

• MATLAB Tensor Toolbox, Version 2.2, Brett W. Bader and Tamara G.
Kolda, Sandia National Laboratories, http://csmr.ca.sandia.gov/%7Etgkolda/
TensorToolbox/

• N-Way Toolbox for MATLAB [?], Version 3, Claus A. Andersson and Ras-
mus Bro, University of Copenhagen, Denmark, http://www.models.kvl.
dk/source/nwattoolbox/.

• MATLAB, Version 2006b, The Mathworks, Inc., http://www.mathworks.
com/

• Boost.Multiarray, The Boost Multidimensional Array Library, Version 1.31.0,
Ronald Garcia, Jeremy Sick, and Andrew Lumsdaine, Indiana University,
http://www.boost.org/libs/multi+array/doc/index.html

• HTL, the HUJI Tensor Library, Version 0.04, Ron Zass, Hebrew University
of Jerusalem, Israel, http://www.cs.huji.ac.il/∼zass/htl/

• FTensor, Version 1.1pre-25, Walter Landry, University of Utah and Uiversity
of California San Diego, http://www/oonumerics.org/FTensor/

• CuBatch [?], S. Gourvénec et al., http://www.models.life.ku.dk/source/
CuBatch/

• Multilinear Engine, Penti Paatero, University of Helsinki
Each of these products caters to a specific need. Some are limited in their general

support of multilinear algebra, while others do not offer algorithms (dense) tensor
decompositions. Few products offer support for sparse, large-scale data.

MATLAB (Version 2006a) provides dense multidimensional arrays and operations
for elementwise and binary operations. MATLAB cannot store sparse tensors except
for sparse matrices which are stored in CSC format [?]. Mathematica, an alternative
to MATLAB, also supports multidimensional arrays, and there is a Mathematica
package for working with tensors that accompanies the book [?]. In terms of sparse
arrays, Mathematica stores its SparseArray’s in CSR format and claims that its



Survey of Data Mining Applications

• Discussion tracking in email communications

• Social network analysis

• Cross-language information retrieval

• Web link analysis
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Common Text Analysis Approach:
Latent Semantic Indexing

Replace term-document matrix with a lower 
rank matrix that captures “latent” information 

Use truncated SVD to compute best rank-k matrix

A = UΣV
T

=

r∑

i=1

σiuiv
T
i Ak = UkΣkV

T
k =

k∑

i=1

σiuiv
T
i

Dimension reduction filters out noise and captures latent 
information, which improves certain text mining tasks 

(Deerwester, Dumais, Furnas, Landauer, Harshman, 1990)

terms

documents

Uk

VkA
Σk

T

Recent interest in non-negative (parts-based) decompositions



Objective

Use PARAFAC to extend LSI to 
analyze content of email 

communications over time

David

Ellen

Bob

Frank

Alice Carl

IngridHenk

Gary

term-author-month
array

+ + ...=



Application: Email Surveillance

• Links are email communications

• What can we learn about their email conversations?
- What are the major topics of conversations?
- Who are the major participants?
- When are they taking place?

David

Ellen

Bob

Frank

Alice Carl

IngridHenk

Gary



!

"#$%&'()

*&$+,#-+.#/,(01+&.(/2(3,&/,(0/&4

!"#$"%"&'"(

!"#$"

)(*+$#,-

!"#$"

.$+(#/01#,(*'"2

!"#$"

31-/01#,(*'"2

!"#$"

3("(#1*'$"

!"#$"

)$#*4

56(#'71

!"#$"

/!"(#28

/9(#:'7(-

!"#$"

;#$1<=1"<

!"#$"

.'>(?'"(-

!"#$"

@#1"->$#*1*'$"

9(#:'7(-

!"#$"/A$#>

+,5(6783(9+.#/,+:(3,'&$;(7&/%4<((=1'(.'+>(+:?/(>'.(@#.1(&'4&'?',.+.#A'?(/2(.1'(9'@

B/&C(D'&E+,.#:'(3FE1+,$'(G9BD3HI(+,5(.1'(9'@(B/&C(J./EC(3FE1+,$'(G9BJ3I(./

:'+&,(/2(.1'#&('F4'&#',E'?(@#.1(':'E.&/,#E(.&+5#,$(+,5(+,;(4&/K:'>?(.1';(2/&'?''(@#.1

','&$;('L.&+5#,$(+?(#.('A/:A'?<((M,(+55#.#/,N(.1'(.'+>(>'.(@#.1(&'4&'?',.+.#A'?(/2(O#/5'FN(+

2#,+,E#+:(?/2.@+&'(2#&>N(.1+.(#?(5'A':/4#,$(+(,'@('L.&+5#,$(?;?.'>(2/&(.1'(9BD3H(+,5

@1/?'(&#?C(>+,+$'>',.(?/2.@+&'(#?(>+5'(+A+#:+K:'(/,(3*P(./(#.?(E%?./>'&?<((=1'

>'>K'&?(/2(.1'(.'+>(+:?/(.//C(E/%&?'?(#,(','&$;(5'&#A+.#A'?(+,5(2#,+,E#+:(+,5(','&$;

>+&C'.(.&+5#,$<

!"#$%&'()*

=1'(K%?#,'??(E/,E'4.(%,5'&:;#,$(3*P(#?(?#>4:'<((=&+5#,$(/,(3*P(%?#,$(.1'

M,.'&,'.(&'4:+E'?(>+&C'.#,$(.1+.(4&'A#/%?:;(.//C(4:+E'(K;(.':'41/,'(+,5(2+F<((*,(3*PN

3,&/,(>+&C'.'&?(+&'(/,(/,'(?#5'(/2('A'&;(.&+5'(Q%?.(+?(.1';(+&'(@1',(.1';(%?'(41/,'(+,5

2+F(./(.&+5'<((3,&/,*,:#,'(#?(+(E/>4%.'&(?;?.'>(/4'&+.'5(K;(+,(3,&/,(?%K?#5#+&;(E+::'5

3,&/,(9'.@/&C?N(M,E<((3,&/,(>+&C'.#,$(?%K?#5#+&#'?(3,&/,(6/@'&(D+&C'.#,$N(M,E<(

G3D6MI(+,5(3,&/,(9/&.1(R>'&#E+N(M,E<((G39RI(E/,5%E.(3,&/,S?(':'E.&#E(4/@'&(+,5

,+.%&+:($+?(.&+5#,$N(&'?4'E.#A':;+,,"#$%&'()(#?(+(?.;:#-'5(/&$+,#-+.#/,(E1+&.(/2(3,&/,(0/&4<

?1/@#,$(@1'&'(3*P(#?(:/E+.'5(#,(&':+.#/,(./($+?(+,5(4/@'&(>+&C'.#,$N(+,5(.1'(4#4':#,'?<

3*P(%?'?(+(/,'L./L>+,;(.&+5#,$(>/5':N(@1'&'(3,&/,(.+C'?(/,'(?#5'(/2('A'&;

.&+,?+E.#/,(.+C#,$(4:+E'(/,(3*P<((3*P(5#22'&?(2&/>(.&+5#.#/,+:('FE1+,$'?(:#C'(.1'(9BJ3

Enron Corp.

• U.S. corporation involved with creating energy markets
- 7th largest by revenue
• EnronOnline: e-trading business
- natural gas
- electric power

• Investigations
- U.S. Federal Energy Regulatory Commission (FERC)
• energy market manipulation
• involved energy traders
- U.S. Securities and Exchange Commission (SEC)
• accounting fraud
• insider trading



Enron Email Data

• FERC collected email of ~150 employees as evidence
- Included emails saved in inbox, sent items, deleted 

items, and all other folders

• Released to the public in 2002 by FERC as part of their 
investigation
- To/from, date, subject, body
- Attachments and some names/emails removed
- Approx. 500,000 email messages

• Research uses:
- Email classification
- Natural language processing
- Organizational theory/behavior
- Social network analysis



Text Analysis Experiment

• Computed rank-25 models:
- PARAFAC
- Non-negative PARAFAC

• Relative residual error = 0.8904 and 0.8931, respectively

=

{a,b, c}25 groups
corresponding to 25 discussions
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Conversation Topics of Employees
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Nouns Employees

Score Noun Score Employee

Factor 4
0.094 california 0.497 James Steffes (james.steffes) VP Government Affairs
0.087 dasovich 0.430 Steven Kean (steven.kean) VP Chief of Staff
0.079 jeff 0.413 Jeff Dasovich (jeff.dasovich) Employee Government Relationship Executive
0.077 shapiro 0.319 Richard Sanders (richard.sanders) VP Enron Wholesale Services
0.076 steffes 0.219 Richard Shapiro (richard.shapiro) VP Regulatory Affairs
0.075 richard 0.194 Elizabeth Sager (elizabeth.sager) VP and Asst Legal Counsel ENA Legal
0.073 kean 0.187 Mark Haedicke (mark.haedicke) Managing Director ENA Legal
0.072 edison 0.171 Drew Fossum (drew.fossum) VP Transwestern Pipeline Company (ETS)?
0.067 utilities 0.152 Philip Allen (phillip.allen) VP West Desk Gas Trading
0.066 power 0.134 Kay Mann (kay.mann) Lawyer
0.065 sanders 0.125 Mark Taylor (mark.taylor) Manager Financial Trading Group ENA Legal
0.064 mara 0.100 John Arnold (john.arnold) VP Financial Enron Online
0.063 james 0.097 Margaret Carson (margaret.carson) Employee Corporate and Environmental Policy*
0.062 development 0.095 Kevin Presto (kevin.presto) VP East Power Trading
0.061 governor 0.085 Vince Kaminski (vince.kaminski) Manager Risk Management Head
0.061 vicki 0.081 David Delainey (david.delainey) CEO ENA and Enron Energy Services
0.058 energy 0.072 Rick Buy (rick.buy) Manager Chief Risk Management Officer
0.057 kaufman 0.069 Sara Shackleton (sara.shackleton) Employee ENA Legal
0.055 mccubbin 0.060 Kate Symes (kate.symes) Employee
0.055 kingerski 0.059 Gerald Nemec (gerald.nemec) N/A
0.055 utility 0.055 Larry Campbell (larry.campbell) Employee Senior Specialist
0.055 sharp 0.055 Michael Grigsby (mike.grigsby) Director West Desk Gas Trading
0.055 market 0.054 Dan Hyvl (dan.hyvl) Employee
0.054 electricity 0.054 Mike McConnell (mike.mcconnell) Executive VP* Global Markets
0.054 alan 0.050 Bruce Lundstrom (bruce.lundstrom) N/A
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Figure 3: Eight distinguishable discussions among the twenty-five extracted by non-negative PARAFAC.
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Conversation Topics of Employees
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Score Noun Score Employee

Factor 12
0.072 amat 0.790 Teb Lokey (teb.lokey) Manager Regulatory Affairs
0.063 skilling 0.480 Shelley Corman (shelley.corman) VP Regulatory Affairs
0.062 billion 0.256 Darrell Schoolcraft (darrell.schoolcraft) Employee Gas Control (ETS)
0.055 hng 0.176 Tana Jones (tana.jones) Employee Financial Trading Group ENA Legal
0.054 jeff 0.165 Louise Kitchen (louise.kitchen) President Enron Online
0.051 profits 0.076 Daron Giron (c..giron) Employee
0.051 percent 0.073 Phillip Love (m..love) N/A
0.050 california 0.047 Mark Whitt (mark.whitt) Director Marketing
0.050 electricity 0.031 Michael Grigsby (mike.grigsby) Director West Desk Gas Trading
0.049 blair 0.027 James Derrick (james.derrick) In House Lawyer
0.049 gest 0.026 Jay Reitmeyer (jay.reitmeyer) Associate Eastern Rockies Natural Gas Trader
0.047 teb 0.024 Lynn Blair (lynn.blair) Employee Northern Natural Gas Pipeline (ETS)
0.046 wall 0.024 Benjamin Rogers (benjamin.rogers) Employee Associate
0.043 lokey 0.021 Bruce Lundstrom (bruce.lundstrom) N/A
0.043 energy 0.021 Steven Kean (j..kean) VP Chief of Staff
0.043 customers 0.020 Stacey White (w..white) N/A
0.042 power 0.020 Jeff Dasovich (jeff.dasovich) Employee Government Relationship Executive
0.042 lay 0.019 James Steffes (d..steffes) VP Government Affairs
0.042 deregulation 0.018 John Arnold (john.arnold) VP Financial Enron Online
0.041 virgilio 0.018 Joe Quenet (joe.quenet) Trader
0.041 coale 0.018 Jeffrey Shankman (a..shankman) President Enron Global Markets
0.041 street 0.017 xxx Harris (j.harris) xxx
0.041 plants 0.013 Kim Ward (kim.ward) Manager West Gas Origination
0.041 million 0.011 Kenneth Lay (kenneth.lay) CEO
0.041 stock 0.010 Bill Williams (bill.williams) xxx
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Conversation Topics of Employees
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Factor 20
0.194 mseb 0.643 James Hughes (james.hughes) N/A
0.192 maharashtra 0.613 John Ambler (john.ambler) N/A
0.169 dabhol 0.384 Clay Harris (clay.harris) N/A
0.169 india 0.138 Bruce Lundstrom (bruce.lundstrom) N/A
0.160 hughes 0.118 Jeffrey Shankman (jeffrey.shankman) President Enron Global Markets
0.146 electricity 0.101 Sandeep Kohli (sandeep.kohli) N/A
0.142 power 0.055 Wade Cline (wade.cline) N/A
0.141 invoke 0.053 Mark Haedicke (mark.haedicke) Managing Director ENA Legal
0.141 dues 0.046 Steven South (steven.south) Director West Desk Gas Trading
0.135 dpc 0.046 Jeffery Skilling (jeff.skilling) CEO
0.126 billion 0.040 Hunter Shively (hunter.shively) VP
0.117 kean 0.038 Rob Gay (rob.gay) xxx
0.116 suppliers 0.037 Kevin Hyatt (kevin.hyatt) Director Asset Development TW Pipeline Business (ETS)
0.115 government 0.031 Philip Allen (phillip.allen) VP West Desk Gas Trading
0.114 defuse 0.030 Vince Kaminski (vince.kaminski) Manager Risk Management Head
0.112 rupees 0.027 John Lavorato (john.lavorato) CEO Enron America
0.105 decade 0.022 Mike McConnell (mike.mcconnell) Executive VP* Global Markets
0.104 unnamed 0.020 Kevin Ruscitti (kevin.ruscitti) Trader Central Desk Gas Trading
0.104 reuters 0.020 Charles Weldon (v.weldon) N/A
0.102 ambler 0.013 David Delainey (david.delainey) CEO ENA and Enron Energy Services
0.100 lenders 0.011 Debra Perlingiere (debra.perlingiere) Legal Specialist ENA Legal
0.096 liberalisation 0.010 Michelle Lokay (michelle.lokay) Admin. Asst. Transwestern Pipeline Company (ETS)
0.093 contractural
0.087 adgas
0.086 buys
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Conversation Topics of Employees
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Factor 21
0.189 bcs 0.737 Matthew Motley (matt.motley) Director
0.155 byu 0.606 Randall Gay (l..gay) West Desk Gas Trading
0.120 sooners 0.143 Craig Dean (craig.dean) Trader
0.119 frommelt 0.119 Mark Taylor (e.taylor) Manager Financial Trading Group ENA Legal
0.117 nebraska 0.091 Clint Dean (clint.dean) xxx
0.109 bowl 0.057 Kam Keiser (kam.keiser) Employee Gas
0.104 pooky 0.054 Eric Bass (eric.bass) Trader Texas Desk Gas Trading
0.102 gay 0.049 Thomas Martin (a..martin) VP
0.099 oklahoma 0.048 Cooper Richey (cooper.richey) Manager
0.097 big 0.045 Don Baughman (don.baughman) Trader
0.095 cougars 0.044 John Griffith (john.griffith) xxx
0.091 kathleen 0.044 Daren Farmer (j..farmer) Manager Logistics Manager
0.090 horns 0.044 Jim Schwieger (jim.schwieger) Trader Texas Desk Gas Trading
0.088 rooting 0.042 Kevin Hyatt (kevin.hyatt) Director Asset Development TW Pipeline Business (ETS)
0.086 fiesta 0.042 Albert Meyers (albert.meyers) Employee Specialist
0.085 tennessee 0.040 Bill Rapp (bill.rapp) N/A
0.085 texas 0.040 Michael Maggi (mike.maggi) Director
0.083 grigsby 0.039 Stanley Horton (stanley.horton) President Enron Gas Pipeline
0.081 longhorn 0.036 Cara Semperger (cara.semperger) Employee Senior Analyst Cash
0.081 oregon 0.033 Jeff King (jeff.king) Manager
0.080 longhorns 0.032 Sandra Brawner (f..brawner) Director
0.077 espn 0.031 Tom Donohoe (tom.donohoe) Trader Central Desk Gas Trading
0.077 miami 0.029 Jay Reitmeyer (jay.reitmeyer) Associate Eastern Rockies Natural Gas Trader
0.077 stanford 0.027 Jane Tholt (m..tholt) VP West Desk Gas Trading
0.077 large 0.027 Matthew Lenhart (matthew.lenhart) Analyst West Desk Gas Trading
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Analysis of Latent Relationships in 
Semantic Graphs using DEDICOM 



Objective

Use DEDICOM to analyze a semantic 
graph of email communications  

changing over time
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Application: Enron Email Analysis

• Links consist of email communications

• What can we learn about this network strictly from their 
communication patterns?   (Social network analysis)

David

Ellen

Bob

Frank

Alice Carl

IngridHenk

Gary



Smaller Enron Data Set
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Figure 1: Number of emails per month in the Enron email graph.

biasing from prolific emailers. Other weightings are possible
as well.

An obvious difficulty in dealing with the Enron corpus
is the lack of information regarding the former employees.
Without access to a corporate directory or organizational
chart at Enron at the time of these emails, it is difficult to
ascertain the validity of our results and assess the perfor-
mance of the DEDICOM model. Other researchers using
the Enron corpus have had this same problem, and informa-
tion on the participants has been collected and slowly made
available.

The Priebe data set [32] provided partial information on
the 184 employees of the small Enron network, which ap-
pears to be based largely on information collected by Shetty
and Adibi [36]. It provides most employees’ position and
business unit. To facilitate a better analysis of the DEDI-
COM results, we collected extra information on the partic-
ipants from the email messages themselves. We searched
for corroborating information of the preexisting data or for
new identification information, such as title, business unit,
or manager to help analyze our results. We also collected
some relevant information posted on the FERC website [9].

5. EXPERIMENTAL RESULTS
In this section we summarize our findings of applying two-

way and three-way DEDICOM on the Enron email network.
Our algorithms were written in MATLAB, using sparse ex-
tensions of the Tensor Toolbox [2].

Table 1 shows the A and R matrices for a single decompo-
sition (p = 3) of the two-way DEDICOM model. The large
adjacency matrix X, showing nonsymmetric relations among
employees at Enron, related by flows of email, is condensed
into a smaller matrix R giving the same kind of asymmetric
relations but among “types” or abstract idealized individ-
uals. In this case, the relations among elements in R are
exchanges of email. The latent components are patterns of
the same kind of flow as among the surface objects, just
abstracted into a “higher level” summary of patterns.

DEDICOM does not actually identify clusters, except in
special circumstances when such clusters happen to exist in
the data as we are partially seeing in the Enron data. The
components or patterns of asymmetric relationships that it
identifies have loadings in A that are continuously-valued,
like factor loadings, rather than discrete cluster membership
assignments.

Here, DEDICOM describes the employees by the different
latent dimensions. The first factor (a1) describes an execu-

tive role that fits many of the top executives. The second
factor (a2) describes a legal role, and the third factor (a3)
describes a pipeline employee.

The R matrices show that most of the communication is
among employees that share the same role, as evidenced by
the large diagonal values in R. We do see some asymmetric
communication. The entries in the lower triangular por-
tion are typically larger than the corresponding transpose
entry in the upper triangular. This suggests that slightly
more communication “flows up” the management chain than
“down.”

As a point of reference, we compute the singular value
decomposition X = UΣV T . Table 1 shows the first three
columns of the left singular vectors (U matrix) and right
singular vectors (V matrix). Because X is nearly symmetric,
the left and right singular vectors are nearly the same. Any
differences between U and V indicate whether the person is
more likely to send mail (U) or receive mail (V).

The SVD solution is somewhat similar to the DEDICOM
model. Many of the same people are identified and weighted
similarly by DEDICOM and SVD. However, there are many
more negative entries in SVD than in DEDICOM. The DEDI-
COM model also provides directional information between
the latent groups in the R matrix that the SVD does not
show.

Table 2 shows the A and R matrices for three instances
(p = 2, 3, 4) of the three-way DEDICOM model. The 2-
dimensional solution groups the employees largely from the
legal department and those executives dealing with govern-
ment and regulatory affairs. The 3-dimensional solution
adds a another role of top executives, and the 4-dimensional
solution includes those from the pipeline business in a fourth
role.

The aggregate communication patterns over the 44 months
among these 2-4 groups is summarized in the R matrix. In
the 2-dimensional solution we see that most of the com-
munication is within each group as evidenced by the large
diagonal elements and small off-diagonal elements. The 3-
dimensional solution shows some communication between
the government/regulatory affairs people and other senior
VP’s (dimensions 2 and 3, respectively). However, the com-
munication is substantially asymmetric in that the r2,3 ele-
ment is larger than r3,2. This indicates that the VP’s were
mostly recipients of messages while the government/regulatory
affairs employees were senders. With the addition of the
pipeline employees in the 4-dimensional solution, we see that
they interact almost exclusively with themselves due to the

Email communications at Enron (1998-2002)

34,427 emails among 184 employees over 44 months

• Limited information on the 184 employees

• No org chart

We used a smaller data set prepared by Priebe et al.
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Roles of Employees

2-Dimensional 3-Dimensional 4-Dimensional
Solution Solution Solution

Employee 1 2 1 2 3 1 2 3 4

T. Jones - Employee, Financial Trading Group (ENA Legal) 0.64 -0.02 0.64 -0.02 0.01 0.64 -0.01 0.02 -0.00
S. Shackleton - Employee, ENA Legal 0.45 -0.02 0.45 -0.01 -0.02 0.45 -0.00 -0.01 -0.00
M. Taylor - Manager, Financial Trading Group ENA Legal 0.38 0.00 0.37 -0.01 0.01 0.37 0.01 0.02 -0.00
S. Bailey - Legal Assistant, ENA Legal 0.26 -0.01 0.26 -0.01 -0.01 0.26 -0.00 -0.01 -0.00
S. Panus - Senior Legal Specialist, ENA Legal 0.26 -0.01 0.26 -0.01 -0.01 0.26 -0.00 -0.00 -0.00
M. Heard - Senior Legal Specialist, ENA Legal 0.23 -0.01 0.23 -0.01 0.00 0.23 -0.00 0.00 -0.00
J. Hodge - Asst General Counsel, ENA Legal 0.13 0.03 0.13 0.03 0.00 0.13 0.03 0.01 -0.00
L. Kitchen - President, Enron Online 0.10 0.08 0.11 -0.13 0.53 0.11 -0.09 0.53 0.00
S. Dickson - Employee, ENA Legal 0.09 -0.00 0.09 -0.00 0.00 0.09 -0.00 0.00 -0.00
E. Sager - VP and Asst Legal Counsel, ENA Legal 0.08 0.04 0.08 0.01 0.06 0.08 0.02 0.07 -0.00
J. Dasovich - Employee, Government Relationship Executive -0.01 0.58 -0.02 0.57 0.04 -0.01 0.58 0.06 0.01
J. Steffes - VP, Government Affairs -0.00 0.49 -0.01 0.52 -0.08 0.00 0.53 -0.06 -0.01
R. Shapiro - VP, Regulatory Affairs -0.01 0.43 -0.01 0.39 0.09 -0.00 0.40 0.10 -0.00
S. Kean - VP, Chief of Staff -0.01 0.35 -0.01 0.37 -0.05 -0.00 0.37 -0.04 -0.00
R. Sanders - VP, Enron Wholesale Services 0.03 0.16 0.03 0.16 -0.01 0.03 0.16 -0.01 -0.00
D. Delainey - CEO, ENA and Enron Energy Services 0.01 0.12 0.01 0.08 0.08 0.01 0.09 0.09 -0.00
S. Corman - VP, Regulatory Affairs -0.00 0.08 -0.00 0.08 -0.01 -0.00 0.08 -0.00 0.20
M. Carson - Employee, Corporate and Environmental Policy -0.00 0.07 -0.00 0.09 -0.02 -0.00 0.08 -0.02 -0.00
S. Scott - Employee, Transwestern Pipeline Company (ETS) -0.00 0.08 -0.00 0.08 -0.00 -0.00 0.08 -0.00 0.04
J. Lavorato - CEO, Enron America 0.02 0.12 0.02 -0.08 0.49 0.02 -0.04 0.49 0.00
M. Grigsby - Director, West Desk Gas Trading 0.00 0.04 0.00 -0.04 0.20 0.00 -0.03 0.20 -0.00
G. Whalley - President, 0.01 0.06 0.01 -0.03 0.19 0.01 -0.01 0.19 0.00
J. Steffes - VP, Government Affairs 0.00 0.04 0.00 -0.04 0.19 0.00 -0.02 0.18 0.00
K. Presto - VP, East Power Trading 0.01 0.01 0.01 -0.06 0.19 0.01 -0.05 0.18 0.00
S. Beck - COO, 0.01 0.02 0.01 -0.05 0.17 0.01 -0.03 0.17 0.00
B. Tycholiz - VP, Marketing 0.01 0.04 0.01 -0.03 0.17 0.01 -0.02 0.16 0.00
J. Arnold - VP, Financial Enron Online 0.03 0.02 0.03 -0.05 0.16 0.03 -0.04 0.16 -0.00
J. Williamson - Executive Assistant, 0.00 0.02 0.00 -0.03 0.14 0.00 -0.02 0.14 0.01
K. Watson - Employee, Transwestern Pipeline Company (ETS) -0.00 0.01 -0.00 0.00 0.01 -0.00 -0.00 0.01 0.59
M. Lokay - Admin. Asst., Transwestern Pipeline Company (ETS) -0.00 0.01 -0.00 0.01 0.01 -0.00 0.01 0.01 0.42
L. Donoho - Employee, Transwestern Pipeline Company (ETS) -0.00 0.01 -0.00 0.01 0.01 -0.00 0.01 0.01 0.35
M. McConnell - Employee, Transwestern Pipeline Company (ETS) 0.00 0.00 0.00 -0.00 0.01 0.00 -0.00 0.01 0.26
L. Blair - Employee, Northern Natural Gas Pipeline (ETS) -0.00 0.01 -0.00 0.01 0.00 -0.00 0.00 0.00 0.22
K. Hyatt - Director, Asset Development TW Pipeline Business (ETS) -0.00 0.02 -0.00 0.02 0.00 -0.00 0.01 0.00 0.20
D. Schoolcraft - Employee, Gas Control (ETS) -0.00 0.00 -0.00 0.00 0.00 -0.00 0.00 0.00 0.18
T. Geaccone - Manager, (ETS) 0.00 0.00 0.00 -0.00 0.01 0.00 -0.00 0.01 0.17
R. Hayslett - VP, Also CFO and Treasurer 0.00 0.01 0.00 -0.00 0.02 0.00 -0.00 0.02 0.16

R matrix 438.3 12.1 440.3 18.6 -0.9 440.2 1.6 -15.0 0.4
15.3 291.9 19.7 292.5 168.4 1.6 278.3 135.4 1.6

-17.0 104.1 216.4 -29.3 70.7 201.6 -6.2
1.4 -4.6 -7.5 172.3

Table 2: Three-way DEDICOM results on the Enron email graph for three different decompositions, p = 2, 3, 4.
The top 10 entries from all reported columns of A are listed in the table. Entries exceeding a threshold of
0.06 are highlighted.

DtRDt

October 2000 22.2 0.1 -0.5 0.0
0.1 19.0 4.7 0.1
-0.9 2.5 3.6 -0.1
0.0 -0.2 -0.1 3.5

October 2001 14.5 0.0 -0.9 0.0
0.0 4.1 5.5 0.1
-1.8 2.9 22.5 -0.7
0.1 -0.2 -0.8 19.1

Table 3: DtRDt matrices showing communication
patterns for October, 2000 and October, 2001.

that it identifies some people who were pretty much purely
of a certain type and other people who had mixed charac-
teristics. For example, a given person might “load” on both
an executive and a lawyer component or aspect, and thus
show email exchanges resembling each of these two roles to
some extent.

The entries in matrix R describe the communication pat-
terns between groups of the same and different type. They

show how a particular person’s combination of roles or at-
tributes influences the pattern of messages he/she exchanges
with particular other employees given the other employee’s
roles or attributes. The R matrix is asymmetric and of-
fers an idealized version of a directed graph involving the
components identified in A.

In addition, three-way DEDICOM shows the associated
communication patterns over time in the tensor D. The
scales in each Dt show the strength of participation of a
particular group for time period t.

In the present study, we investigated a semantic graph
with edges labeled by time. As an alternative to time, we
point out that our semantic graph could have incorporated
different types of communication media (e.g., email, phone,
and mail communications) instead of time in the third mode.
Then an analysis with three-way DEDICOM would repre-
sent information about the vertices across all forms of com-
munication (appropriately scaled by slices of D) in the A
and R matrices.

Furthermore, DEDICOM is not limited to the analysis of
sociometric and intercommunication data; DEDICOM may

2-Dimensional 3-Dimensional 4-Dimensional
Solution Solution Solution

Employee 1 2 1 2 3 1 2 3 4

T. Jones - Employee, Financial Trading Group (ENA Legal) 0.64 -0.02 0.64 -0.02 0.01 0.64 -0.01 0.02 -0.00
S. Shackleton - Employee, ENA Legal 0.45 -0.02 0.45 -0.01 -0.02 0.45 -0.00 -0.01 -0.00
M. Taylor - Manager, Financial Trading Group ENA Legal 0.38 0.00 0.37 -0.01 0.01 0.37 0.01 0.02 -0.00
S. Bailey - Legal Assistant, ENA Legal 0.26 -0.01 0.26 -0.01 -0.01 0.26 -0.00 -0.01 -0.00
S. Panus - Senior Legal Specialist, ENA Legal 0.26 -0.01 0.26 -0.01 -0.01 0.26 -0.00 -0.00 -0.00
M. Heard - Senior Legal Specialist, ENA Legal 0.23 -0.01 0.23 -0.01 0.00 0.23 -0.00 0.00 -0.00
J. Hodge - Asst General Counsel, ENA Legal 0.13 0.03 0.13 0.03 0.00 0.13 0.03 0.01 -0.00
L. Kitchen - President, Enron Online 0.10 0.08 0.11 -0.13 0.53 0.11 -0.09 0.53 0.00
S. Dickson - Employee, ENA Legal 0.09 -0.00 0.09 -0.00 0.00 0.09 -0.00 0.00 -0.00
E. Sager - VP and Asst Legal Counsel, ENA Legal 0.08 0.04 0.08 0.01 0.06 0.08 0.02 0.07 -0.00
J. Dasovich - Employee, Government Relationship Executive -0.01 0.58 -0.02 0.57 0.04 -0.01 0.58 0.06 0.01
J. Steffes - VP, Government Affairs -0.00 0.49 -0.01 0.52 -0.08 0.00 0.53 -0.06 -0.01
R. Shapiro - VP, Regulatory Affairs -0.01 0.43 -0.01 0.39 0.09 -0.00 0.40 0.10 -0.00
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S. Corman - VP, Regulatory Affairs -0.00 0.08 -0.00 0.08 -0.01 -0.00 0.08 -0.00 0.20
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S. Beck - COO, 0.01 0.02 0.01 -0.05 0.17 0.01 -0.03 0.17 0.00
B. Tycholiz - VP, Marketing 0.01 0.04 0.01 -0.03 0.17 0.01 -0.02 0.16 0.00
J. Arnold - VP, Financial Enron Online 0.03 0.02 0.03 -0.05 0.16 0.03 -0.04 0.16 -0.00
J. Williamson - Executive Assistant, 0.00 0.02 0.00 -0.03 0.14 0.00 -0.02 0.14 0.01
K. Watson - Employee, Transwestern Pipeline Company (ETS) -0.00 0.01 -0.00 0.00 0.01 -0.00 -0.00 0.01 0.59
M. Lokay - Admin. Asst., Transwestern Pipeline Company (ETS) -0.00 0.01 -0.00 0.01 0.01 -0.00 0.01 0.01 0.42
L. Donoho - Employee, Transwestern Pipeline Company (ETS) -0.00 0.01 -0.00 0.01 0.01 -0.00 0.01 0.01 0.35
M. McConnell - Employee, Transwestern Pipeline Company (ETS) 0.00 0.00 0.00 -0.00 0.01 0.00 -0.00 0.01 0.26
L. Blair - Employee, Northern Natural Gas Pipeline (ETS) -0.00 0.01 -0.00 0.01 0.00 -0.00 0.00 0.00 0.22
K. Hyatt - Director, Asset Development TW Pipeline Business (ETS) -0.00 0.02 -0.00 0.02 0.00 -0.00 0.01 0.00 0.20
D. Schoolcraft - Employee, Gas Control (ETS) -0.00 0.00 -0.00 0.00 0.00 -0.00 0.00 0.00 0.18
T. Geaccone - Manager, (ETS) 0.00 0.00 0.00 -0.00 0.01 0.00 -0.00 0.01 0.17
R. Hayslett - VP, Also CFO and Treasurer 0.00 0.01 0.00 -0.00 0.02 0.00 -0.00 0.02 0.16

R matrix 438.3 12.1 440.3 18.6 -0.9 440.2 1.6 -15.0 0.4
15.3 291.9 19.7 292.5 168.4 1.6 278.3 135.4 1.6

-17.0 104.1 216.4 -29.3 70.7 201.6 -6.2
1.4 -4.6 -7.5 172.3

Table 2: Three-way DEDICOM results on the Enron email graph for three different decompositions, p = 2, 3, 4.
The top 10 entries from all reported columns of A are listed in the table. Entries exceeding a threshold of
0.06 are highlighted.

DtRDt

October 2000 22.2 0.1 -0.5 0.0
0.1 19.0 4.7 0.1
-0.9 2.5 3.6 -0.1
0.0 -0.2 -0.1 3.5

October 2001 14.5 0.0 -0.9 0.0
0.0 4.1 5.5 0.1
-1.8 2.9 22.5 -0.7
0.1 -0.2 -0.8 19.1

Table 3: DtRDt matrices showing communication
patterns for October, 2000 and October, 2001.

that it identifies some people who were pretty much purely
of a certain type and other people who had mixed charac-
teristics. For example, a given person might “load” on both
an executive and a lawyer component or aspect, and thus
show email exchanges resembling each of these two roles to
some extent.

The entries in matrix R describe the communication pat-
terns between groups of the same and different type. They

show how a particular person’s combination of roles or at-
tributes influences the pattern of messages he/she exchanges
with particular other employees given the other employee’s
roles or attributes. The R matrix is asymmetric and of-
fers an idealized version of a directed graph involving the
components identified in A.

In addition, three-way DEDICOM shows the associated
communication patterns over time in the tensor D. The
scales in each Dt show the strength of participation of a
particular group for time period t.

In the present study, we investigated a semantic graph
with edges labeled by time. As an alternative to time, we
point out that our semantic graph could have incorporated
different types of communication media (e.g., email, phone,
and mail communications) instead of time in the third mode.
Then an analysis with three-way DEDICOM would repre-
sent information about the vertices across all forms of com-
munication (appropriately scaled by slices of D) in the A
and R matrices.

Furthermore, DEDICOM is not limited to the analysis of
sociometric and intercommunication data; DEDICOM may
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T. Jones - Employee, Financial Trading Group (ENA Legal) 0.64 -0.02 0.64 -0.02 0.01 0.64 -0.01 0.02 -0.00
S. Shackleton - Employee, ENA Legal 0.45 -0.02 0.45 -0.01 -0.02 0.45 -0.00 -0.01 -0.00
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M. Heard - Senior Legal Specialist, ENA Legal 0.23 -0.01 0.23 -0.01 0.00 0.23 -0.00 0.00 -0.00
J. Hodge - Asst General Counsel, ENA Legal 0.13 0.03 0.13 0.03 0.00 0.13 0.03 0.01 -0.00
L. Kitchen - President, Enron Online 0.10 0.08 0.11 -0.13 0.53 0.11 -0.09 0.53 0.00
S. Dickson - Employee, ENA Legal 0.09 -0.00 0.09 -0.00 0.00 0.09 -0.00 0.00 -0.00
E. Sager - VP and Asst Legal Counsel, ENA Legal 0.08 0.04 0.08 0.01 0.06 0.08 0.02 0.07 -0.00
J. Dasovich - Employee, Government Relationship Executive -0.01 0.58 -0.02 0.57 0.04 -0.01 0.58 0.06 0.01
J. Steffes - VP, Government Affairs -0.00 0.49 -0.01 0.52 -0.08 0.00 0.53 -0.06 -0.01
R. Shapiro - VP, Regulatory Affairs -0.01 0.43 -0.01 0.39 0.09 -0.00 0.40 0.10 -0.00
S. Kean - VP, Chief of Staff -0.01 0.35 -0.01 0.37 -0.05 -0.00 0.37 -0.04 -0.00
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S. Beck - COO, 0.01 0.02 0.01 -0.05 0.17 0.01 -0.03 0.17 0.00
B. Tycholiz - VP, Marketing 0.01 0.04 0.01 -0.03 0.17 0.01 -0.02 0.16 0.00
J. Arnold - VP, Financial Enron Online 0.03 0.02 0.03 -0.05 0.16 0.03 -0.04 0.16 -0.00
J. Williamson - Executive Assistant, 0.00 0.02 0.00 -0.03 0.14 0.00 -0.02 0.14 0.01
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M. Lokay - Admin. Asst., Transwestern Pipeline Company (ETS) -0.00 0.01 -0.00 0.01 0.01 -0.00 0.01 0.01 0.42
L. Donoho - Employee, Transwestern Pipeline Company (ETS) -0.00 0.01 -0.00 0.01 0.01 -0.00 0.01 0.01 0.35
M. McConnell - Employee, Transwestern Pipeline Company (ETS) 0.00 0.00 0.00 -0.00 0.01 0.00 -0.00 0.01 0.26
L. Blair - Employee, Northern Natural Gas Pipeline (ETS) -0.00 0.01 -0.00 0.01 0.00 -0.00 0.00 0.00 0.22
K. Hyatt - Director, Asset Development TW Pipeline Business (ETS) -0.00 0.02 -0.00 0.02 0.00 -0.00 0.01 0.00 0.20
D. Schoolcraft - Employee, Gas Control (ETS) -0.00 0.00 -0.00 0.00 0.00 -0.00 0.00 0.00 0.18
T. Geaccone - Manager, (ETS) 0.00 0.00 0.00 -0.00 0.01 0.00 -0.00 0.01 0.17
R. Hayslett - VP, Also CFO and Treasurer 0.00 0.01 0.00 -0.00 0.02 0.00 -0.00 0.02 0.16

R matrix 438.3 12.1 440.3 18.6 -0.9 440.2 1.6 -15.0 0.4
15.3 291.9 19.7 292.5 168.4 1.6 278.3 135.4 1.6

-17.0 104.1 216.4 -29.3 70.7 201.6 -6.2
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Table 2: Three-way DEDICOM results on the Enron email graph for three different decompositions, p = 2, 3, 4.
The top 10 entries from all reported columns of A are listed in the table. Entries exceeding a threshold of
0.06 are highlighted.

DtRDt

October 2000 22.2 0.1 -0.5 0.0
0.1 19.0 4.7 0.1
-0.9 2.5 3.6 -0.1
0.0 -0.2 -0.1 3.5

October 2001 14.5 0.0 -0.9 0.0
0.0 4.1 5.5 0.1
-1.8 2.9 22.5 -0.7
0.1 -0.2 -0.8 19.1

Table 3: DtRDt matrices showing communication
patterns for October, 2000 and October, 2001.

that it identifies some people who were pretty much purely
of a certain type and other people who had mixed charac-
teristics. For example, a given person might “load” on both
an executive and a lawyer component or aspect, and thus
show email exchanges resembling each of these two roles to
some extent.

The entries in matrix R describe the communication pat-
terns between groups of the same and different type. They

show how a particular person’s combination of roles or at-
tributes influences the pattern of messages he/she exchanges
with particular other employees given the other employee’s
roles or attributes. The R matrix is asymmetric and of-
fers an idealized version of a directed graph involving the
components identified in A.

In addition, three-way DEDICOM shows the associated
communication patterns over time in the tensor D. The
scales in each Dt show the strength of participation of a
particular group for time period t.

In the present study, we investigated a semantic graph
with edges labeled by time. As an alternative to time, we
point out that our semantic graph could have incorporated
different types of communication media (e.g., email, phone,
and mail communications) instead of time in the third mode.
Then an analysis with three-way DEDICOM would repre-
sent information about the vertices across all forms of com-
munication (appropriately scaled by slices of D) in the A
and R matrices.

Furthermore, DEDICOM is not limited to the analysis of
sociometric and intercommunication data; DEDICOM may
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Figure 2: Scales in D indicate the strength of participation of each group’s communication over time.

derive useful information from any directed graph. New pos-
sibilities include analyzing a network of web traffic between
servers over time or perhaps a web/citation graph, where
edges convey authority among vertices. A third mode enters
when the 2-way data are categorized by time, demographic,
click number, or some other feature of the data.

Finally, we suggest a few extensions to the DEDICOM
model and its application in data mining that we intend to
pursue. First, constrained DEDICOM [23] is an extension
of DEDICOM that has been suggested in the 90’s and pur-
sued more recently. The idea is to put constraints on the
A factors themselves so that the columns of A lie in a pre-
scribed column space. For example, in the email graph, one
might want to impose a constraint on the first column of
A so that it contains only the top executives. Many other
variations are possible. This procedure allows for including
domain knowledge or incorporating human understanding
into the problem. Kiers and Takane [23] offered an algorithm
for handling different subspace constraints on A. More re-
cently, Rocci [33] proposed a new algorithm for fitting any
constrained DEDICOM model.

Second, a nonnegative factorization of DEDICOM, where
A and/or R are nonnegative, would preserve the non-negativity
of the data, which could be desirable in some domains and
applications.

Finally, DEDICOM has been applied to skew-symmetric
data [17] and has yielded some benefits. There might be
ways to apply this technique to semantic graphs as well.
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Objective

Cluster documents that are 
in different languages by topic

English

French

Arabic

Russian

English

French

Arabic

Russian

English

French

Arabic

Spanish



Bible as Parallel Corpus

The Bible has been translated into thousands of languages

Translation Terms Total Words

English (King James) 12,335 789,744

Spanish (Reina Valera 1909) 28,456 704,004

Russian (Synodal 1876) 47,226 560,524

Arabic (Smith Van Dyke) 55,300 440,435

French (Darby) 20,428 812,947

• Complete translations in 426 languages
• Partial translations in 2403 languages



Latent Semantic Indexing

Term-by-verse matrix 
for all language

terms

verses

English

Spanish

Russian

Arabic

French

U
VΣ T

Truncated SVD

Ak = UkΣkV
T

k =

k∑

i=1

σiuiv
T
i

Project documents of interest into subspace of U 
and compute cosine similarities

But documents tend to cluster by language, not by topic



New Approach: Multi-matrix Array
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PARAFAC2

Where each Uk is orthonormal

Xk ≈ UkHSkV
T

for k = 1, . . . , K

Project documents of interest into subspace of 
corresponding U and compute cosine similarities

Clustering effectiveness (i.e., 
multilingual precision) improved from 

26% to above 60%
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The TOPHITS model for
higher-order web link analysis



The Web as a Graph

Animals today are being threatened

by a variety of environmental

pressures.   For example, the jaguar

is losing prime habitat in the world.

Zoos are trying to raise awareness of

their plight.

We have a new exhibit opening next

month highlighting the endangered

species of the Americas, including the

jaguar.

Rain Forest Zoo

Jaguar FAQ

Jaguars are an endangered species

that live in the tropical rain forests of

Central and South America.  They live

about 11 years in the wild and up to

22 years at a zoo.

Online Atlas

Endangered Species

View maps of animal habitats from

around the world, including those of

endangered animals in North, South,

and Central America.  

Each hyperlink is like a vote.

Hyperlinked structure of the web 
incorporates human perceptions 

of importance and relevance.

Website 1

Website 3 Website 4

Website 2

Context information missing 
in this graph.



HITS

Hypertext Induced Topic Search

AuthoritiesHubs

“Good hubs point to good authorities”

Websites classified as 2 types 

• Developed by Kleinberg in 1998 (about the same time as PageRank)
• Variant used in the Teoma search engine* 

(mutually reinforcing relationship)

*(Langville and Meyer, 2005)



Web as a Semantic Graph

Edges labeled 
with anchor text

Animals today are being threatened

by a variety of environmental

pressures.   For example, the jaguar

is losing prime habitat in the world.

Zoos are trying to raise awareness of

their plight.

We have a new exhibit opening next

month highlighting the endangered

species of the Americas, including the

jaguar.

Rain Forest Zoo

Jaguar FAQ

Jaguars are an endangered species

that live in the tropical rain forests of

Central and South America.  They live

about 11 years in the wild and up to

22 years at a zoo.

Online Atlas

Endangered Species

View maps of animal habitats from

around the world, including those of

endangered animals in North, South,

and Central America.  
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Adjacency Tensor

Create an adjacency matrix 
for each edge type and store 

it as a slice in tensor.

Aijk =

{

1 if i → j with anchor text k,

0 otherwise.
1

1
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Perform multiway analysis
on tensor



TOPHITS Results
Authorities

SCORE HOST

1st Singular Vector
0.97 www.ibm.com
0.24 www.alphaworks.ibm.com
0.08 www-128.ibm.com
0.05 www.developer.ibm.com
0.02 www.research.ibm.com

2nd Singular Vector
0.99 www.lehigh.edu
0.11 www2.lehigh.edu
0.06 www.lehighalumni.com
0.06 www.lehighsports.com

3rd Singular Vector
0.75 java.sun.com
0.38 www.sun.com
0.36 developers.sun.com
0.24 see.sun.com
0.16 www.samag.com
0.13 docs.sun.com
0.12 blogs.sun.com
0.08 sunsolve.sun.com
0.08 www.sun-catalogue.com
0.08 news.com.com

4th Singular Vector
0.60 www.pueblo.gsa.gov
0.45 www.whitehouse.gov
0.35 www.irs.gov
0.31 travel.state.gov
0.22 www.gsa.gov
0.20 www.ssa.gov
0.16 www.census.gov
0.14 www.govbenefits.gov
0.13 www.kids.gov
0.13 www.usdoj.gov

6th Singular Vector
0.97 mathpost.asu.edu
0.18 math.la.asu.edu
0.17 www.asu.edu
0.04 www.act.org
0.03 www.eas.asu.edu

Figure 6. HITS results
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Figure 7. Number of power method iterations
per PARAFAC factor

Topics Authorities

SCORE TERM SCORE HOST

1st Principal Factor
0.23 java 0.86 java.sun.com
0.18 sun 0.38 developers.sun.com
0.17 platform 0.16 docs.sun.com
0.16 solaris 0.14 see.sun.com
0.16 developer 0.14 www.sun.com
0.15 edition 0.09 www.samag.com
0.15 download 0.07 developer.sun.com
0.14 info 0.06 sunsolve.sun.com
0.12 software 0.05 access1.sun.com

0.05 iforce.sun.com

2nd Principal Factor
0.20 no-anchor-text 0.99 www.lehigh.edu
0.16 faculty 0.06 www2.lehigh.edu
0.16 search 0.03 www.lehighalumni.com
0.16 news
0.16 libraries
0.16 computing
0.12 lehigh

3rd Principal Factor
0.15 no-anchor-text 0.97 www.ibm.com
0.15 ibm 0.18 www.alphaworks.ibm.com
0.12 services 0.07 www-128.ibm.com
0.12 websphere 0.05 www.developer.ibm.com
0.12 web 0.02 www.redbooks.ibm.com
0.11 developerworks 0.01 www.research.ibm.com
0.11 linux
0.11 resources
0.11 technologies
0.10 downloads

4th Principal Factor
0.26 information 0.87 www.pueblo.gsa.gov
0.24 federal 0.24 www.irs.gov
0.23 citizen 0.23 www.whitehouse.gov
0.22 other 0.19 travel.state.gov
0.19 center 0.18 www.gsa.gov
0.19 languages 0.09 www.consumer.gov
0.15 u.s 0.09 www.kids.gov
0.15 publications 0.07 www.ssa.gov
0.14 consumer 0.05 www.forms.gov
0.13 free 0.04 www.govbenefits.gov

6th Principal Factor
0.26 president 0.87 www.whitehouse.gov
0.25 no-anchor-text 0.18 www.irs.gov
0.25 bush 0.16 travel.state.gov
0.25 welcome 0.10 www.gsa.gov
0.17 white 0.08 www.ssa.gov
0.16 u.s
0.15 house
0.13 budget
0.13 presidents
0.11 office

Figure 8. TOPHITS results
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More Information

• MATLAB Tensor Toolbox version 2.2:
• http://csmr.ca.sandia.gov/~tgkolda/TensorToolbox

http://www.cs.sandia.gov/~bwbader/
bwbader@sandia.gov


