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ABSTRACT

Direct injection (DI) has proven to be a promising op-
tion in Diesel and low temperature combustion engines.
In conventional Diesel and homogeneous charge com-
pression ignition (HCCI) applications, DI lowers soot and
NO, production and improves fuel economy. In hydro-
gen fueled engines, DI provides the appropriate energy
density required for high efficiency and low NO, emis-
sions. To realize the full benefit of DI, however, the ef-
fect of various injection parameters, such as injection tim-
ing, duration, pressure, and dilution, must be investigated
and optimized under a range of engine operating con-
ditions. In this work, we have developed a model for
high-fidelity calculations of DI processes using the Large
Eddy Simulation (LES) technique and an advanced prop-
erty evaluation scheme. Calculations were performed us-
ing an idealized domain to establish a baseline level of
validation. The baseline theoretical-numerical framework
combines a general treatment of the governing conserva-
tion and state equations with state-of-the-art numerical al-
gorithms and massively-parallel programming paradigm.
This software enables both the canonical cases described
here and in-cylinder calculations. Here we focus on high-
pressure multi-port gas injectors designed for applica-
tion in hydrogen-fueled IC-engines. This study was con-
ducted in support of a larger effort to perform detailed in-
cylinder LES calculations of companion optical engine ex-
periments.

INTRODUCTION

Direct injection (DI) has proven to be of great importance
for controlling combustion processes in internal combus-
tion engines (ICE’s). In Diesel engines, injected liquid fuel
atomizes and evaporates while undergoing turbulent mix-
ing with the oxidizer. These physical interactions, and
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in particular the level of mixing, affects the formation of
soot and nitrogen oxides (NO,). Similarly, homogeneous
charge compression ignition (HCCI) technology has re-
ceived much attention due to its high efficiency, low emis-
sions combustion mechanism [1]. HCCI relies on au-
toignition of lean, or diluted, fuel-oxidizer mixtures at low
flame temperatures [2] rather then on the propagation of
high temperature flames. The former mode of combustion
significantly reduces soot and NO,, production. But, when
the equivalence ratio and temperature of the mixture de-
crease to below 0.15 and 1500K, respectively, combustion
efficiency decreases [3]. Direct injection during the intake
stroke or early compression stroke has been used as an
effective way to control the mixture in a way that provides
high efficiency and minimum emissions.

Recent research on hydrogen-fueled ICE's (H»-ICE’s)
has demonstrated a potential to operate a transportation
power plant with near-zero engine-out emissions [4, 5].
Unlike Diesel engines, Hs-ICE’s are spark ignited (SI).
The clean operation of the H,-ICE’s is largely due to the
low flammability limit of hydrogen. This allows for stable
engine operation at highly dilute low temperature condi-
tions, which greatly reduces NO, emissions. However,
other properties of hydrogen make its combustion prone
to knock, pre-ignition, and high levels of NO,, production.
The later difficulty is mediated by diluting the fuel with
EGR and using a three-way catalysts [6]. While spark
knock is a property of the fuel, pre-ignition properties de-
pend on the engine design and control strategy. In early
research, the pre-ignition requirements of hydrogen cast
doubt on its viability as a fuel. The most promising tech-
nigue to control pre-ignition and boost power output is DI.

The primary challenge with DI H,-ICE’s is injection timing
and enhancement of mixing. Typically, gaseous hydrogen
(although cryogenic hydrogen can also be used [6]) is in-
jected at intake valve closure (IVC). While this eliminates



the possibility of backfire, it also sets an upper limit on mix-
ing time between the fuel and oxidizer before the mixture
is ignited by the spark. In practice, the mixing time is low-
ered further by delaying the injection time with respect to
IVC to avoid a partially premixed fuel-oxidizer mixture from
contacting in-cylinder hot spots and pre-igniting. The start
of injection (SOI), therefore, affects the level of unmixed-
ness of the mixture at the time of spark ignition and has
a direct impact on pollutant formation [7]. Delaying SOI
decreases not only the mixing time but also the injection
duration. Therefore, to realize the full benefit of DI while
delivering a sufficient load, a large burden is placed on the
injector to supply the fuel at increasingly high pressures
and flow rates. Current injector technology limits engine
operation from low to medium speeds [8]. The character-
istics of several multi-port injectors have been investigated
by Petersen [9, 10].

Due to the importance of DI on in-cylinder combustion
processes, we have performed a high-fidelity Large Eddy
Simulation (LES) of a canonical DI process. In LES,
the large, energy containing scales of fluid motion are
solved on a computational grid, while the small (more uni-
versal), subgrid-scales (SGS) are modeled. This allows
predictions of unsteady dynamics of turbulent flow fields
and in contrast to the Reynolds-Averaged Navier-Stokes
(RANS) approximation, where both large and small scales
of fluid motion are ensemble averaged. LES can be inher-
ently more accurate, albeit more computationally expen-
sive. The mathematical foundations of LES and its appli-
cability in single and multiphase combustion are well es-
tablished [11-16]. Several researchers have used, both,
RANS and LES to perform DI studies [17-20].

As a step toward high-fidelity LES and systematic vali-
dation of our theoretical-numerical framework using avail-
able experiments, we have considered a series of canon-
ical cases. One set are the jet penetration experi-
ments performed in the constant-volume Diesel com-
bustion chamber at the Combustion Research Facility
(CRF) [21]. The second are the studies of high-pressure
gas injectors designed for application in hydrogen-fueled
IC-engines [9, 10]. Here we focus on the later.

EXPERIMENTAL DATA

Multi-port high-pressure hydrogen injector studies were
conducted in a optically accessible chamber by Petersen
and Ghandhi [9, 10]. Single, three, seven, nine, and thir-
teen port injectors were used. Single jet injection was
achieved by blocking all but the central port of the seven
port injector, or realigning one port of the three port in-
jector with the chamber axis. Jet flow patterns were vi-
sualized using a Schlieren technique. The images were
processed to determine the penetration length and an-
gle. The pressure history during injection was also mea-
sured to determine the mass flow rate of the injected
gas. Injection pressure, injected gas, chamber density,
and chamber gas composition were varied to isolate the
effects of pressure, density, compressibility, and ratio of

Table 1: Injection conditions considered in the experi-
ments of Petersen [9].

No. [ BT (bar) | pit (kg/m?) | Gas?
1 104 8.5 Ho

2 104 16.09 He
3 70 79.10 No

4 52 4.29 Ho

5 52 8.32 He
6 52 59.61 Ny

7 87.2 Ho, He
8 69.7 Ho, He
9 35.5 Hz, He
10 | 182 H,, He
11 | 1.3-3.87 Hz, He

TInjection pressure

fInjection gas density

§Injection gas composition
91.3,1.5,1.9,2.1,2.4,2.7,3.2,35,3.8

Table 2: Chamber conditions considered in the experi-
ments of Petersen [9].

No. [ P,T (bar) | pa* (kg/m?) | Gas?
1 1 1.15 N2
2 34 3.80 No
3 4.6 8.17 CO,
4 7.2 12.82 CO,
5 7.2 8.17 Njy

f Ambient chamber pressure
fAmbient chamber gas density
§Chamber gas composition

specific heats. A summary of experimental conditions are
provided in Tables. 1-3.

Tables 1 and 2 show the range of conditions for the injec-
tion process and the chamber, respectively. Table 3 de-
scribes which multi-port hydrogen injectors were used in
different cases. The numbers in this table denote the num-
ber of ports in an injector considered with corresponding
injection and chamber conditions. The designations “all”
and “none” indicate that all, or none, of the injectors were
considered under corresponding injection and chamber
conditions. These data were used to establish baseline
validation of the model described below.

THEORETICAL-NUMERICAL FRAMEWORK

BASELINE FORMULATION. Results presented here
were obtained using the theoretical-numerical framework
developed by Oefelein [15, 16]. The numerical framework
is appropriate for both DNS and LES applications and
solves the fully coupled conservation equations of mass,
momentum, total-energy and species. These equations
can be expressed in conservative form as follows:



Table 3: Injector types studied under different injection
and chamber conditions.

Tab. 2
Tab. 1 1 2 3 4 5
1 allt | all 3,7 all all
2 all all 7 all all
3 all all | none | none all
4 all all 3,7 all all
5 all all 7 all all
6 all all | none | none all
7 3 3 none | none 3
8 3,7t | 3,7t | none | none | 3,7¢
9 3,74 | 3,7¢ | none | none | 3,7¢
10 | 3,74 | 3,7¢ | none | none | 3,7¢
11 18 1 | none | none | none

T All denotes the 3,7,9,and 13 port injectors

tHq only

§Single jet is achieved by blocking all but the central port of seven port
injector, or realigning one port of a three port injector with a chamber axis
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represents the total internal energy, internal energy
and enthalpy of the i" species, respectively, and q.
the energy diffusion flux.

e Species:
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where q; and w; represent the mass diffusion fluxes

and the rate of production of the i*" species, respec-

tively.

Equations (1) through (4), coupled with 1) an appropriate
equation of state, 2) appropriate treatments of thermo-
dynamic and transport properties, and 3) validated mix-
ing and combining rules for the mixtures of interest ac-
commodate the most general system of interest including
cases where multicomponent and/or preferential diffusion
processes are present. The viscous stress tensor is as-
sumed to follow Stokes’ hypothesis, and the heat release
due to chemical reaction in Eq. (3) is accounted for in
the description of the specific enthalpies, h;, as given by
the enthalpy of formation, %%,. The heat release rate can
be represented equivalently, as a source term on the right
hand side of Eq. (3), as the product of the enthalpy of for-
mation and the local rate of production of all the species
considered in the system. Using this representation, the
source term and specific enthalpies would be defined as

N
Qe = fzwih;i,and (5)
=1
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The theoretical formulation handles a generalized treat-
ment of the equation of state, thermodynamics, transport
processes, and chemical kinetics for the full multicompo-
nent system. The numerical formulation treats the fully
compressible conservation equations, but can be evalu-
ated in the incompressible limit. Thus, incompressibility
is treated as a limiting extreme of the more general com-
pressible equation set given above. A unique dual-time
multistage scheme is employed with a generalized pre-
conditioning methodology that optimally treats convective,
diffusive, geometric, and source term anomalies in a uni-
fied manner. The spatial scheme employs a staggered
methodology in generalized curvilinear coordinates. The
algorithm has been optimized to provide excellent parallel
scalability attributes using a multiblock domain decompo-
sition with distributed-memory message-passing.

FILTERED CONSERVATION EQUATIONS. For LES
applications, the filtered version of Egs. (1)-(4) are
solved. These equations are given, respectively, as:
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The terms P, 7, Qe and 51 represent respective com-
posite (i.e., molecular plus sgs) stresses and fluxes. The

terms Qe and w; represent the filtered energy and species
source terms.

SUBGRID-SCALE CLOSURE. The subgrid-scale clo-
sure is obtained using the “mixed” dynamic Smagorinsky
model by combining the models proposed by Erlebacher,
Hussaini, Speziale and Zang [22] and Speziale [23] with
the dynamic modeling procedure [24—-28]. The composite
stresses and fluxes in Egs. (7)—(10) are given as
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The term p, represents the sgs eddy viscosity, given by

pr = pCRAPTLE, (14)
where
Ilg =S:S, and S:%(Vﬁ—i—VﬁT). (15)

The terms Cg, Pr., and Sc;, represent the Smagorinsky,
sgs-Prandtl and sgs-Schmidt numbers and are evaluated
dynamically as functions of space and time. The over-
all model includes the Leonard and cross-term stresses
and provides a Favre averaged generalization of the
Smagorinsky eddy viscosity model [29] coupled with gra-
dient diffusion models that simulate subgrid-scale mass
and energy transport processes.

THERMODYNAMIC AND TRANSPORT PROPERTIES.
The property evaluation scheme is designed to account
for thermodynamic nonidealities and transport anomalies
over a wide range of pressures and temperatures. An ex-
ample of typically encountered thermodynamic regimes
is shown in Fig. 1. The scheme is comprehensive and
intricate, thus only a skeletal description can be given
here. The extended corresponding states model [30, 31]
is employed with a cubic equation of state. In past
studies, modified versions of both the Benedict-Webb-
Rubin (BWR) equation of state and cubic equations of
state have been used to evaluate the p-v-T behavior of the
inherent dense multicomponent mixtures. Use of modified
BWR equations of state in conjunction with the extended
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Figure 1: Thermodynamic regimes of interest using oxy-
gen as an example.

corresponding states principle has been shown to pro-
vide consistently accurate results over the widest range
of pressures, temperatures and mixture states, especially
at near-critical conditions. A major disadvantage of BWR
equations, however, is that they are not computationally
efficient.

Cubic equations of state can be less accurate, espe-
cially for mixtures at near-critical or saturated conditions,
but are computationally efficient. Experience has shown
that both the Soave-Redlich-Kwong (SRK) and Peng-
Robinson (PR) equations, when used in conjunction with
the corresponding states principle, can give accurate re-
sults over the range of pressures, temperatures and mix-
ture states of interest in this study. The SRK coefficients
are fit to vapor pressure data and are thus more suitable
for conditions when the reduced temperature is less than
one. The PR coefficients, on the other hand, are more
suitable for conditions when the reduced temperature is
greater than one. Here the PR equation of state was used
exclusively. A summary of the cubic equations of state
and recommended constants is given by Reid et al. [32,
Chapter 3].

Having established an analytical representation for real
mixture p-v-T behavior, the thermodynamic properties are
obtained in two steps. First, respective component prop-
erties are combined at a fixed temperature using the ex-
tended corresponding states methodology outlined above
to obtain the mixture state at a given reference pres-
sure. A pressure correction is then applied using depar-
ture functions of the form given by Reid et al. [32, Chap-
ter 5]. These functions are exact relations derived using
the Maxwell relations (see VanWylen and Sonntag [33,
Chapter 10], for example) and make full use of the real
mixture p-v-T path dependencies dictated by the equation
of state. Standard state properties are obtained using the
databases developed by Gordon and McBride [34] and
Kee et al. [35]. Chemical potentials and fugacity coeffi-
cients are obtained in a similar manner.



Table 4: Critical properties of hydrogen and nitrogen.
Ho N
T, (K)T 33.19 | 126.192

P. (MPa)t | 1.3150 | 3.3958
pe (kg/m?)% | 30.12 | 313.300

tCritical temperature
fCritical pressure
§Critical density

Molecular transport properties are evaluated in a man-
ner analogous to the thermodynamic properties. Viscos-
ity and thermal conductivity are obtained using the ex-
tended corresponding states methodologies developed by
Ely and Hanley [36, 37]. The mass diffusion coefficients
and thermal diffusion coefficients are obtained using the
methodologies outlined by Bird et al. [38] and Hirschfelder
et al. [39] in conjunction with the corresponding states
methodology proposed by Takahashi [40].

RESULTS AND DISCUSSION

To validate the coupled theoretical-numerical framework
and property evaluation scheme described above, we
have performed a high-fidelity LES of a single port high-
pressure gaseous hydrogen injector. The injector geom-
etry and flow conditions corresponds to those of a three
port injector of Petersen [9, 10]. The port orifice diameter
is 0.8 mm. The hydrogen gas is injected at a pressure of
104 bar into an ambient nitrogen mixture at a pressure of
3.4 bar. These conditions correspond to case numbers 1
and 2 in Tables 1 and 2, respectively. The corresponding
critical properties of hydrogen and nitrogen are shown in
Table 4. The high-pressure of the injection process places
it in the supercritical regime, as illustrated in Fig. 1.

A priori validation of the accuracy of our property evalua-
tion procedure with available experimental data is shown
in Fig. 2. The experimentally obtained density data of
Vargaftik [41] is compared to density calculated using our
scheme. The results are in excellent agreement with the
experimental data. Figure 2 also shows the specific heat,
dynamic viscosity and thermal conductivity of oxygen ver-
sus temperature over the same range of temperatures
and pressures. It is important to note that the methods
applied here are applicable to any arbitrary hydrocarbon
mixture at typical conditions of interest in IC-engines.

The computational domain spans, axially, 10 injector ori-
fice diameters into the injector port and 100 diameters
downstream of the port exit. The radial extent of this do-
main is 40 diameters. The computational grid is care-
fully tailored to facilitate high-fidelity LES, both, inside
the injector port and inside the chamber. The full three-
dimensional grid contains approximately 3,000,000 cells.
The injector orifice is included in the calculations, with
stretching applied in the wall-normal direction such that
the first cell from the wall was within a y* value of 1 and
the first 16 cells within the interval 0 < y* < 30. The trans-

verse grid spacing was set such that Az* and Az™ where
approximately 50. No-slip boundary conditions were ap-
plied at the upper and lower walls.

The instantaneous shadowgraph obtained in the experi-
ments of the three port hydrogen injector and several iso-
contours of the density field obtained from LES are shown
in Fig. 3. This representative example shows the level of
gualitative agreement obtained between the experimen-
tally observed and simulated results.

To quantify the results, jet penetration measurements ob-
tained from the LES are shown in Fig. 4. The penetration
length was calculated by measuring the distance from the
jet’s exit to a location along the centerline, where the mass
fraction of hydrogen fell below a value of 3% of the max-
imum. The LES results are in good agreement with the
experimental data. Calculations of the entire set of injec-
tors are in progress.

CONCLUSIONS

A high-fidelity LES of a high-pressure hydrogen direct in-
jection process has been conducted. To account for the
relevant physical processes, a novel thermodynamic and
transport property evaluation scheme has been imple-
mented and a basline level of validation has been estab-
lished. This scheme accounts for thermodynamic nonide-
alities and transport anomalies over a wide range of pres-
sures and temperatures. In addition to the simple binary
system considered here, the overall scheme is applicable
to a wide variety of hydrocarbon mixtures.

The simulation results were compared to the experiments
of Petersen and Ghandhi [9, 10]. Good qualitative and
guantitiative agreement was obtained by comparing both
shadowgraph results and the jet penetration data acquired
in the experiment. The LES resolved turbulence struc-
tures are also in good qualitative agreement with those
observed experimentally. The current work provides a
baseline level of validation. Ongoing extensions include
performing a systematic study of of the set of multi-port
injectors studied by Petersen and Ghandhi. These results
will be included in the final paper along with preliminary
results from a parallel effort focused on hydrocarbon in-
jection processes. The objective is to develop a validated
capability for application in full optical engine geometries.
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