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+ Need for high fidelity for very large scale circuits

+ -~ — Addition of environmental effects such as radiation
— . requiring additional physics which impact all devices

7" 4 Currently, at millions of unknowns with 10s of
[ _millions approaching quickly

4 Coupling to PDE simulations of a few
+-..semiconductor devices (XYCE<—>CHARON)
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Block Triangular Form

& Steady State Analog Circuit

Problems are Block “REDUCIBLE"!
+ BTS Algorithm: O(n,'s,+n,?s%)

~1+ _Current implementation beats our
fastest sparse direct solver for

'n>10,000

4.~ 4 Ill-conditioned (>10'6) diagonal

blocks can be better managed usin
~.SVD with Thresholding.
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+Analog circuit problem sizes continue to increase
| *- - — Parasitics
— Environmental Effects
w -~ — Mult-Time PDE Methods

fif Robust distributed memory linear solver technology

é o .

| - -Conditioning

“’ *—“”Partitioning (HyperGraph = Zoltan)
', = MultiLevel Preconditioning
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R MultiLevel Preconditioning
ECRNRED Distributed Schur Complement
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Pt 4 Benefits
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4 " Rap|d Decrease in Coarse Mesh Size
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| Basermann (NEC Europe) and Sosonkina
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Original After
Number of... Problem Filtering
Successful Steps Taken 925 892
Failed Steps Attempted 67 53
Jacobians Evaluated 2488 2399
Linear Solves 2488 2399
Failed Linear Solves 32 13
Linear Solver lterations 33595 12152

:szb,./a,.j

= x; =(b, —Zaikxk)/aij

k#j
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= Voltage Source
% 2 o T
O:. *Hndependent voltage sources require current variables.

* +Current through a voltage source not a function of voltage drop
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{~+. " across the source (no | = VIR relationship!).

- # Stencil: Diagonal vanishes

é_, J AX = —f v

f P S i {7 _AVl _ - B IV - KCLI drop
e | e S AV, = I, KCL, Node 1>' O
i;v w1 =1 AL | | =V +V,+V, |Constr
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é *“’ +“‘"Ana|og circuit simulation on Scaled Speedup
1.7 - largest number of processors 10000
I RSy 14 million devices
1 — 1024 processors 7
; R Qe}alls P
= By ‘Scaled microStrip 3
V4.7 Transmission Line .
ir . — AztecOO GMRES/ILUT
feta T w * ~10 iters/solve | ‘ ‘ ‘
| —. NOX Full Newton | R
%'-’“i'} o - ~ Sinusoidal |npUt —e— Jacobian —#— Residual Linear Solve Total —¥— Linear
b ..~ = 14,000 Dev/Proc
L. =16,000 Unk/Proc
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>2 Million Unknowns
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.« Singleton Filter
L. 1o Zoltan/ParMETIS
_© '+ AMD Subdomains
t. = o lfpack ILU(K)

l — Fill Factor: 1
e — Overlap: 0
e — Diagonal Shift

- = NOX Full Newton
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Fixed Size Speedup

Time Time Time Scaled
Procs Total Solve Fill Efficiency Adj (Avg) Adj (Max) Speedup
16 8173 4132 2696 1 13.375 15 1
32 5536 2943 1353 0.738168 23.3125 31 1.48
64 3500 1900 725 0.583786 30.5 56 2.34
128 2220 1243 397 0.460191 36.78125 80 3.68
Simulation Time
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