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35-word abstract 

We present the first charge loss model on nonvolatile nanocrystal memories. It predicts the threshold 
voltage dependence on the ion hit number and position. It also provides an estimation of the ion hit 
track size. 
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I. INTRODUCTION 
Several reliability constraints are hampering the scaling of the floating gate memories (FGM) along the ITRS 
roadmap. The data retention requirements, the presence of fast and erratic bits, and the drain-induced turn-on 
are limiting the tunnel oxide shrinking to 7-8nm [1]. Moreover, FGMs show a limited tolerance against 
ionizing radiation in terms of total ionizing dose and single event effects [2-4]. Many alternatives are 
currently being considered, exploring both new materials (e.g., ferroelectrics and chalcogenides, etc.) and 
new cell structures [5]. Among them, nanocrystal memory (NCM) represents the most natural and cost-
effective solution, because they can be cheaply fabricated using a standard CMOS process flow, with only 
few added masks. In fact, in NCMs the monolithic floating gate (FG) is replaced with a layer of discrete 
nanocrystals (NCs). This permits to scale the dielectric thickness down to 4-5nm [6] and to employ low 
programming voltages and short programming time [7]. 
It has been recently shown that NCM increases the tolerance against both SILC and RILC, because a single 
weak spot in the tunnel oxide can discharge only the few neighboring nanocrystals, leading to a limited 
threshold voltage variation. In a previous work [8] we analyzed the effect of one/few ion hits on addressable 
arrays using a broad beam of heavy ions. Unfortunately, with such ion beam the whole chip is irradiated, 
including all the peripheral circuitry (control circuitry, decoders, etc). Consequently, the ion fluence must be 
kept low enough to avoid any appreciable radiation damage in the peripheral circuitry. Despite these limits, 
we demonstrated that a single ion hit does not produce any appreciable change in the threshold voltage as 
long as the cell size is larger than the ion track size. 
A fine estimation of the threshold voltage variation induced by a given number of ion hits is a very complex 
task, which requires to know the NC charge state and distribution over the device area, the ion track size, and 
the effects of a single discharged NC on the oxide electric field. At present, there are no models that allow 
the prediction of the threshold voltage variation on NCMs after a heavy ion irradiation. 

II. AIM OF THE WORK 
In this work we aim to model the prompt charge loss induced by heavy ion irradiation. Our purpose is to 
calculate the threshold voltage variation of the hit cells depending on the number of ion hits, the ion track 
size, the initial nanocrystal charge, and the amount of charge loss. We used the microbeam facility at the 
Sandia National Laboratories, which permits the accurate estimation of the irradiated area, and it permits to 
rise the fluence levels, enabling the study of the impact of multiple ion hits. 

III. EXPERIMENTALS AND DEVICES 
We analyzed 16Mbit NCM arrays organized in 32 blocks of 512kbits. Each block is divided in 8 sectors of 
64kbits. The cells aspect ratio is W/L = 200nm/300nm, the tunnel oxide thickness is 5nm, the control 
dielectric consists of an Oxide-Nitride-Oxide (ONO) stack with an equivalent oxide thickness (EOT) of 
12nm. The average nanocrystal diameter and density have been estimated through TEM measurements and 
they are 6nm and 5·1011 cm-2, respectively (see Fig. 1 for further details). The cell erasure and program were 
performed by Fowler-Nordheim (FN) injection and CHannel Initiated Secondary Electron injection 
(CHISEL), respectively [7].  
The irradiation experiments were performed at the Sandia National Laboratories (Albuquerque, NM), using a 
focused Cu ion beam (surface LET = 33.5 MeV⋅cm2⋅mg-1, Energy = 50 MeV). The devices were irradiated 
unbiased. This is a good approximation of the real operating condition because each memory cell is left in 
high impedance state for the majority of its lifetime, and it is accessed only occasionally.  In each array, one 
half of cells were programmed at  “1” and one half at “0” with a checkerboard pattern. 

IV. RESULTS 
In Fig. 2 we show the threshold voltage (VTH) distribution before and after irradiation with 1.67⋅109 Cu 
ions/cm2. The sector area is 5.38⋅10-4 cm-2, but the ion beam was focused on a smaller area (3.15⋅10-4 cm-2). 
We chose the ion fluence so that, namely, the 100% of cells received one hit within the irradiated area. The 
threshold voltage has been defined as the gate voltage required by the cell for driving a drain current IDS= 
20μA (at VDS = 0.8V). The deviation from the typical behavior mainly derives from the process parameter 
dispersion, the local variation of the nanocrystal density, and the position of the cell within the array, which 
differently impacts on the cell parasitics. The heavy ion exposure has negligible effects on the erased cells, 
because the stored charge is almost neutral, as already discussed in [8]. On the contrary, the programmed cell 
distribution feature a large tail after irradiation, as can be seen in the cumulative probability distribution in 



Fig. 3. The 8 arrows in Fig. 3 represent the cumulative probability that at least 1,2,3, … ions hit a single cell. 
This calculation has been done using the model proposed in [8] and taking into account that only a fraction 
of the sector was effectively irradiated (58.6%). The  shift between the fresh and irradiated device curves in 
Fig. 3 is 18mV at the probability of 1 hit, 0.3V at 3 hits, and increases up to 0.72V at 8 hits. Hence, a single 
ion hit cannot produce a substantial VTH shift, and even after 8 hits the programmed cell distribution is still 
not-overlapping with the erased cell distribution. 
As discussed in [8] the origin of such tail is the prompt charge loss due to several mechanism: the 
photoemission and the recombination with the charge generated in the oxide within the ion track; and (at less 
degree) the transient conductive path.  

V. MODELING AND SIMULATIONS 
The purpose of our model is to simulate the variation of the array VTH distribution after heavy ion irradiation, 
given the nominal ion fluence. This task is relatively simple in FGM, because the VTH shift induced by the 
ion strikes is independent on the hit position along the channel (being metallic the floating gate behavior). 
Instead, in a NCM cell each ion hit discharges only the neighboring NCs, and the stored charge does not 
redistribute. Consequently, the VTH locally changes only around the hit positions. To produce an appreciable 
cell VTH reduction, the ion hits must be contiguous each other along the channel, and they must form a 
percolation path from the source to the drain diffusion (see Fig. 4).  
In the following we summarize our model in two steps: firstly we consider the NCM cell electrostatics, 
which permits us to simulate the IDS-VGS characteristics once the position and the electric charge of each NC 
are known. Our model works with arbitrary NC charge and spatial distributions. Secondly, a Monte Carlo 
based simulation is used to simulate the ion hit effects. 

A. Channel electrostatics and conduction modeling 
Our electrostatic model is based on the following assumptions (see Fig. 5a): 
A1) The gate and the channel in linear region are approximated as an infinite metallic sheet. This is a good 

approximation for all NCs in the center of the channel, but it is less accurate for the NCs on the channel 
edges. However, we verified that the edge-NCs have a minor impact on the whole channel conductance.  

A2) Each charged NC is approximated as a point charge.  
A3) The normal component of the electric field (Eox) is much larger than the longitudinal component (EL). 
Following assumption A1, the polysilicon gate and the strongly inverted channel act as a metal plate. 
Therefore, we studied a linear system of charges and conductors and we adopted the method of the 
superposition of the effects to evaluate the normal electric field (Eox) all over the channel area. Using the 
image charge method, we evaluated the electric field at the substrate-oxide interface induced by a single NC 
charged with an elementary negative charge. This is calculated as a sum of infinite terms of image charges, 
corresponding to infinite reflections of the nanocrystal charge at the two electrodes (see Fig.5a for notations):  
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We limited the number of terms of the sum accordingly to the desired approximation (we chose 10-4%). 
Despite its simplicity, the results of our electrostatic model, combined with the heavy ion modeling (see next 
subsection), are in excellent agreement with the experimental data. In addition, thanks to our assumptions, 
the model needs to calculate the NC-induced electric field only once, shortening the simulation time. 
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Fig. 1. Cross section of a NCM cell used in 
this work. 

Fig. 2. Threshold voltage distribution of a 
fresh and irradiated NCM array. 

Fig. 3. Cumulative probability distribution of the 
same irradiated cell array of Fig. 2. 

 



Once the normal electric field Eox is calculated at the position (x,y) 
along the channel, we evaluated the local carrier density per unit of 
area nS(x,y) and the local channel conductance σS(x,y) per unit of area: 

σS(x,y) = µ⋅q⋅nS(x,y) = µ⋅Eox(x,y)⋅εo 
µ is the electron mobility; εox is the oxide dielectric permittivity; and q 
is the elementary charge. 
From assumption A3, the longitudinal component of the channel 
electric field EL can be calculated by the ohm law, in the 2D system, 
neglecting the effect of EL on the free carrier density: 

( ) ( ) ( ), , ,x y x y x yσ= LJ E  
By imposing the charge conservation: 

( ) ( ) ( ) ( ) 0div div grad divσ σ σ= = + =L L LJ E E Ei  
The solution of this system has been numerically calculated over a 

mesh grid with 1-nm width (the detail will be shown in the final paper, due to lack of space). The device 
parameters (µ, Cox, etc) have been calibrated to fit the IDS-VGS characteristics of a single NCM cell. Fig. 6 
shows the good fit between our model and the experimental results on a neutral and a programmed cell.  
This model can evaluate the IDS-VGS characteristics for arbitrary NC arrangement and NC charge distribution. 
Nonetheless, for simplicity and brevity, in the following we will discuss the case of regularly spaced and 
uniformly charged NC (see Fig. 5b). This is an approximation of the real NC distribution, but it has a modest 
impact on our results. In fact, the NC non uniformity induces a potential perturbation much smaller than the 
variation induced by NC charge loss due to the ion hit. We postpone the discussion of the effect of NC 
distribution and charges to the final paper. 

B. Radiation Damage Modeling 
Once the electrostatic model of the NCM cell has been assessed, we consider the effects of the ion hits. At 
this purpose we made some additional assumptions (see Fig. 5b):  
B1) For simplicity, each ion hit discharges all the NCs within a circular area with diameter S, while all the 

charges stored outside this area are unchanged. 
B2) The probability that a cell experiences M ion hits is calculated using the model proposed in [8] and 

taking into account the effective irradiation spot size. 
B3) The NCs are uniformly charged, which is good approximation in case of FN injection. Simulations are 

running (and they will be shown in the final paper) to take into account the non uniformity of the NC 
stored charge due to CHISEL program technique. 

The way the ion hits modify the cell IDS-VGS is very different and it strongly depends on the ion hit positions.  
Let us consider, for instance, Fig. 7. Here we show two examples of quadruple hit patterns representing two 
opposite cases (see Figs. 7a and 7c). We assumed the spot size of each ion hit S=100nm.  In Fig. 7e we show 
the IDS-VGS of a neutral device (dashed), a programmed device (solid) and two cell hit by 4 ions (solid line 
marked with #1 and #2). In the case #1, a percolation path exists between source and drain (Fig. 7b) and the 
cell turns on earlier than the fresh cell. Instead, in case #2 the ion hit positions are very close each other and 
they are not able to generate any percolation path (Fig. 7d). The cell VTH reduces, but it is less affected than 
in case #1. This phenomenon does not occur on conventional FGMs, because the VTH variation mostly 
depends on the number of hits and not on their positions.   
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Fig. 4. Percolation path formation along the 
MOSFET channel following multiple hits. 
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Fig. 5. a) Nanocrystal electrostatic model and notations. Only the image charge of the first 
reflection are shown, for simplicity. b) Uniform nanocrystal distribution with centered body 
hexagonal pattern . 

Fig. 6. Comparison between model and the 
experimental measurements of a programmed and a 
neutral cell. 

 



 

To simulate the statistical effect of M ion hits on a NCM cell, we used a Monte Carlo approach (detail in the 
final paper). The main simulation variables were the ion track size and the ion fluence. In Fig. 8 we show a 
summary of the simulation results. Fig. 8a shows the VTH variation as a function of the ion track size S and 
for different ion hit numbers. In Fig. 8b we show the simulated average VTH shift after 1-8 hits (S=100nm). 
Finally, in Fig. 8c we show the comparison between the experimental results and the simulations. We 
achieved a very good fit of the tail cell distribution by setting the ion track diameter to 87nm. 

VI. CONCLUSIONS 
We presented for the first time a model of the heavy ion induced radiation damage on nanocrystal memory 
cells. Excellent fits of the tail cells distribution are achieved. The model may also take into account the 
nanocrystal distribution non uniformity and the effect of different programming techniques (CHC, CHISEL, 
FN), which may produce non uniform charging of the nanocrystals. 
The model has been validated with a focused microbeam test. It provides an estimation of both the ion spot 
size and the average number of ion hits required for achieving a given charge loss. In our irradiation 
experiments we estimated a ion track size S = 87nm for 50-MeV Cu ions. This model also confirms the good 
robustness of nanocrystal memories against heavy ion irradiation and their much stronger tolerance than the 
conventional floating gate based memories. Simulations are running to take into account the nanocrystal 
distribution non uniformity and to evaluate the impact of non uniform nanocrystal charge distribution.  
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(c) 

Fig.8. a) Simulated average threshold voltage variation of an irradiated cell as a function of the ion track size and the number of hits. b) Simulated 
cumulative probability of the threshold voltage variation in an irradiated cell. c) Comparison between the simulations and experimental results of 
Fig.2.  The symbols represent the experimental data and the solid lines represent the theoretical fit. 
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(e) 

Fig. 7. Comparison between two possible quadruple hit 
patterns: a) 4 hits perfectly aligned; b) simulated channel 
resistance of the hit pattern in Fig. a; c) 4 hits close to the 
source; d) simulated channel resistance of the hit pattern in Fig. 
c; e) Simulated IDS-VGS curves of the neutral, programmed and 
hit cells of Fig. a-b and c-d. 




