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ABSTRACT

The current information visualization literature highlights design
and evaluation processes that are highly variable and situation
dependent, which raises at least two broad challenges. First, lack
of a standardized evaluation criterion leads to costly re-designs for
each task and specific user community. Second, this inadequacy
in criterion validation raises significant uncertainty regarding
visualization outputs and their related decisions, which may be
especially troubling in high consequence environments like those
of intelligence analysts. As an attempt to standardize the "apples
and oranges" of the extant situation, we propose the creation of
standardized evaluation tools using general principles of human
cognition. Theoretically, information visualization tools enable
the user to see information in a way that should attenuate the
user's memory load and increase the user's task-available
cognitive resources. By using general cognitive abilities like
available working memory resources as our dependent measures,
we propose to develop standardized evaluative capabilities that
can be generalized across contexts, tasks, and user communities.
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1. INTRODUCTION

The current information visualization literature highlights design
and evaluation processes that are highly variable and situation
dependent [1]. One important reason for this is that the field of
information visualization is not focused on a particular domain or
type of data. Instead, researchers have identified a range of
knowledge tasks that lend themselves to visualization technology,
including exposing uncertainty, concretizing relationships,
formulating cause and effect, determining domain parameters,
multivariate explanation, testing hypothesis, answering previously
unforeseen questions, looking at data from different perspectives,
and discovering patterns [1]. A wide variety of user communities
can benefit from visualization technology that supports these

knowledge tasks. We will focus on the Intelligence Community
(IC) in our discussion because information visualization tools
could be extremely beneficial to this community. In addition,
intelligence analysis is a high-consequence domain in which
understanding the impact of the tools on analyst performance is
particularly important. However, the same ideas apply to any user
community that deals with large data sets and could benefit from
information visualization tools.

The amount of information that is theoretically available to
intelligence analysts is a double-edged sword: although analysts
are privy to extensive, often proprietary datasets, it can be difficult
to retrieve, assess, aggregate, and interpret the massive amounts of
data that such databases contain, particularly considering the tight
timelines that analysts frequently face.  Ideally, information
visualization tools should make more information available, more
easily and rapidly, than the current suite of search, notation, and
storage tools that analysts typically have on their desktops.
Perhaps most importantly, these tools must minimize cognitive
load, to ensure that analysts’ cognitive resources are fully
available for making sense of complex information sources.

We are aware of many visual analytics toolsets aimed at the
Intelligence Community. However, formal validation of these
tools is rare for a range of reasons. Ideally, the formal validation
of information visualization software would involve a controlled,
comparative experiment to assess the impact of information
visualization tools on intelligence products used for decisions in
key real-world events, including the completeness, reliability, and
accuracy of the assessments derived with and without visual
analytics software. Such formal validation studies are difficult for
a variety of reasons. For one thing, intelligence analysis is often
task and analyst-specific, involving a wide range problems,
datasets, domains, and approaches. This makes experimental
controls difficult to attain across a population. Secondly, ground
truth can be difficult to come by. Collecting historical user
effectiveness data requires accessing and understanding complex
data sets that are often sensitive, proprietary, even classified.
Additionally, some data sets lack ground truth by their very
nature. For example, terrorism threat analysis accuracy may be
indeterminate if the threat is never realized.

This is not to say that information visualization researchers have
not tried to develop evaluative techniques to assess the usability
and usefulness of their software packages. However, as discussed
by Plaisant et al. (2008), in-situ usability studies and controlled
experiment methodologies related to information visualization
evaluation are “helpful but take significant time and resources,”
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[5] and moreover, do not generalize across conditions and
contexts, leading to costly re-designs for each project and specific
user community.

A key reason for the cost and difficulty of well-controlled
usability studies is the lack of standardized metrics that can be
used to comparatively evaluate different information visualization
tools across a range of knowledge domains. Given the demands
that intelligence analysis and other complex analytic tasks place
on cognitive resources, we propose using cognitive workload
measures as a source of standardized evaluation metrics for
information visualization tools. Measures of cognitive workload
have been well-characterized by psychology and human factors
research. We suggest that evaluation techniques focused on
cognitive processing measures could provide metrics that are
applicable across tools, tasks, and datasets. Evaluative principles
that rely on cognitive processing, and not on domain-specific
analysis outcomes, can lead to more cost-effective design
principles for all visual analytics software in the IC. We believe
that cognitive load evaluation is a cost-effective start to
developing performance metrics for visual analytics packages.

2. COGNITIVE LOAD EVALUATION

Our approach begins with the recognition that intelligence
analysis involves many challenges that relate to human cognition.
Those include manipulation and comparison of information,
remembering relevant information, discrimination of threat from
non-threat, and avoiding cognitive bias. These are cognitively
intense activities that require maximum attention.

We suggest that effective information visualization tools should
minimize the cognitive demands stemming from finding and
manipulating raw data. Instead, effective tools should lower
cognitive burden, freeing the analyst’s cognitive resources for
making sense of the information. In making this suggestion, we
agree with Huang et al. (2008), who point out that typical
visualization performance measures compare performance
differences in response time and accuracy, but fail to capture the
amount of mental effort that might be required to compensate for
a poor visualization tool. Thus, while performance measures
might be equivocal across two visualizations, users may have to
expend greater mental effort to compensate for a bad
visualization.

Cognitive load is defined as “the amount of cognitive resources
needed to perform a given task” [4]. Cognitive load measures
have been used to test performance in a variety of domains [2].
For example, in educational and instructional research, measures
of cognitive load are increasingly used in conjunction with
outcomes measures (such as the quality and quantity of
information that a user acquires) to assess loads on cognitive
capacity in multimedia learning environments [3-5]. In general,
there are four types of cognitive load measures: primary task
measures, such as measures of a person’s speed and accuracy
when completing their main task; secondary task measures, which
measure performance on a concurrent task; physiological
measures, where physiological markers of stress or effort are
recorded; and subjective measures, such as questionnaires. There
is some precedent for using measures of cognitive load to assess
software designed for the IC; however, most are limited to
subjective questionnaires [5, 8, 9].

We are particularly interested in metrics related to working
memory, which refers to the brain’s ability to acquire and
maintain small amounts of information under active processing
for short periods of time (cf [6]). Working memory is the
“theoretical construct that has come to be used in cognitive
psychology to refer to the system or mechanism underlying the
maintenance of task-relevant information during the performance
of a cognitive task™ [7]. Working memory measures seem to map
well onto what North (2006) has called for in terms of a new
evaluation method to measure visualization “insight” [4]. North
describes insight as a process that is complex, deep, qualitative,
unexpected, and gives relevance to the data by connecting it to
existing domain knowledge. If an analyst is devoting more
cognitive resources to navigating a difficult interface, he or she
will have fewer resources available for analyzing and
understanding the data. This could decrease the likelihood of
gaining insight into a visualized data set and increase the analyst’s
chances of making errors or missing important information.

We propose using working memory metrics to evaluate
information visualization tools by designing a methodology to
assess what proportion of a user’s working memory resources are
consumed by using the tool itself as opposed to making sense of
the data that the tool is designed to illuminate. This idea is related
to previous work by Huang et al. [4] who have suggested that
visualization effectiveness relates to how well a person can
maintain concentration when working on a complicated task.
Their focus was on using general-purpose processing resources to
assess the distractive nature of a visualization. We share this focus
on utilizing general-processing resources, but our focus is on
assessing the usefulness of a tool by how well it allows users to
devote their working memory resources to thinking about the data
as opposed to wrestling with the visualization tool. We suggest
that when an information visualization tool is useful and intuitive
for its users, their cognitive resources will be free to support the
types of high-level cognitive processes that support understanding
and gaining insight into the data.

3. PROPOSED METHODOLOGY FOR
WORKING MEMORY MEASURES

To assess the feasibility of working memory-oriented metrics for
evaluating induced cognitive load, we are engaging in a series of
evaluation studies during this calendar year (2010) in which
professional analysts will be asked to solve a series of simple
information retrieval problems that are similar to the kinds of
tasks they complete in their daily work. In a counterbalanced
within-subjects test, the analysts will solve one problem using
traditional read-and-search methods with raw text data and
another problem using a prototype visual analytics tool built on
Sandia’s Titan visualization framework (see www.vtk.org). In
addition to primary task metrics, such as time to resolution,
correctness, and completeness, all participants will be asked to
perform a secondary working memory task as part of a dual-task
experiment.

In a dual-task experimental paradigm, participants are asked to
perform two tasks simultaneously. This type of study design is
used frequently in psychology and human factors research. The
participants can be directed to focus their effort on both tasks
equally or to focus on one task (the primary task) at the expense
of the other (the secondary task). Participants can perform well on



a secondary task only when they have excess cognitive resources
that are not consumed by their primary task. Secondary task
measures have been shown to be more sensitive measures of
workload than primary tasks alone [13, 14].

In our proposed evaluation methodology, the participants’ primary
task will involve interacting with software tools as described
above. As a secondary task, participants will complete a well-
validated memory task called the Sternberg task [15]. This task,
which has been shown to be a sensitive secondary task measure in
numerous human factors studies [e.g., 15, 16], will allow us to
assess participants’ spare working memory capacity during
concurrent interaction with the visualization tool. The Sternberg
task will require participants to remember and detect a set of
targets among a stream of distracter items. Specifically,
participants will hear target set such as a set of three random
letters that they will have to maintain in working memory. After a
delay, participants will hear a series of probe letters and they must
indicate whether or not each probe is a member of the target
memory set. Their accuracy and reaction time will be recorded
and compared to their baseline level of performance (their speed
and accuracy when they are completing the task alone, without a
concurrent primary task). By measuring participants’ accuracy
and reaction time to target items during this secondary memory
task, we can assess the cognitive load that the visualization tool
imposes on participants’ working memory.

If the software is difficult to use, navigating it will impose a high
burden on the participants’ cognitive resources and they will have
very little working memory capacity left over for the secondary
task. That will degrade their reaction times and accuracy for the
Sternberg task. In contrast, if the software is easy to use,
participants will perform well on the secondary task, with little or
no degradation from their baseline levels of performance. Since
the secondary task is continuous, we can examine performance
over time to determine if some aspects of interacting with the
software are more difficult than others or to compare the
effectiveness of different types of tools, processes, or
visualizations.

Our primary hypothesis is that good performance on the
secondary working memory task indicates that the software does
not impose a high burden on cognitive resources. In a real-world
analysis task, that would mean that the analyst would have more
resources available to support high-level cognitive engagement
with the data set. In other words, performance on the secondary
working memory task should be a good indicator of the
effectiveness of the visualization tool. In the course of our
experiment, we will do several comparisons to test this
hypothesis. First, as mentioned above, we will have analysts use
traditional read-and-search techniques or use a visualization tool
to perform the same search and retrieval tasks. We will ask
participants to complete the NASA TLX questionnaire to assess
subjective workload experience for each method, as has been done
in previous evaluations of software for the IC [10]. We will
evaluate the results of the secondary working memory task with
respect to the analysts’ performance on the primary task metrics
(time to resolution, correctness, and completeness) and subjective
workload measures for each tool.

In additional experiments, we will conduct tests in which groups
of analysts interact with visualization tools that have different
types of visual representations that are judged subjectively to be
easier or more difficult to interpret. We will also compare
different versions of the same tool in which a key feature is
present or absent, making the software easier or more difficult to
use. Once again, we will compare the analysts’ performance on
the secondary working memory task to their performance on the
primary task and their subjective assessments of the workload
imposed by interacting with each variant of the software. We
expect to report the results of these experiments in late 2010; in
the meantime, the authors are happy to provide information on our
study design and our progress.

If we are successful in validating the secondary working memory
task as a tool for evaluating information visualization software,
the same basic techniques could be applied to evaluating software
for any domain. Since this method is based on general principles
of human cognition, it can be used as a standardized comparison
across different user groups, analysis tasks, and data sets. New
tools or variants of tools could be tested quickly and easily to
determine their effectiveness. In addition to comparing complete
software tools, the continuous nature of the working memory load
assessment could also be used to identify problematic points
within a tool where a user might get bogged down or confused.
The basic study design could be applied to any evaluation: a dual-
task paradigm in which users interact with the software as a
primary task and perform a Sternberg working memory task as
their secondary task. The users would not need to be domain
experts; they would simply need to walk through the mechanics of
working with the visualization tool. This method could provide a
fast, cost-effective, and standardized way for assessing the
effectiveness of new tools or

4. CONCLUSION

We believe that evaluation approaches that incorporate working
memory-derived measures will help researchers assess whether
their tools actually enhance users’ cognitive processing. Such
evaluation approaches will also have reliability and validity across
temporal, contextual, and user-related variances. We also believe
such measures can be used to evaluate any type of visual analytics
software without requiring the costly and time-consuming
development of application-specific evaluation metrics. An
effective tool should demand few of the user’s cognitive
resources, enabling the user to perform high-level analysis and
sensemaking tasks more effectively. We think this novel
approach to evaluating visualization software will allow for: 1)
effective comparisons across different users, data sets, and
analysis tasks and 2) informative evaluations of visualization tools
without the need to develop costly tool- and application-specific
evaluation metrics and design.
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