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Abstract—Discovering and characterizing emerging topics and 
trends through analysis of Web data is of great interest to securi-
ty analysts and policy makers. This paper considers the problem 
of monitoring social media to spot emerging memes – distinctive 
phrases which act as “tracers” for discrete cultural units – as a 
means of rapidly detecting new topics and trends. We present a 
novel methodology for predicting which memes will propagate 
widely, appearing in hundreds or thousands of blog posts, and 
which will not, thereby enabling the discovery of significant top-
ics. We begin by identifying measurables which should be predic-
tive of meme success. Interestingly, these metrics are not those 
normally used for such prediction, but instead are subtle meas-
ures of meme dynamics. These metrics form the basis for learn-
ing a classifier which predicts, for a given meme, whether or not 
it will diffuse widely. The efficacy of the proposed methodology is 
demonstrated through an analysis of successful and unsuccessful 
memes associated with the 2008 U.S. presidential election cam-
paign. The applicability of the approach to security informatics 
tasks is illustrated via a case study involving analysis of the emer-
gence in late 2008 of a particular cyber threat against Israel.  

Keywords—-emerging topics, social media, predictive analysis, graph 
analysis, security informatics.  

I. INTRODUCTION 

The enormous popularity of “social media”, such as blogs, fo-
rums, and social networking sites, represents both a significant 
opportunity and a daunting challenge for security analysts and 
policy makers [e.g., 1-4]. A vast volume of security-relevant 
information is generated each day by bloggers and other con-
tent producers worldwide, thereby providing an essentially 
real-time view of opinions, intentions, activities, and trends of 
individuals and groups across the globe. These data may, for 
instance, enable early detection of emerging issues, topics, and 
trends in regions of interest, which could be of considerable 
value. For example, negative information, grievances, and con-
tentious situations are much easier to address if discovered in 
their early stages, while nascent positive sentiments and activi-
ties can often be leveraged and amplified. Of course, the signa-
tures of emerging topics and trends are buried in the massive, 
and largely irrelevant, output of millions of online content ge-
nerators, so that discovering them rapidly enough to be useful 
is extremely difficult.  

This paper considers the problem of automated detection 
and characterization of emerging topics and trends in social 
media. Recently [5] proposed that monitoring social media to 

spot emerging memes – distinctive phrases which act as “trac-
ers” for discrete cultural units – can enable early discovery of 
new topics and trends, and presented an effective and scalable 
algorithm for detecting memes. However, a challenge with this 
method is the fact that the vast majority of online memes attract 
very little attention, and in most security-related applications 
we are interested in those memes, and the underlying topics, 
that reach a nontrivial fraction of the population.  

This consideration motivates our interest in predictive anal-
ysis of meme dynamics: we wish to identify those memes 
which will go on to attract substantial attention, and to do so 
early in the meme lifecycle. This capability is essential for 
practical emerging topic discovery, as it would enable early 
detection of the emergence of significant topics and trends. 
Standard approaches to predictive analysis of social diffusion 
phenomena like meme propagation assume, either explicitly or 
implicitly, that diffusion events which propagate widely pos-
sess more appealing “intrinsics” than those which don’t, and 
focus attention on identifying these intrinsics [6]. Recent re-
search calls into question this premise, indicating that intrinsic 
attributes typically don’t have much predictive power [e.g., 6-
8].  

This paper proposes that generating useful predictions 
about social diffusion requires careful consideration of the way 
individuals influence one another through their social networks. 
We present a new predictive methodology which exploits in-
formation about network topology and dynamics to accurately 
forecast which memes will propagate widely, appearing in 
hundreds or thousands of blog posts, and which will not. The 
particular network features used by the prediction algorithm are 
those identified as likely to be predictive of meme success by 
our recently developed predictability analysis procedure [7,8]. 
Interestingly, the metrics nominated by this theoretical analysis 
turn out to be fairly subtle measures of the network dynamics 
associated with early meme diffusion. Meme prediction is ac-
complished with a machine learning algorithm that, based upon 
very early network dynamics, is able to accurately distinguish 
memes which will ultimately diffuse widely from those that 
will not. The utility of the proposed algorithm is demonstrated 
through a study of successful and unsuccessful memes asso-
ciated with the 2008 U.S. presidential election campaign. The 
applicability of the approach to security informatics tasks is 
illustrated via a case study involving analysis of the emergence 
in late 2008 of a particular cyber threat against Israel.  
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II. PRELIMINARIES 

The goal of this paper is to develop a methodology for early 
and accurate identification of ‘memes’ which will propagate 
widely, thereby enabling the discovery of emerging topics and 
trends which are likely to attract significant attention. This ob-
jective leads naturally to two predictive analysis tasks: 1.) iden-
tify measurables which are predictive of meme success, and 2.) 
use these predictive measurables as the basis for classifying 
memes into two groups – those which will acquire many posts 
and those that won’t – very early in the meme lifecycle. To 
support an empirical evaluation of our proposed solutions to 
the above tasks, we downloaded from [9] the time series data 
for slightly more than 70 000 memes. These data contain, for 
each meme M, a sequence of pairs (t1, URL1)M, (t2, URL2)M, 
…, (tT, URLT)M, where tk is the time of appearance of the kth 
blog post or news article that contains at least one mention of 
meme M, URLk is the URL of the blog or news site on which 
that post/article was published, and T is the total number of 
posts that mention meme M. From this set of time series we 
randomly selected 100 “successful” meme trajectories, defined 
as those corresponding to memes which attracted at least 1000 
posts during their lifetimes, and 100 “unsuccessful” meme tra-
jectories, defined as those whose memes acquired no more than 
100 total posts. Note that, in assembling the data in [9], all 
memes which received fewer than 15 total posts were deleted, 
and that ~50% of the remaining memes have 50 posts; thus 
the large majority of memes are unsuccessful.  

We collected two additional forms of data associated with 
these meme trajectories: 1.) a large Web graph which includes 
the websites that appear in the meme time series, and 2.) sam-
ples of the text surrounding the memes in the posts which con-
tain them. The Web graph, denoted Gweb, was obtained via 
Web crawling and consists of approximately 550 000 vertices 
(websites) and 1.4 million edges (hyperlinks). Samples of text 
surrounding memes in posts were assembled by selecting ten 
posts at random for each meme and then extracting from each 
post the paragraph that contains the first mention of the meme. 

Meme dynamics possess several characteristics which are 
likely to make predictive analysis challenging. For example, 
the distribution for meme success is strongly right-skewed, 
with most memes receiving relatively little attention and a few 
attracting considerable interest [10]; it is known that predicting 
the evolution of such phenomena can be quite difficult [6-8]. 
Memes also exhibit highly variable times to acquire their first 
few posts and to accumulate their final tally of posts. Figure 1 
reports the mean and median times required for successful and 
unsuccessful memes to attract five, ten, and their total number 
of posts and depicts the evolution of several successful memes.  

III. PREDICTIVE ANALYSIS 

In this section we begin by summarizing the application of the 
predictability assessment process [7,8] to a simple model of 
meme diffusion. This procedure reveals two features of meme 
network dynamics which should enable early differentiation of 
successful and unsuccessful memes. We then develop a learn-
ing-based algorithm that employs our new network dynamics 
metrics to accurately predict, very early in a meme’s lifecycle, 
whether that meme will propagate widely or not. The perfor-

mance of the prediction algorithm is illustrated through empiri-
cal studies involving successful and unsuccessful political 
memes as well as security-relevant memes associated with an 
emerging cyber threat.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

A. Predictability Assessment 

Here we briefly describe the results of applying the predic-
tability assessment procedure presented in [7,8] to the task of 
identifying measurables which should be predictive of meme 
success. The discussion begins with short, intuitive reviews of 
our predictability assessment process and social diffusion mod-
eling framework, and then summarizes the main results ob-
tained through this theoretical analysis.  

Predictability. Consider a simple model of information diffu-
sion, in which individuals combine their own beliefs and opi-
nions regarding a new piece of information with their observa-
tions of the actions of others to arrive at their decisions about 
whether to pass along the information. In such situations it can 
be quite difficult to determine which characteristics of the dif-
fusion process, if any, are predictive of things like the speed or 
ultimate reach of the diffusion [6-8]. In [7,8] we propose a ma-
thematically rigorous approach to predictability assessment 

Figure 1. Meme dynamics. In the “stacked” plot at top, thread 
thickness corresponds to number of posts/articles mentioning 
the specific meme during that time period (horizontal axis) 
[5]. The table at bottom reports the mean and median time (in 
hours) required for successful and unsuccessful memes to 
acquire five posts, ten posts, and their total number of posts. 

Early Meme Dynamics
Successful Memes (1000 posts)

#posts mean (hr) median (hr) 
5                  108                     18.5 

10                 171                     41.5
total           ~4400                ~4400 

Unsuccessful Memes (100 posts) 

#posts mean (hr) median (hr) 
5                  375                     10.1 

10                 765                     30.5
total           ~1010                  ~410



which, among other things, permits identification of features of 
social dynamics which should have predictive power; we now 
summarize this assessment methodology.  

The basic idea behind the proposed approach to predictabil-
ity analysis is simple and natural: we assess predictability by 
answering questions about the reachability of diffusion events. 
To obtain a mathematical formulation of this strategy, the be-
havior about which predictions are to be made is used to define 
the system state space subsets of interest (SSI), while the par-
ticular set of candidate measurables under consideration allows 
identification of the candidate starting set (CSS), that is, the set 
of states and system parameter values which represent initiali-
zations that are consistent with, and equivalent under, the pre-
sumed observational capability. As a simple example, consider 
an online market with two products, A and B, and suppose the 
system state variables consist of the current market share for A, 
ms(A), and the rate of change of this market share, r(A) (ms(B) 
and r(B) are not independent state variables because ms(A)  
ms(B)  1 and r(A)  r(B)  0); let the parameters be the adver-
tising budgets for the products, b(A) and b(B). The producer of 
A might find it useful to define the SSI to reflect market share 
dominance by A, that is, the subset of the two-dimensional 
state space where ms(A) exceeds a specified threshold (and 
r(A) can take any value). If only market share and advertising 
budgets can be measured then the CSS is the one-dimensional 
subset of state-parameter space consisting of the initial magni-
tudes for ms(A), b(A), and b(B), with r(A) unspecified.  

Roughly speaking, the approach to predictability assess-
ment proposed in [7,8] involves determining how probable it is 
to reach the SSI from a CSS and deciding if these reachability 
properties are compatible with the prediction goals. If a sys-
tem’s reachability characteristics are incompatible with the 
given prediction question – if, say, “hit” and “flop” states in the 
online market example are both fairly likely to be reached from 
the CSS – then the situation is deemed unpredictable. This se-
tup permits the identification of candidate predictive measu-
rables: these are the measurable states and/or parameters for 
which predictability is most sensitive [7]. Continuing with the 
online market example, if trajectories with positive early mar-
ket share rates r(A) are much more likely to yield market share 
dominance for A than are trajectories with negative early r(A), 
then the situation is unpredictable (because the outcome de-
pends strongly upon r(A) and this quantity is not measured). 
Moreover, this analysis suggests that market share rate is likely 
to possess predictive power, so it may be possible to increase 
predictability by adding the capacity to measure this quantity.  

Model. In social diffusion, people are affected by what others 
do. This is easy to visualize in the case of disease transmission, 
with infections being passed from person to person. Informa-
tion, such as that in the topics of discussion underlying memes, 
can also propagate through a population, as individuals become 
aware of information and persuaded of its relevance through 
their social and information networks. The dynamics of infor-
mation diffusion can therefore depend upon the topological 
features of the pertinent networks. This dependence suggests 
that, in order to identify features of social diffusion which have 
predictive power, it is necessary to assess predictability using  
social and information network models with realistic topolo-
gies.  

Specifically, the social diffusion models examined in this 
study possess networks with four topological properties:  

 right-skewed degree distribution – most vertices have few 
network neighbors while a few have many neighbors;  

 transitivity – the network neighbors of a given vertex have 
an increased probability of being connected to one another;  

 community structure – the presence of densely connected 
groupings of vertices which have only relatively few links 
to other groups;  

 core-periphery structure – the presence of a small group of 
“core” vertices which are densely connected to each other 
and are also close to the other vertices in the network.  

Note that these properties are ubiquitous in real world networks 
and have the potential to impact diffusion dynamics.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

 

 
 

 

 

 

It is shown in [7] that stochastic hybrid dynamical systems 
(S-HDS) provide a useful mathematical formalism with which 
to represent social diffusion on realistic networks (see Figure 
2). An S-HDS is a feedback interconnection of a discrete-state 
stochastic process, such as a Markov chain, with a family of 
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Figure 2. Modeling diffusion on networks with community 
structure via S-HDS. The cartoon at top left depicts a net-
work with three communities. The cartoon at bottom illu-
strates diffusion within a community k and between com-
munities i and j. The schematic at top right shows the basic 
S-HDS feedback structure; the discrete and continuous 
systems in this framework model the inter-community and 
intra-community diffusion dynamics, respectively.   
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continuous-state stochastic dynamical systems [7]. Combining 
discrete and continuous dynamics within a unified, computa-
tionally tractable framework offers an expressive, scalable 
modeling environment that is amenable to formal mathematical 
analysis. In particular, S-HDS models can be used to efficiently 
represent and analyze social diffusion on large-scale networks 
with the four topological properties listed above [10].  

As an intuitive illustration of the way S-HDS enable effec-
tive, tractable modeling of complex network phenomena, con-
sider the task of modeling diffusion on a network that possesses 
community structure. As shown in Figure 2, this diffusion con-
sists of two components: 1.) intra-community dynamics, in-
volving frequent interactions between individuals within the 
same community and the resulting gradual change in the con-
centrations of “infected” (red) individuals, and 2.) inter-
community dynamics, in which the “infection” jumps from one 
community to another, for instance because an infected indi-
vidual “visits” a new community. S-HDS models offer a natu-
ral framework for representing these dynamics, with the S-
HDS continuous system modeling the intra-community dynam-
ics (e.g., via stochastic differential equations), the discrete sys-
tem capturing the inter-community dynamics (e.g., using a 
Markov chain), and the interplay between these dynamics be-
ing encoded in the S-HDS feedback structure.  

Results. We have applied the predictability assessment metho-
dology summarized above to a class of empirically-grounded 
S-HDS models for social diffusion, thereby obtaining a fairly 
comprehensive theoretical characterization of the predictability 
of meme propagation on networks with realistic topologies. 
The main finding of the study, from the perspective of this pa-
per, is a demonstration that the predictability of meme diffusion 
depends crucially upon social and information network topolo-
gy, and in particular on a network’s community and core-
periphery structures. We now summarize the main conclusions 
of this study; a more complete discussion of the results of this 
investigation is given in [10].  

Community structure is widely recognized to be important 
in real-world networks, and there exists a range of qualitative 
and quantitative definitions for this concept. Here we adopt the 
modularity-based definition proposed in [11], whereby a good 
partitioning of a network’s vertices into communities is one for 
which the number of edges between putative communities is 
smaller than would be expected in a random partitioning. To be 
concrete, a modularity-based partitioning of a network into two 
communities maximizes the modularity Q  sT B s / 4m, where 
m is the total number of edges in the network, the partition is 
specified with the elements of vector s by setting si  1 if vertex 
i belongs to community 1 and si  1 if it belongs to communi-
ty 2, and the matrix B has elements Bij  Aij  kikj / 2m, with 
Aij and ki denoting the network adjacency matrix and degree of 
vertex i, respectively. Partitions of the network into more than 
two communities can be constructed recursively [11]. With this 
definition in hand, we are in a position to present the first can-
didate predictive feature nominated by our predictability as-
sessment [10]: early dispersion of the diffusion process across 
network communities should be a reliable predictor that the 
ultimate reach of diffusion will be significant (see Figure 3).  

 

 

 

 

 
 

 

 

 

 

 

 

 

 

Analogously to the situation with network communities, 
there exist several ways to describe core-periphery structure in 
networks. Here we adopt the characterization of network core-
periphery which results from k-shell decomposition, a well-
established technique in graph theory which is summarized, for 
instance, in [12]. To partition a network into its k-shells, one 
first removes all vertices with degree one, repeating this step if 
necessary until all remaining vertices have degree two or high-
er; the removed vertices constitute the 1-shell. Continuing in 
the same way, all vertices with degree two (or less) are recur-
sively removed, creating the 2-shell. This process is repeated 
until all vertices have been assigned to a k-shell, and the shell 
with the highest index, the kmax-shell, is deemed to be the core 
of the network. Given this definition, we are in a position to 
report the second candidate predictive feature nominated by the 
theoretical predictability assessment [10]: early diffusion ac-
tivity within the network kmax-shell should be a reliable predic-
tor that the ultimate reach of the diffusion will be significant 
(see Figure 4). 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3. Early dispersion across communities is predictive. 
The cartoon illustrates the predictive feature associated with 
community structure: social diffusion initiated with five 
“seed” individuals is much more likely to propagate widely 
if these seeds are dispersed across multiple communities 
(right) rather than concentrated within a single community 
(left). Note that in [10] this result is established for networks 
of realistic scale and not simply for “toy” networks.  

Figure 4. Early diffusion within the core is predictive. The 
cartoon illustrates the predictive feature associated with k-
shell structure: social diffusion initiated with three “seed” 
individuals is much more likely to propagate widely if 
these seeds reside within the network’s core (left) rather 
than at its periphery (right). Note that in [10] this result is 
established for networks of realistic scale and not simply 
for “toy” networks.  



B. Prediction 

We now turn to the task of developing a machine learning-
based classifier which is capable of accurately predicting, very 
early in the lifecycle of a meme of interest, whether that meme 
will propagate widely. The Avatar ensembles of decision trees 
algorithm, denoted A-EDT, is the classifier adopted for this 
study [13]. Our goal is to learn a classifier which takes as input 
some combination of relevant post content and meme dynamics 
and accurately predicts whether a given meme will ultimately 
be successful (acquire 1000 posts during its lifetime) or un-
successful (attract 100 total posts). We employ standard ten-
fold cross-validation to estimate the accuracy of our classifier. 
More specifically, our set of 200 memes (100 successful and 
100 unsuccessful) is randomly partitioned into ten subsets of 
equal size, and the A-EDT algorithm is successively “trained” 
on nine of the subsets and “tested” on the held-out subset in 
such a way that each subset is used as the test set exactly once.  

A key aspect of the analysis is determining which characte-
ristics of memes and their dynamics, if any, possess exploitable 
predictive power. We consider three classes of features:  

 language-based measures, such as the sentiment and emo-
tion expressed in the text surrounding memes in posts;  

 simple dynamics-based metrics, capturing the early vo-
lume of posts mentioning the meme of interest and the rate 
at which this volume is increasing;  

 network dynamics-based features, such as those identified 
through the predictability analysis summarized above.  

We now describe each of these feature classes. Consider 
first the language-based measures. Each “document” of text 
surrounding a meme in its (sample) posts is represented by a 
simple “bag of words” feature vector x|V|, where the entries 
of x are the frequencies with which the words in the vocabulary 
set V appear in the document. The sentiment and emotion of a 
document may be quantified very simply through the use of 
appropriate lexicons. Let s|V| denote a lexicon vector, in 
which each entry of s is a numerical “score” quantifying the 
sentiment or emotion intensity of the corresponding word in the 
vocabulary V. The sentiment or emotion score of the document 
x can then be computed as score(x)  sTx / sT1, where 1 a vec-
tor of ones. Note that this simple formula estimates the senti-
ment or emotion of a document as a weighted average of the 
sentiment or emotion scores for the words comprising the doc-
ument.  

To characterize the emotion content of a document we use 
the Affective Norms for English Words (ANEW) lexicon [14]; 
this lexicon consists of 1034 words to which human subjects 
assigned numerical scores with respect to three emotion “axes” 
– happiness, arousal, and dominance. Previous work had identi-
fied this set of words to bear meaningful emotional content 
[14]. Positive or negative sentiment is quantified by employing 
the “IBM lexicon”, a collection of 2968 words that were as-
signed {positive, negative} sentiment labels by human subjects 
[15]. This simple approach generates four language features for 
each meme: the happiness, arousal, dominance, and positive/ 
negative sentiment of the text surrounding that meme in the 
(sample) posts containing it.  

As a preliminary test, we estimated the mean sentiment and 
affect of content surrounding the 100 successful and 100 un-
successful memes in our dataset. On average the text surround-
ing successful memes is happier, more active, more dominant, 
and more positive than that surrounding unsuccessful memes, 
and this difference is statistically significant (p0.0001). Thus 
it is plausible that these language features may be predictive of 
meme success.  

Consider next two simple dynamics-based features, defined 
to capture the basic characteristics of the early evolution of a 
meme’s post volume:  

 #posts() – the cumulative number of posts mentioning the 
given meme by time ;  

 post rate() – an estimate of the rate of accumulation of 
such posts at time .  

Here we adopt a simple finite difference definition for post rate 
given by post rate()  (#posts()  #posts(/2)) / (/2).  

The dynamics-based measures of early meme diffusion de-
fined above, while potentially useful, do not characterize the 
manner in which a meme propagates over the underlying social 
or information networks. Recall that our predictability analysis 
suggests that both early dispersion of diffusion activity across 
network communities and early diffusion activity within the 
network core ought to be predictive of meme success. This 
insight motivates the definition of two network dynamics-based 
features for predicting meme success:  

 community dispersion() – the cumulative number of net-
work communities in Web graph Gweb that, by time , con-
tain at least one post which mentions the meme;  

 #k-core blogs() – the cumulative number of blogs in the 
kmax-shell of Web graph Gweb that, by time , contain at 
least one post which mentions the meme.  

Note that these quantities can be efficiently computed using 
fast algorithms for partitioning a graph into its communities 
and for identifying a graph’s kmax-shell [10].  

We now summarize the main results of the prediction study 
(see [10] for a more complete description of the results). First, 
using the four language features with the A-EDT algorithm to 
predict which memes will be successful yields a prediction 
accuracy of 66.5%. Since simply guessing ‘successful’ for all 
memes gives an accuracy of 50%, it can be seen that these sim-
ple language “intrinsics” are not very predictive. In contrast, 
the features characterizing the early network dynamics of 
memes possess significant predictive power, and in fact are 
useful even if only very limited early time series is available 
for use in prediction. More quantitatively, applying the A-EDT 
algorithm together with the five meme dynamics features pro-
duces the following results (ten-fold cross-validation):  

   12hr, accuracy = 84.0%, most predictive features: 1.) 
community dispersion, 2.) #k-core blogs, 3.) #posts.   

   24hr, accuracy = 91.5%, most predictive features: 1.) 
community dispersion, 2.) post rate, 3.) #posts.  

   48hr, accuracy = 92.8%, most predictive features: 1.) 
community dispersion, 2.) post rate, 3.) #posts.  



C. Security Informatics Example 

We now briefly summarize a preliminary examination of 
the utility of meme-based emerging topic detection for security 
informatics applications. On 27 December 2008 Israel initiated 
an air strike against the Gaza Strip, triggering outrage in signif-
icant portions of the Muslim world. At the time, interest was 
expressed to discover and characterize social media discussions 
which called for retaliations against Israel, particularly those 
involving “influential” individuals and groups [10].  

To enable a preliminary investigation along these lines, we 
wrote a Perl program implementing the meme detection algo-
rithm presented in [5] and used this program to identify memes 
associated with ‘Israel’ and ‘attack’ in a broad range of lan-
guages, including Arabic, English, Farsi, French, German, In-
donesian, and Turkish. This data identification and collection 
effort returned a large number of memes, a few of which were 
classified by our prediction algorithm as being likely to attract 
significant attention. Interestingly, most of the memes pre-
dicted to be “successful” involved cyber attacks on Israel, for 
instance exhorting Muslim hackers to attack Israeli government 
and commercial web sites. Example memes detected and ana-
lyzed in this way include ‘harrased [sic] by Denmark’ and 
‘2485 (web)sites’ (the latter meme is a reference to a much 
repeated claim by one hacker group that it had defaced 2485 
Israeli websites). A focused manual examination of the URLs 
which mention these (and other) memes produced some inter-
esting findings. For example, this analysis led to the discovery 
of Arabic and Indonesian websites which contain downloada-
ble hacking tools and detailed instructions on the use of these 
tools.   
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