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ABSTRACT 
 
The goal of this project is to model creep-fatigue-environment interactions in 
steam turbine rotor materials for advanced ultra-supercritical (A-USC) coal power 
Alloy 282 plants, to develop and demonstrate computational algorithms for alloy 
property predictions, and to determine and model key mechanisms that 
contribute to the damages caused by creep-fatigue-environment interactions. 
 
The nickel based Alloy 282 is selected for this project because it is one of the 
leading candidate materials for the high temperature/pressure section of an A-
USC steam turbine. The methods developed in the project are expected to be 
applicable to other metal alloys in similar steam/oxidation environments. The 
major developments are: 

 failure mechanism and microstructural characterization 

 atomistic and first principles modeling of crack tip oxygen embrittlement 

 modeling of gamma prime microstructures and mesoscale microstructure-
defect interactions 

 microstructure and damage-based creep prediction 

 multi-scale crack growth modeling considering oxidation, viscoplasticity 
and fatigue 

 
The technology developed in this project is expected to enable more accurate 
prediction of long service life of advanced alloys for A-USC power plants, and 
provide faster and more effective materials design, development, and 
implementation than current state-of-the-art computational and experimental 
methods.  
 
This document is a final technical report for the project, covering efforts 
conducted from January 2011 to January 2014. 
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EXECUTIVE SUMMARY 
 
The crack growth response of Alloy 282 has been experimentally investigated at 
1200˚F, 1400˚F, and 1600˚F as a function of cyclic period, environment, and 
applied stress intensity factor range level.  At 1600°F, creep-fatigue and 
environmental-fatigue interactions are operative.  At 1400°F and below however, 
an environmental-fatigue interaction is dominant at extended cyclic periods. 
Detailed microstructure characterization indicates a correlation between fatigue 
behaviors and crack-tip oxidation characteristics in Alloy 282. In particular, 
formation of NiO and Ni-Cr spinel oxides appears to lead to the observed porous 
and thus more compliant crack-tip oxide structure in the specimen tested in 
1400˚F air, as opposed to the compact Cr2O3 and Al2O3 oxides in the 1400˚F 
steam specimen that exhibits higher crack growth rate. Thermodynamic modeling 
of oxides in Alloy 282 is applied to explain the suppression of NiO and spinel 
phases at lower pO2 in steam as well as at the higher 1600˚F temperature. 
 
Mechanisms of oxygen-grain boundary interactions have been studied. Oxygen 
embrittlement effect due to formation of oxygen monolayers in metal grain 
boundaries is proposed. With first principles and atomistic modeling, energetic 
studies confirm oxygen absorption at grain boundaries, and quantify the 
reduction in grain boundary cohesion strength as a function of oxygen 
concentration. Diffusivities of oxygen and metal element are simulated for both 
crystalline and amorphous (grain boundary) Ni phases.  The ab initio calculation 
results are used in phase field crack modeling, in which grain structure, oxygen 
diffusion, and oxidation are explicitly treated. It is found that crack growth rate 
and pathway (trans-granular vs. inter-granular) can be sensitively dependent on 
oxygen diffusion and grain boundary strength reduction due to oxygen 
concentration. 
 
Creep behaviors of Alloy 282 have been modeled with a continuum-damage 
based model over a series of A-USC relevant conditions of 1375-1450˚F and 15-
45Ksi. The model accounts for the predominant deformation mode of dislocation 
climb-bypassing gamma prime precipitates observed in Alloy 282. Diffusion 
creep and particle shearing mechanisms are also introduced for the low-stress 
and high-stress regimes, respectively. Damage evolution is introduced to 
improve modeling of tertiary creep regime and rupture predictions. Gamma prime 
precipitate microstructure and its coarsening evolution are incorporated for 
reliable long-term creep predictions. The gamma prime microstructures are 
simulated by precipitation model and phase field model, which have been 
validated against lab heat treatment data between 1300-1650˚F up to 8000 hours 
aging condition.  
 
Confined crack-tip plasticity based fatigue crack growth model has been 
developed for Alloy 282. Crack-tip plasticity is evaluated by 2D finite element 
(FE) modeling. The models are calibrated to test data at 1200˚F and 1400˚F. 
Crack growth behaviors under different R load ratios are predicted and validated 
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against test data. A 3D extension of the FE model has been demonstrated on 
compact-tension specimen geometry. To address the accelerated fatigue crack 
growth phenomena under various hold-time loading conditions, creep and 
oxidation are integrated in the constitutive crack growth model. Crack growth 
predictions are then made for three (3) loading profiles with different hold times.  
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RESULTS AND DISCUSSIONS 
 
A detailed review of this project is organized in the following order: 

Task 2 Failure mechanism and microstructural characterization 
Task 3 Atomistic and first principles modeling of crack tip oxygen 

embrittlement 
Task 4 Modeling of gamma-prime microstructures and mesoscale 

microstructure-defect interactions 
Task 5 Microstructure and damage-based creep prediction 
Task 6 Multi scale crack growth modeling considering oxidation, 

viscoplasticity and fatigue 
 
 
Task 2: Failure mechanism and microstructural characterization 
 

The objective of this task is to develop a fundamental understanding of the 
fatigue failure mechanisms in Alloy 282 under service conditions relevant to A-
USC rotor materials. The crack growth response of Alloy 282 as a function of test 
temperature, cyclic period, environment, and applied stress intensity factor range 

(K) level has been investigated.  At 1600°F, creep-fatigue and environmental-
fatigue interactions are operative.  At 1400°F and below however, an 
environmental-fatigue interaction is dominant at extended cyclic periods. The 
experimental results below summarize the findings related to the key failure 
mechanisms for Alloy 282. 
 

2.1. Experimental results 
 
A series of compact tension specimens were fabricated from Alloy 282. Effects of 
temperature and environment on hold-time fatigue crack growth behavior were 
evaluated.  Figure 1 illustrates the crack growth response of Alloy 282 at 1200°F, 
1400°F, and 1600°F versus environment and total cyclic period, at a fixed stress 
intensity factor range.   
 
The observed temperature effect on crack growth behavior in Alloy 282 is most 
pronounced between 1400°F and 1600°F, indicating a potential mechanism shift 
at the highest test temperature.  Figure 1a and Figure 1b demonstrate the 
substantial increase in growth rates with increasingly aggressive environments.  
Under extended dwell conditions at 1200°F and 1400°F, the crack growth rates 
measured in steam are up to two orders of magnitude higher than those 
measured in vacuum.  In addition, there is a relative insensitivity of growth rates 
to increasing cyclic periods under vacuum in Figure 1a and Figure 1b.  As a result, 
the crack growth acceleration observed at longer cyclic periods in air and steam 
at 1200°F and 1400°F can be reasonably attributed to an environmental-fatigue 
interaction.  In other words, removing the environment at these two temperatures 
restores the material behavior to a near-fully cycle-dependent fatigue response.   



DOE/NETL Cooperative Agreement 

DE-FE0005859 

9 Final Report 

April 2014 

 

 

 
Figure 1: Alloy 282 hold-time sweep test results as a function of cyclic period, temperature, and 

environment (a) 1200°F (b) 1400°F, and (c) 1600°F. 

 



DOE/NETL Cooperative Agreement 

DE-FE0005859 

10 Final Report 

April 2014 

 

 

At 1600°F, however, the crack growth rates in air, steam, and vacuum tend to 
converge (Figure 1c).  While the growth rates initially indicate a slight 
improvement in crack growth resistance under vacuum at the shortest two 
incremental cyclic periods, the data for air, steam, and vacuum converge with 
increasing dwell-time at peak stress.  Considering the growth rate is relatively 
unaffected by the removal of environment in this case, such convergence is 
indicative of a creep-fatigue interaction.  Under vacuum conditions, an 
environmental-fatigue interaction can still play a role if the vacuum level is 
insufficient during testing.  There was, however, no evidence of fracture surface 
oxidation on the specimen tested in vacuum.   
 
Figure 2 recasts the same data at fixed environment, as a function of test 
temperature.  Figure 2a shows the clear transition to a creep-fatigue interaction at 
1600°F.  Figure 2b indicates a progressively higher crack growth rate in air, with 
increasing test temperature and cyclic period.  In steam, however, Figure 2c 
indicates an initially large increase in crack growth rate as the temperature is 
increased from 1200°F to 1400°F, followed by a significant reduction in crack 
growth rate as the temperature is further increased from 1400°F to 1600°F. The 
basis for the reduction in crack growth rate in 1600°F steam is related to the 
reduction in strength at that temperature.  In general, the ultimate tensile strength 
correlates well with hold time crack growth behavior, as in Figure 3, where 
strength reduction typically leads to reduced hold time crack growth rates.  This 
is commonly associated with the degree of crack-tip blunting, and associated 
redistribution of stress at the crack tip in plastically weaker materials.  Figure 4 
indicates the effect of temperature on ultimate tensile strength in Alloy 282.  
Between 1200°F and 1400°F, there is a ~26ksi drop in tensile strength.  Between 
1400°F and 1600°F there is an additional 40ksi reduction.  Considering, however, 
that the reduction in crack growth rate between 1400°F and 1600°F occurred 
only in steam, the environmental-fatigue interaction in air vs. steam was explored 
in greater detail. 



DOE/NETL Cooperative Agreement 

DE-FE0005859 

11 Final Report 

April 2014 

 

 

 
Figure 2: Alloy 282 hold-time sweep test results as a function of cyclic period, temperature, and 

environment (a) vacuum (b) air, and (c) steam. 



DOE/NETL Cooperative Agreement 

DE-FE0005859 

12 Final Report 

April 2014 

 

 

 

 
Figure 3: Correlation between strength and crack growth resistance over several Ni-base superalloys. 

 

 

 
Figure 4: Effect of temperature on ultimate tensile strength of Alloy 282. 
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The objective of the study was to determine whether a correlation exists between 
oxidation and fatigue behavior in Alloy 282.  The oxidation characteristics of the 
bulk material was compared to the crack-tip oxidation behavior.  Given the lack of 
free surface and crack-tip oxidation in vacuum, similar analyses were not 
performed on specimens tested in the absence of environment. 
 
The relative stability of metal oxides is related to their free energy of formation. 
Figure 5 represents an Ellingham diagram that illustrates the Gibbs free energy of 
formation of several relevant oxides, as a function of temperature.  The lower the 
free energy of formation, the more stable is the oxide.  For Alloy 282, the three 
oxides of most relevance are NiO, Cr2O3, and Al2O3.  Based on the free energies 
of formation alone, one would expect Al2O3 to be the most prevalent oxide in the 
system.  However, the kinetics of formation must also be considered.  Under 
proper conditions of temperature and environment, NiO can form very rapidly in a 
relatively friable state, with a tendency toward void formation.         

 
Figure 5: Ellingham diagram indicating equilibrium oxide free energies of formation. Source: 

http://web.mit.edu/2.813/www/readings/Ellingham_diagrams.pdf 

1400˚F 
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With the exception of the presence of NiO in air, the free surface oxide 
constituents of specimens tested at 1400°F and 1600°F in air vs. steam appear 
comparable (Figure 6).  In each case, there is considerable Al2O3 internal 
oxidation with a resultant sub-surface layer depleted in gamma prime.  The 
majority of the free-surface oxides indexed to hexagonal Cr2O3 in air and steam 
at both temperatures.  In all cases, discontinuous nodules of a Ti-oxide indexing 
to rutile were observed at the outer-most surface of the oxide layer (Figure 7).  

 
Figure 6: X-ray elemental maps indicating the chemical distribution of elements at the free surface of 

C(T) specimens tested at 1400°F and 1600°F in air and steam. 
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Figure 7: Oxide character of a compact tension specimen tested in steam at 1600°F (a) at the free 

surface, away from the crack and (b) in cross-section, away from the crack. 

 
One consistent difference between the oxide characteristics in air vs. steam is 
the apparent density of the oxide layer.  In steam at 1400°F and 1600°F, the 
Cr2O3 layer appears dense, thick, and adherent.  In contrast, in air at 1400°F and 
1600°F, the Cr2O3 layer appears porous and friable at the outer-most surface, 
and near the base metal interface.  This is most evident in the oxygen and 
chromium maps of Figure 6, and the FIB-liftout images of Figure 8, taken at the 
free surface.  Similar observations are made near the crack tips of these 
specimens, as in Figure 9.  The cause of the reduced oxide density in air is 
related to the early formation of NiO, which has a high vacancy concentration 
and a tendency toward forming microcracks and pores.  The lower partial 
pressure of oxygen in steam suppresses the formation of NiO, and therefore 
results in a more dense oxide scale.   

 
Figure 8: FIB-liftout specimens taken from the free-surface of compact tension specimens tested at 

1400°F in (a) air and (b) steam, and at 1600°F in (c) air and (d) steam. 
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Figure 9: FIB cross-sections taken at the crack tips of compact tension specimens tested at 1400°F in 

(a) air and (b) steam, and at 1600°F in (c) air and (d) steam. 

 
Two potential consequences arise from the observed differences in oxide 
density: 1) Crack path tortuosity is increased in specimens tested in air, which 
tends to promote crack closure and reduced crack growth rates.  2) The 
character of the oxides developed in air promotes a more compliant structure 
which may more effectively accommodate crack tip plasticity, and reduce growth 
rates.  Additionally, for specimens tested at 1400°F in air, there is no evidence of 
Al2O3 or Cr2O3 formation at the tip of the crack (Figure 10).  As a result, there is 
no gamma prime depletion at the crack tip.  In 1400°F steam, the crack tip oxides 
characterized contain a larger fraction of aluminum and titanium, in addition to a 
Ni-Cr-Co rich oxide.  This suggests that Al2O3 and Cr2O3 form earlier at the crack 
tip in steam than in air at 1400°F.  The consequence of earlier alumina formation 
in steam (and the absence of a friable NiO layer) is a less compliant crack-tip 
oxide, with a reduced level of crack path tortuosity (Figure 9). Both account for the 
observed increase in crack growth rate in steam at 1400°F, relative to the 1400°F 
air behavior (Figure 1b). 
 



DOE/NETL Cooperative Agreement 

DE-FE0005859 

17 Final Report 

April 2014 

 

 

 
Figure 10: X-ray elemental maps indicating the chemical distribution of elements at the crack tips of 

C(T) specimens tested at 1400°F and 1600°F in air and steam. 

 
At 1600°F, the rates of crack growth in air and steam converge.  Figure 10 
illustrates that under 1600°F/air conditions, the formation of crack-tip Al2O3 and 
Cr2O3 is no longer suppressed.  Figure 9 and Figure 10 also indicate that the 
crack-tip  oxide character in both air and steam appear similarly dense, inferring 
that the NiO formation in 1600°F air is delayed at the crack tip, but forms in the 
wake of the advancing crack.  The convergence of growth rates in 1600°F air and 
1600°F steam conditions (Figure 11c) can therefore be rationalized based on the 
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fact that that the crack-tip oxide constituents and oxide density appear 
comparable in both environments at that temperature, in addition to a more 
dominant creep-fatigue interaction at that temperature.   
 
Figure 11 depicts the crack growth behavior with an overlay of the predominant 
crack tip oxides present at each condition.  It can be concluded that for scenarios 
with friable NiO formation at the crack tip, crack growth rates are generally 
reduced.  For combinations of temperature and environment where Al2O3 and 
Cr2O3 are promoted at the crack tip, growth rates are accelerated due to the less 
compliant structure, and less tortuous crack path.  Under conditions of equivalent 
crack tip oxide character (Figure 11f), the role of strength vs. temperature and the 
onset of a creep-fatigue interaction at 1600°F tend to dictate the overall fatigue 
performance. The relations developed between crack-tip oxidation characteristics 
and crack growth behavior have been delivered to Task 6 to facilitate improved 
crack growth predictive capability.  
 

 
Figure 11: Alloy 282 hold-time sweep test results as a function of cyclic period, temperature, and 

environment. 
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Task 3: Atomistic and first principles modeling of crack tip oxygen 
embrittlement 
 
The effect of oxygen on crack growth of a Ni-based superalloy has been 
proposed with two major mechanisms in literature: stress accelerated grain 
boundary oxidation and dynamic embrittlement1-3. We first review these two 
mechanisms. We propose that monolayer spreading of oxygen atoms in the 
metal-metal grain boundaries (GB) results in a significant reduction of 
mechanical cohesion that dominates the oxygen embrittlement effect. We then 
present computational data based on first-principles calculations to support this 
hypothesis. We find that oxygen transports more favorably through the grain 
boundaries than that in the metal bulk lattice, because of the lower formation 
energies and the “repairing” effect mediated by oxygen in the metal grain 
boundaries. Such absorption may initiate a metastable oxide monolayer phase 
that significantly decreases the mechanical strength of nickel alloys. We quantify 
such effects on the cohesion strength of metal grain boundaries. We further 
study the diffusion kinetics of oxygen in the nickel lattice, and perform first-
principles modeling to calculate the oxygen diffusivity in both the crystalline and 
amorphous Ni phases.  In addition, we calculate the ideal strength of hydrolyzed 
chromia, which is found to be significantly lower than that of chromia. The results 
indicate that the protective function of chromia to the nickel alloy may be highly 
weakened under the hydrolysis condition.  
 
3.1. Stress accelerated grain boundary oxidation (SAGBO) versus dynamic 
embrittlement (DE) 
 
SAGBO, shown in the upper portion of Figure 12, states that an oxide wedge is 
preferentially formed down the grain boundary: (a) This oxide cracks under 
mechanical stresses, (b) the oxides then further penetrate down the boundary, 
and (c) the process is repeated. This mechanism involves formation of bulk 
oxides in grain boundaries. Crack growth is accompanied with the fracture of an 
oxidized grain boundary ahead of a crack tip. The tensile stress normal to the 
plane of the oxide assists the oxide formation.  The dynamic embrittlement 
mechanism, shown in the lower portion of Figure 12, suggests that the grain 
boundary is embrittled by oxygen penetration in the near surface region: (a) The 
embrittled boundary fails in tension, (b) and the free surfaces thus are oxidized, 
and (c) while oxygen diffuses down the boundary at the head of the crack the 
next segment is embrittled and this process repeated.  In this picture, 
embrittlement occurs by grain boundary diffusion of oxygen ahead of a crack tip, 
causing decohesion and consequently cracking of the grain boundary under 
load4.  Thus, cracking by oxygen embrittlement is correlated with percolation of a 
thin layer of oxygen atoms, which forms a damage zone ahead of a crack tip.  
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Figure 12: Stress accelerated grain boundary oxidation versus oxygen embrittlement 

1
. 

 
The argument of these mechanisms comes down to the comparison of the 
thermodynamic stability, as well as the kinetics of the 2D monolayer oxides and 
the 3D bulk oxides – the diffusive time of oxygen monolayers through the grain 
boundaries versus the nucleation time of the bulk phase. 
 
Here we use the language of solution thermodynamics and phase transformation 
to describe the distribution of oxygen in an originally metallically-bonded 
polycrystal.  As illustrated in Figure 13, there are basically four types of “living 
conditions”, or phases, that oxygen can find themselves in: 
 

 
Figure 13: Living conditions of oxygen in an originally metallically-bonded polycrystal. 
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 phase:  This is the hypothesized phase behind dynamic embrittlement.  
Oxygen atoms find suitable spots right inside the metal-metal grain boundary.  As 
a grain-boundary-absorbed phase, similar to surface adsorption (Langmuir 

isotherm) of gaseous molecules, structurally the  phase should be more “2D” 
and monolayer (ML) like, and should be disordered at the application 
temperature, similar to the surface pre-melting layer.  The thermodynamic 
description should follow that of Gibbs absorption isotherm and interfacial 
excess.   Because of the disordered 2D structure at high temperature, the 
chemical miscibility or solubility range should be larger than that of compounds. 
 

 phase:  This is the oxide phase behind the proposed SAGBO mechanism. By 
oxide phase, we mean 3D chemically and structurally ordered crystalline 
compound lattice.  For something to be called oxide, the thinnest dimension 
should extend more than ten monolayers, and the different layers should be 
packed in a highly ordered fashion.  We can have multiple oxide phases, such as 

NiO and Ni2O3, in which case we will call them  and ‟ phases.   These 
compounds should form sharp and deep lines in the Gibbs free energy versus 
composition plot (Figure 14), centered at rational values of stoichiometry such as 
1:1 or 2:3. 
 

 phase:  This is the environmental gas phase that carries the oxidant, where the 
external control (such as pO2) comes in. 
 

 phase:   This is essentially the original metallic lattice.  Oxygen usually finds 
itself not very welcome in the original metallic lattice structure, so the 
concentration of oxygen dissolved in metallic lattices (with the exception of HCP 

Ti and Zr) is usually very low.   phase is certainly non-competitive against the  
phase, as Figure 13 shows. 
 

 
Figure 14: Schematic Gibbs free energy vs. composition. 
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The relative thermodynamic stability and oxidant mobility inphase and  phase 
are the keys to the discussion of whether the embrittlement mechanism is 
SAGBO or DE. Put plainly, the two questions are:  
 

Question A:    Does oxygen ion (or oxygen-carrying species) diffuse faster in , 

or in  phase?   
 

Note the complication to this question is that  phase may have a wide range of 

chemistry, X, so the dependence of oxygen mobility M on X should be 

modeled.  We generally expect that M should decrease with increasing X, that 
is, the more degree of prior oxygenation, the slower the newly injected oxygen 

can diffuse along the “dirty GB” phase, as the previous oxygen would be 
“roadblock” to the new oxygen addition. 
 

Question B:  Is  phase just metastable or globally stable, against the formation 

of  phase?     
 

Note rigorously speaking this a wrong question, since the kT(XlnX + (1- 

X)ln(1-X)) entropic free energy term would allow  phase to always possess a 

finite amount of X in any two-phase equilibrium with .  But the practical 

question is whether the X would be so small that the mechanical effect of  
phase becomes negligible. 
 

Here we note that, from a mechanical viewpoint, as long as the  phase 

composition in the grain boundaries XG > 0.1 or so (we use the grain boundary 

composition XG in order to differentiate from the bulk composition X), the  
phase should be able to substantially embrittle the GB.  One does not need tens 
or hundreds of layers of oxygen to change the GB decohesion behavior. 1 ML, or 
even a fraction of monolayer, should be able to sufficiently influence the local GB 
decohesion characteristics. Similarly, the dislocation-GB interaction 

characteristics should be changed with XG > 0.1 or so.  As the plastic work term 

dominates in the fracture energy of metals, the effect of XG on dislocation 

plasticity is probably even more important than the effect of XGon GB 
decohesion energy.  A dislocation transmitting through the GB should be able to 
tell a purely metallic GB from a “dirty GB” with 10% oxygen in it. In particular, the 
ability of the GB to store dislocation content before eventual debonding should be 
severely impaired after 10% oxygen absorption.  One does not need tens of 
layers of oxide for this to happen. 
 
A reasonable scenario is described below, based on speculative answers to 

Question A (“oxygen does diffuse faster in  phase than in  phase, since there 

is larger free volume in ”) and Question B (“ phase is quite metastable against 

 phase for most of the composition range; but  phase needs some time to 

nucleate”).   In this scenario, whether we have -controlled DE or -controlled 
SAGBO depends on a quantitative comparison of two time scales: the diffusive 
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time of oxygen monolayers through the grain boundaries versus the nucleation 

time of  phase. Certainly, when a sample is under cyclic load fatigue test, 
another two (2) time scales emerge: the time scale of crack growth, and the 

cyclic period. The size of the oxygen monolayers ( phase) are dependent on all 
the four (4) time scales. For simplicity, let us focus our discussion on the 
comparison of the diffusive time of oxygen monolayers versus the nucleation 

time of  phase. 
 

The general scenario is following. The 2D  phase is not the globally optimal 
arrangement for oxygen: it is just a chaotic, temporary living arrangement, but in 

which oxygen find more comfortable than in the  phase or  phase. A significant 

amount of oxygen can percolate through the “dirty GBs”, i.e. phase, if nothing 
shuts the oxygen source off.   But in their hearts, the oxygen atoms crave the 

ordered 3D  phase.  Given enough time and concentration, the oxygen atoms in 

 will incite a revolution that involves significant rearrangements of the metal 

atoms.  This would be the nucleation event of the  phase, and is also a 2D→3D 

transition. Once the 3D  phase is nucleated, because of the much reduced 

oxygen diffusivity in , it will largely shut off the oxygen flux into the metal.  In this 

sense,  phase protects the metal.  Once  phase is nucleated at crack tip, the 

previously extended  phase (with supersaturation of X) into the metal would 
actually “shrink”, and its mechanical effect (DE) becoming less and less with 
time.  
 

According  to the scenario above, if  phase takes long time to nucleate (which is 
possible, since significant metal rearrangements are needed along with oxygen 
rearrangements, and any 2D→3D transition is going to be complicated), then the 

 phase, with its thermodynamically supersaturated oxygen coverage, can wreak 

havoc mechanically inside the polycrystal by DE.   XG > 0.1 could extend tens or 
even hundreds of nanometers into the grain boundary network.   In this case, the 
metal can crack first along the “dirty GB”, far ahead of the oxide that forms later. 
 

On the other hand, if the  phase nucleates easily, or there is fast growth and 

coalescence of prior s, the  phase will not have sufficient time to achieve DE 

state (as the X > 0.1 region extends no more than a few Angstroms? 
nanometers?). In this case, we will have SAGBO mechanism: the 3D oxide forms 

along GB first, and is cracked later when the  phase thickens and stores enough 
elastic energy to drive brittle cleavage cracking.  
 
Here we provide the computational results to illustrate the thermodynamic 

stabilities of the and  phases based on first-principle calculations.  
 
3.2. Models and computational methods: 
 
Crystalline Ni (c-Ni) structure was modeled as a        supercell of the 
conventional cubic cell that contains 32 atoms. A lattice constant 3.52 Å was 
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obtained after energy minimization. We calculated the cohesive energy of Ni as -
5.58 eV. We further calculated the tetrahedron volume to characterize the 
structural feature. For c-Ni, the tetrahedron volume was found as 1.82 Å3. The 
atomic structure of the Ni supercell is shown in Figure 15(a).  
 
To model a Ni grain boundary, we built an atomic structure by tilting the 
crystallographic [100] axis with respect to the (100) plane. After energy 
minimization, Ni atoms rearranged and formed an amorphous structure (a-Ni). 
The lattice constants were a=3.55 Å, b=19.18 Å, c=9.52 Å, and it contains 56 
atoms. The cohesive energy of the GB structure after energy minimization was -
5.40 eV. The tetrahedron volumes were in the range [0.27, 3.46] Å3. The initial 
and the final configuration are shown in Figure 15(b).  

 

For the crystalline NiO (c-NiO), we modeled a       supercell that contained 
64 atoms. A lattice constant 8.34 Å was obtained. The cohesive energy was 
calculated as -5.75 eV, and the tetrahedron volume in this structure was 1.51 Å3. 
The atomic configuration is shown in Figure 15(c). 
 

 
Figure 15: The configurations of (a) the supercell of c-Ni, (b) the initial structure of a Ni GB and the 

final structure after energy minimization, and (c) the supercell of c-NiO. The grey spheres are Ni 

atoms, and the red spheres are oxygen atoms. 

 
 
Density functional theory (DFT) calculations were performed using Vienna Ab-
initio Simulation Package (VASP). The plan-wave cut off energy was set as 400 

eV for all calculations.      ,      , and       Monkhost-Pack meshes 
were used to model the Brillouin zone in the reciprocal space for c-Ni, a-Ni, and 
c-NiO, respectively. 
 
For an FCC structure, the tetragonal and octagonal sites are the interstitial sites 
for oxygen insertion. To calculate the formation energies and the free energies at 
different oxygen concentrations, we systematically varied oxygen concentration 

 

(a) (b) (c)
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by placing oxygen at the interstitial sites. For the crystalline phases (phase and 

phase), the insertion sites can easily be identified. For the GB structure 

(phase) with an amorphous nature, we performed Delaunay triangulation to find 
the largest void size to accommodate the insertion of oxygen.  
 
 
3.3. Thermodynamic stabilities  
 

We calculated the formation energies of oxygen in c-Ni (phase) and a-Ni 

(phase). In the calculation of the formation energy, we took the energy of an 
atom in c-Ni (a-Ni) (ENi) and the energy of an isolated O atom (EO) as the 
reference energies, with EnO-Ni being the total energy of the system containing n 
O atoms in the cell. The formation energy per O atom Ef(n) was calculated as 

  ( )  (              )   . Figure 16 shows the formation energies of 

oxygen in c-Ni and a-Ni. It is evident that oxygen is more favorably absorbed in 
the grain boundary compared to that in the bulk crystalline lattice at low oxygen 
concentration (XO<0.4, where       (      ) ). At relatively high oxygen 
concentrations, the formation energies show little difference because of the 
dramatic structural rearrangement caused by oxygen insertion, and that oxygen 
may not be able to differentiate its environment. We further calculated the 
specific free energies of different phases to compare the thermodynamic stability.  
The results are shown in Figure 17.  
 

 
Figure 16: Formation energies of oxygen in c-Ni and a-Ni. The solid symbols represent the 

calculation data. The lines connecting the data are guide for the eyes. 
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Figure 17: The specific free energies as a function of the oxygen concentration. 

 
It is noteworthy that, the energy difference at zero oxygen concentration between 
c-Ni and a-Ni may represent the grain boundary formation energy. As oxygen 
concentration increases, the free energy of c-Ni increases since the oxygen 
atoms mostly feel uncomfortable in the crystalline lattice. However, the free 
energy of a-Ni decreases with oxygen insertion as the oxygen atoms may 
mediate the amorphous structure to find a lower energetic state. When the 
oxygen concentration is close to 0.5, the interactions of Ni and O atoms may 
invoke the local characteristics of the bulk oxide (valence state, coordination 
number, etc.), and the system free energies drop and are close to that of the 
crystalline NiO. At XO=0.5, the crystalline NiO preserves the lowest energy state, 
and by varying the oxygen concentration, the free energy shows the needle-like 
behavior as we sketched in the g-X relation in Figure 14.  
 
We have thus far confirmed that oxygen transports more favorably through the 
grain boundaries because of the lower formation energies and the “repairing” 
effect mediated by oxygen. Such absorption may initiate the oxide monolayer 
that dominates the mechanical behavior of nickel oxides.  
 
 
3.4. Mechanical embrittlement on the strength of metal grain boundaries 
 
To quantify the embrittlement effect on cohesion strength due to the presence of 
oxide monolayer in metal grain boundaries, we performed uniaxial simulations of 
various Ni structures containing different oxygen concentrations. In the simulation 
of uniaxial tension, we prescribed a given strain along the z-direction of the 
structure, and measured the nominal stress simultaneously. For a material under 
tension, it undergoes either plastic flow or fracture at elevated level of strain, 
depending on the relative strength of plastic yielding and fracture of the structure. 
According to linear elastic fracture mechanics, for a penny-shape crack 
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embedded in a matrix of infinite size, under mode-I load the maximum tensile 

stress         √    , the maximum shear stress      √    √    , and the 
ratio of these values is about 2.6. We may estimate that, for a material with such 
a ratio smaller than 2.6, it would undergo fracture under uniaxial tension, and 
when the ratio is larger than 2.6, it would reach plastic yielding before fracture 
occurs. To capture the fracture event in the oxidized Ni and obtain the ideal 
fracture strength, we froze the deformation in the x- and y-direction, and only 
allowed atoms to relax along the z-direction. In such simulations, we suppress 
the plastic yielding that is mediated by continuous bond switching and reforming, 
and force the atoms to overcome the barrier of fracture and break the atomic 
bonding. The stress-strain curves for example systems of c-Ni, a-Ni, and c-NiO 
are shown in Figure 18.  
 

 
Figure 18: Stress-strain curves for the example systems of c-Ni, a-Ni and c-NiO. The solid symbols 

represent the calculation data. The lines connecting the data are guide for the eyes. 

 
We see that for the crystalline structures of c-Ni and c-NiO, before the stress 
reaches the respective peak values, the materials experience elastic deformation 
and the crystalline configurations are preserved. At the critical stress (strain), the 
atomic bonding is broken and the corresponding peak stress represents the ideal 
strength of the structure. Notably the ideal strength of c-NiO is significantly lower 
than that of c-Ni, by a factor of four. This may be due to a weaker Ni-O bonding 
as compared to the pure metal bonding.  
 
In comparison, for the a-Ni lattice, a significant structure reconstruction is 

observed during loading. In the initial stage of load (     ), the crystal 
structure experiences elastic deformation that mainly involves bond stretching. 
By increasing applied strain, the stress drops dramatically. Such a drop 
corresponds to the subsequent reconstruction of the atomistic structure – a 
change mainly mediated by atomic bond switching and stimulated by the applied 
mechanical load. With further increased applied strain, the stress increases 
linearly up to a critical value. We take the maximum stress at which the structure 
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can sustain as the ideal strength. Here we show the atomic configurations in 
Figure 19, to illustrate the initial structure before applying strain and after fracture.  

 
Figure 19: The atomic configurations of (a) the supercell of c-Ni, (b) c-Ni after fracture, (c) the initial 

structure of a-Ni, and (d) a-Ni after fracture. 

  
As we have argued in the previous section, the composition of the monolayer 

oxide ( phase) at equilibrium might be a small number. However, even when the 
bulk composition is very low, the grain boundary composition can be sufficiently 

high. From a mechanical viewpoint, as long as the  phase composition in the 

grain boundaries XG > 0.1 or so, the  phase could severely embrittle the GB. A 
fraction of monolayer could severely influence the local GB decohesion 
characteristics. One does not need tens or hundreds of layers of oxygen to 
change the GB decohesion behavior. Here we performed uniaxial tensile 
simulations until fracture occurred to the a-Ni grain boundaries with various 
oxygen concentrations, to obtain the dependence of the ideal strength on the 
oxygen concentration. The evolution of the ideal strength is shown in Figure 20. 
 

 
Figure 20: Ideal fracture strength of Ni with various oxygen concentrations. The a-NiOx represents 

the monolayer oxide ( phase) in the Ni grain boundaries. The solid symbols are the calculation data, 

and the dashed lines are guide for the eyes. 
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It is clearly seen that the ideal fracture strength of both crystalline and 
amorphous Ni decrease as more oxygen is present in the lattice. For the 
amorphous structure, the fracture strength decreases by a factor of two, when 
oxygen concentration increases from 0.07 to 0.5. We have examined the 
microscopic mechanism of such behavior. Compared with the pristine Ni 
network, the presence of oxygen breaks certain numbers of Ni-Ni bonds but a 
well-defined network still exists and spans the size of the supercell. The 
inhomogeneous distribution of oxygen leaves certain Ni bonds more disturbed 
than others, and causes locally less close-packed structures. Such topological 
feature may share the same characteristics in glassy materials – the amorphous 
network consists of tightly bonded clusters, which form the backbone of the 
structure, and loosely bonded free-volume regions, which act as flow defects and 
behave liquid-likely responding to the external mechanical load. The flow defects 
may be caged by the tightly bonded surroundings, which constitute the basic 
topological feature of the atomic structure. Under mechanical load, the 
deformation is mainly localized in the loosely packed regions (weak regions) 
while the backbone (strong regions) behaves elastically. Such deformation 
behavior is also evidenced in oxidized Ni, as shown in Figure 21.  In the course of 
deformation, it is mainly accommodated by local weak Ni-O regions and 
eventually fracture occurs in those places. 
 

 
Figure 21: The configurations of (a) a-NiO0.17 before applying strain, and (b) a-NiO0.17 after fracture. 

The grey spheres are Ni atoms, and the red spheres are oxygen atoms. 

 
In addition, we note that the ideal strength of c-Ni is much larger than that of the 
counterpart amorphous lattice, because the amorphous structure has a loosely 
packed atomic bonding. When the oxygen concentration approaches 0.5, the 
ideal strength of a-NiOx is close to that of c-NiO. At relative high oxygen 
concentrations, the interactions of Ni and O atoms may develop the local 
characteristics of the bulk oxide such as the valence state and local coordination, 
such that the system behavior of the amorphous network is similar to that of the 
crystalline NiO. 
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In summary, here we have quantified the embrittlement of Ni grain boundaries 
due to the presence of oxygen monolayer by performing uniaxial tensile 
simulations. As oxygen concentration increases, the ideal fracture strength of a-
NiOx decreases dramatically. The results confirmed our previous hypothesis that 
a fraction of oxygen monolayer in the metal grain boundaries could severely 
influence the GB decohesion characteristics. 
 
 
3.5. Diffusion kinetics of oxygen in Ni 
 
The difference of DE and SAGBO mechanisms depends on the kinetic factors – 
primarily diffusion of oxygen along grain boundaries (GB) to form the monolayer 

 phase versus the nucleation of bulk oxide  phase. If  phase takes long time 
to nucleate relative to the fast diffusion of oxygen along grain boundaries, then 

the  phase, with its thermodynamically supersaturated oxygen coverage, can 
cause severe mechanical embrittlement inside the polycrystal by DE.  Oxygen 
segregation may extend tens or even hundreds of nanometers into the grain 
boundary network. In this case, the metal can crack first along the “dirty GB” and 

the oxide will form later. On the other hand, if the  phase nucleates easily, or if 

fast growth and coalescence of prior s occurs, the  phase will not have time to 
achieve a steady state of DE. In this case, we will have SAGBO, as the 3D oxide 

forms along GB first, and is cracked later when the  phase thickens and stores 
enough elastic energy to drive brittle cleavage cracking. Here we focused on the 
diffusion process of oxygen in the nickel lattice, and performed first-principles 
modeling to calculate the oxygen diffusivity in both the crystalline and amorphous 
Ni phases. We used the nudged elastic band method to calculate the energy 
barrier of elementary hops for a single oxygen atom in crystalline Ni, and we 
used the non-equilibrium ab-initio molecular dynamics to calculate the 
dependence of oxygen diffusivity on its concentration in the amorphous Ni lattice.  
 
3.5.1. Oxygen diffusivity in crystalline Ni 
 
In order to determine the diffusivity of oxygen in crystalline Ni, we calculated the 
activation energy along its diffusion trajectory. The minimum energy path with the 
saddle point of oxygen migration was determined by using the nudged elastic 
band (NEB) method. NEB is a method for finding saddle points and minimum 
energy paths between known reactants and products. The method works by 
optimizing a number of intermediate images along the reaction path. Each image 
finds the lowest energy states while maintaining equal spacing to neighboring 
images. This constrained optimization is done by adding spring forces along the 
band between images and by projecting out the component of the force due to 
the potential perpendicular to the band. We also implemented the climbing image 
in which the highest energy image is driven up to the saddle point. In this 
modification, the image does not feel the spring forces along the band. Instead, 
the true force at this image along the tangent is inverted. The image tries to 
maximize its energy along the band, and minimize in all other directions. When 
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this image converges, it will be at the exact saddle point. We sampled the 
diffusion pathway with an NEB path consisting of seven intermediate 
configurations. The NEB path was first constructed by linear interpolation of the 
atomic coordinates. Then, the path was relaxed until the force on each atom was 
smaller than 0.01 eV/ Å. The shape and volume of the cell were fixed during the 
NEB calculation. 
 
Before the NEB calculation, we first relaxed the crystal lattice using a conjugate-
gradient algorithm that all ions were allowed to relax while both the supercell 
volume and shape could be changed. Here we modeled the c-Ni structure as a 

      supercell of the conventional cubic cell that contains 32 atoms. Oxygen 
diffuses interstitially in the Ni lattice. For the interstitial diffusion in an FCC 
structure, the octahedral site is the most stable state, while the tetrahedral site is 
a metastable position for oxygen insertion. Diffusing interstitial oxygen atom can 
be equilibrated at the metastable tetrahedral sites temporarily and jumps forward 
and backward to a neighboring octahedral site. Therefore, the major diffusion of 
oxygen passes through adjacent tetrahedral sites via a tetrahedral site in c-Ni, as 
represented by the red arrows in Figure 22(a).   
 

 
Figure 22: (a) The diffusion trajectory of a single oxygen atom in a c-Ni supercell. The grey solid 

circles represent the Ni atoms. The arrows represent the diffusion of an oxygen atom along the 

octahedron-tetrahedron-octahedron pathway. (b) The energy barrier for an oxygen atom in the c-Ni 

lattice. The activation energy is calculated as 0.87 eV, and the diffusivity of oxygen is estimated as 

               using the Arrhenius equation. 

 
Figure 22(b) shows the energy profile for oxygen diffusion calculated by the NEB 
method. The activation energy is 0.87 eV along the octahedron-tetrahedron-
octahedron pathway. The diffusion constant can be estimated by the Arrhenius 

equation          (      ), where   is the elementary hopping distance,    
is the hoping frequency,    is the activation energy barrier, k is the Boltzmann 
constant, and T is the absolute temperature. Using the lattice constant 3.52 Å, 
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activation energy Ea=0.87 eV, T = 1000 K, and a typical value of           , 

we found the diffusivity of oxygen in c-Ni to be                  . 
 
3.5.2. Oxygen and Nickel diffusivity in amorphous Ni 
 
To compute the diffusivity of oxygen and nickel at the temperature of interest, we 
performed non-equilibrium finite temperature molecular dynamics simulations 
within the framework of density functional theory (DFT) as implemented in VASP. 
Projector-augmented-wave (PAW) potentials were used to mimic the ionic cores, 
while the generalized gradient approximation (GGA) in the Perdew-Burke-
Ernzerh of (PBE) flavor was employed for the exchange and correlation 
functional. We used the plane-wave cutoff of 400 eV and a k-point mesh of 

      for all calculations. To quantify the diffusivity of both oxygen and nickel 
at different oxygen concentrations, we systematically varied the oxygen 
concentration by placing oxygen at the interstitial sites. For the GB structure with 
an amorphous nature, we performed Delaunay triangulation to find the interstitial 
sites with the largest void size to accommodate the insertion of oxygen. This 
method provided us a fast way to identify the favorable positions of oxygen 
insertion with low formation energy in the amorphous lattice. 
 
We performed the MD calculations at temperatures 1500, 2000, 1200, 3000, and 
4000˚K. Starting from the relaxed initial configurations, we first ran 500 MD time 
steps to incite sufficient local vibration of atoms at these temperatures, where 
each MD step was set as 2 fs. Then the cells were allowed to dynamically 
equilibrate at fixed temperatures for roughly 5000 MD time steps. The total 
simulation time corresponded to more than 10 ps, which induced substantial 
mixing of oxygen and nickel atoms with each other. The random walking of both 
oxygen and nickel were closely examined. It clearly showed that the atomic 
motions were far beyond the local elementary hopping. We then calculated the 
mean square displacements (MSD) for oxygen and nickel atoms as a function of 
time in order to compute diffusivities at different temperatures.  

 
Figure 23: The mean square displacement of (a) oxygen, and (b) nickel as a function of the MD 

simulation time at various temperatures in a representative amorphous structure NiO0.5. 

 

(a) (b)



DOE/NETL Cooperative Agreement 

DE-FE0005859 

33 Final Report 

April 2014 

 

 

 
 
The calculated mean square displacement of both oxygen and nickel in a 
representative amorphous structure NiO0.5 is shown in Figure 23. In statistical 
mechanics, the mean squared displacement is the most common measure of the 
spatial extent of random motion. It is defined by the relation: 
 

    〈|  ( )    ( )| 〉 (3.1) 
 
where   ( ) is the position of the atom i at the time t,   ( ) is the position of the 
atom i in the initial configuration, and <…> represents an average over the 
ensemble of atoms. We have considered the jumps of particles and refold them 
into the box when using periodic boundary conditions as contributing to diffusion. 
The atomic diffusivity can be derived from the MSD. If the system is solid, MSD 
saturates to a finite value, while if the system is liquid at elevated temperature, 
MSD grows linearly with time. In this case it is useful to characterize the system 
behavior in terms of the slope, which is the diffusion coefficient D  
 

        
 

  
〈|  ( )    ( )| 〉 (3.2) 

 
Using the above relation, we calculate diffusivities of oxygen as well as nickel for 
different temperatures and extrapolate the data to obtain the diffusivities at 
T=1000 ˚K. The extrapolation is carried out by following the standard expression 
for diffusivity,        (      ), where    is the energy barrier, k is the 
Boltzmann constant, and T is the absolute temperature. Plots of diffusivity versus 
1000/T on a log scale for both oxygen and nickel in the amorphous structure 
NiO0.5 are shown in Figure 24. 
 

 
Figure 24: Diffusivity of (a) oxygen, and (b) nickel with respect to the inverse of temperature in the 

amorphous structure NiO0.5. The inset shows the fitting parameters using the standard exponential 

fitting        (      ). The value of diffusivity at low temperature T=1000˚K is extrapolated 

from the high temperature data. 
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Following the same procedure, we varied the oxygen concentration to quantify 
the dependence of atomic diffusivity on the composition. The MD simulations 
have been fairly time-consuming. Depending on the size of the configurations, 
the computation times were slightly different, but the average time for each 
composition took around one week. We have completed the calculations for 
Ni56O4, Ni56O12, Ni56O20, and Ni56O28.  
 

 
Figure 25: Diffusivity of oxygen (red circles) and nickel (black squares) as a function of the oxygen 

composition XO in the amorphous structure, where XO is defined as NO/(NNi+NO). The dashed lines 

are guide for the eyes. The diffusivity of oxygen in c-Ni calculated by nudged elastic band method is 

represented by the blue triangle. 

 
The compositional dependence of diffusivity of oxygen and nickel are 
summarized in Figure 25. The diffusivity of a single oxygen atom in c-Ni structure 
calculated by the NEB method is also included for comparison. We can see that 
the oxygen diffuse faster in the amorphous lattice than that in the crystalline 
phase by roughly one (1) order of magnitude. Note that we did not perform 
random walking MD simulations for a single oxygen atom in the amorphous 
structure because the statistics of a single atom may not be meaningful. In 
addition, for both oxygen and Nickel, we see that the diffusivity increases along 
with the oxygen concentration. This may be attributed to the factor that oxygen 
insertion weakens the structure strength of Ni lattice, which allows for a faster 
motion of atomic species.  
 
To summarize, we use the nudged elasticity band method to calculate the 
activation energy of diffusion for a single oxygen atom in c-Ni. The diffusion 
trajectory is identified as the octahedron-tetrahedron-octahedron pathway. The 
value of activation energy barrier is 0.87 eV, and diffusivity is estimated to be

11 22.58 10  m /sD   . We further perform the non-equilibrium ab initio molecular 
dynamics to mimic the random walking of oxygen and nickel at elevated 
temperatures. We calculate the mean square displacement to plot the statistics 
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of atomic motion, and derive the diffusivity at these temperatures. The diffusivity 
at low temperature of interest is extrapolated via an exponential fitting. We vary 
the oxygen concentration in the amorphous model to quantify the diffusivity 
dependence on the composition. These data can be useful inputs for finite 
element modeling and phase field simulations.  
 
 
3.6. Hydrolytic weakening of Chromia 
 
It is known that the effect of surface hydrolytic weakening of oxide is mostly local, 
which renders first-principles a suitable method to characterize such effects. 
Here we reproduce the phase diagram of Cr-H-O (Figure 26), to call for attention 
on the formation of CrHO2 under hydrolysis conditions. The hydrolysis follows the 
reaction Cr2O3+H2O → 2CrHO2. We calculated the driving force of the reaction 
as -0.45 eV. Such a high driving force can promote formation of the hydrolyzed 
chromia. In particular at the crack tip where a high magnitude of tensile stress 
concentrates, the mechanical stress can further bias the reaction barrier, and 

accelerates the hydrolysis reaction. We also found volume increase    

        from Cr2O3 to CrHO2. The volume expansion causes lattice mismatch 
and may contribute to the fracture of the oxide. The atomic configurations of 
Cr2O3 and CrHO2 are represented in Figure 27. Cr2O3 has a space group of R3c, 
and lattice parameters of a=b=4.96, c=13.59, α=β= 90°, γ=120°. CrHO2 has a 
space group of P21nm, and lattice parameters of a=4.89, b=4.29, c=2.95, α=β= 
γ=90°. 
 

 
Figure 26: Cr-H-O phase diagram 

5
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Figure 27: The atomic configurations of (a) Cr2O3, and (b) CrHO2. The green spheres are Cr atoms, 

and the red spheres are oxygen atoms. 

 

 

As seen from the atomic configurations, the presence of H atoms decreases the 
coordination number of Cr-O from 6 in Cr2O3 to 4 in CrHO2. Such difference can 
cause dramatic decrease of the fracture strength of the oxide. To quantify such 
weakening effect, we also performed uniaxial tension simulations, as described 
in the above section, to compare the fracture strength of Cr2O3 and CrHO2.  
 
The stress-strain curves are reproduced in Figure 28(a). The strain is 
incrementally applied, and the peak stresses represent the respective ideal 
strength. Indeed, CrHO2 is mechanically weaker than Cr2O3 and its fracture 
strength is about a half of Cr2O3. It indicates that upon formation of the 
hydrolyzed phase, the protective function of oxide can be significantly weakened. 
The atomic configuration of CrHO2 is shown in Figure 28(b), it is evident that the 
hydrolyzed Ni-O is weaker than the pristine Ni-O bonds, and fracture occurs 
around the local hydrolyzed Ni-O bonding.  
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Figure 28: (a) Stress-strain response of Cr2O3 and CrHO2. The peak stresses represent the respective 

ideal strength. (b) Atomic configuration of CrHO2 after fracture. 

 

 
3.7. Summary 
 
We proposed a scenario that the leading effect of oxygen embrittlement was due 
to the presence of oxygen monolayers in the grain boundaries of a Ni-based 
superalloy. Through energetic studies, we confirmed that oxygen transported 
more favorably along the metal grain. Such absorption may initiate the oxide 
monolayer within the grain boundaries and embrittle its cohesion strength. We 
quantified the embrittlement effect by performing uniaxial tensile simulations. As 
oxygen concentration increases, the ideal fracture strength of a-NiOx decreases 
dramatically, such that a fraction of oxygen monolayer in the metal grain 
boundaries could severely influence the GB cohesion characteristics. We also 
studied the diffusion of oxygen in the nickel lattice, and performed first-principles 
modeling to calculate the oxygen diffusivity in both the crystalline and amorphous 
Ni phases. In addition, we proposed the hydrolytic weakening effect of chromia. 
We found a high driving force for the hydrolysis reaction to occur, especially at 
the crack tip. Upon formation of hydrolyzed phase CrHO2, the protective layer of 
oxide was mechanically severely weakened.  
 
  

 (a) (b)
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Task 4: Modeling of gamma prime microstructures and mesoscale 
microstructure-defect interactions 
 
This task is to apply thermodynamic and kinetic modeling to microstructure 
evolution and microstructure-level defects interaction in Alloy 282. In particular, 
by emphasizing microstructure-property relationship, quantitative modeling of 

gamma prime (‟) microstructures in Alloy 282 enables reliable predictions for 
long-term creep performance (see Task 5) in A-USC steam turbine operation. 
Modeling of cracks in polycrystal microstructures and under oxygen effect allows 
us to gain mechanism understandings of the complex interactions between crack 
growth behaviors and microstructural and environmental effects, and provides a 
potential linkage between the experimental (Task 2) and atomistic modeling 

(Task 3) studies and the constitutive fatigue crack growth modeling (Task 6). 
 
 
4.1. Gamma prime microstructure modeling for Alloy 282 
 

Alloy 282 is a ‟-strengthened Ni-base alloy6, with about 20% volume fraction of 

coherent ' phase precipitates (ordered L12 structure) dispersed in disordered 

face-centered cubic  phase matrix at 1400˚F. Thermodynamic calculations 

predict the ‟ solvus temperature at about 1840˚F (Figure 29). Typical two-step 

aging heat treatment6 produces fine ‟ precipitates via homogeneous nucleation 

and growth. Depending on aging conditions, ‟ size ranges typically in several 

tens of nanometers (Figure 30). The ‟ precipitates continue to coarsen during 
long-time high temperature exposure. 

 
Figure 29: ThermoCalc prediction of phases in Alloy 282, with TTNI7 database

7
. 
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Figure 30: Alloy 282 ’ size after different heat treatment: (a) solution annealed (SA), (b) peak-aging 

(PA), and (c) over-aging (OA). Courtesy of Jeffrey Hawk 

 
 
4.1.1. Gamma prime microstructure models 
 

To quantitatively model ‟ microstructures in sufficient details (precipitate size, 
volume fraction, spatial distribution) and under long-duration conditions (20 

years), two GE internally developed ‟ microstructure models were jointly applied 
to Alloy 282. The precipitation (PPT) model, based on the Langer-Schwartz type 

models8-11, treats concurrent nucleation, growth, and coarsening of ‟ in a 
continuous particle-size-distribution space. The precipitates‟ morphological 

details are not taken into account. The effects from ‟ spatial distributions are 
simplified with a mean-field approximation, in which the precipitates are 

considered to share a common  phase matrix that is spatially uniform. The  

matrix possesses the averaged composition of  phase, which varies during 
different stages of precipitation and is subject to mass conservation constraint. 
The second model, based on the phase field (PF) method, provides the 3D 

spatial details of ‟ microstructure, as well as the spatial distribution of chemical 
composition. The in-house phase field microstructure model was developed in a 
parallel code for multi-core systems, which allows a sufficient length and time 
scale for simulating the actual cooling and aging heat treatment conditions. In the 
present work, we have applied the PF model to predict microstructures under lab 
heat treatment conditions, over several thousand hours, and the PPT model to 
the longer-term creep conditions, over tens of years.  
 

(a) (b) 

(c) (d) 
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The PPT and PF models share the same physical laws of nucleation, growth, 

and coarsening of ', but at different levels of details. In general, construction of 
the PF model is more sophisticated since it involves solving spatial evolution of 
solute diffusion and interface movement and, as a result, is computationally more 
costly. Nucleation in the phase field model is handled by the explicit nucleation 
algorithm12, and the framework of Kim et al13 is adopted to treat the 

thermodynamics of /‟ interface. An immediate benefit from sharing a common 
physical framework between the two models, however, is that a same set of 
physical parameters can be applied and that the outputs from the two models are 
mutually comparable. To provide alloy specific input to the PPT and PF models, 

thermodynamic and diffusivity data (for , ' phases) were derived from 
CALPHAD database 7,14. These parameters were reduced to a pseudo-binary 
composition description from the actual multi-element composition of Alloy 282 

(see Table 1)./' interface energy was calibrated to a separate set of 
experimental data. Both models were designed to handle complex heat treatment 
conditions, including isothermal aging at different temperatures as well as non-
isothermal conditions. Therefore, time-temperature data were used directly as 
model input. 
 
Table 1: Alloy 282 chemical composition, weight percent 

6
 

Ni Cr Co Mo Ti Al Fe Mn Si C B 

57
**

 20 10 8.5 2.1 1.5 1.5
*
 0.3

*
 0.15

*
 0.06 0.005 

* Maximum, ** Nickel as balance 

 
 
4.1.2. Calibration of precipitation model 
 
Only a few parameters in the PPT model require calibration. These are a set of 

proportionality factors for correcting the default values for the /‟ interface 
energy, diffusion coefficient, and nuclei size. These parameters are difficult to 
measure directly by experiment, therefore are left to calibration.  
 
In the calibration, the PPT model was applied to simulate a set of linear cooling 
conditions in a range of cooling rate between 0.15˚F/min to 5000˚F/min.  All the 

simulations were started from above the ‟ solvus temperature. During cooling, ‟ 
precipitates formed at various temperatures depending on the cooling rate. The 

temperatures at which 2% of ‟ volume fraction was reached were designated as 

the starting temperatures of ‟ transformation,   . These values were compared 

with the experimental measurement of ‟ precipitation temperatures using single-
sensor differential thermal analysis (SS DTA). We used the SS DTA data on 
Alloy 282 developed in a prior internal program at GE-GRC. The aforementioned 

calibration parameters were iterated until    from PPT model matched the SS 
DTA data. The iterations were performed with a GE internal optimization tool, 
PEZ. Global minimization based on genetic algorithm was used to improve 
search of the true optimal parameters instead of locally entrapped solutions in 
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the multi-dimensional parameter space. Figure 31 shows the results after the 
calibration. 

 
Figure 31: Calibration of PPT model to ’ transformation temperatures at various cooling rates from 

SS DTA data. 

 
 
4.1.3. Model validation 
 
A set of twelve heat treated Alloy 282 specimens from a prior program were 
selected for validating the calibrated PPT model. These specimens, listed in 

Table 2, were fully ‟ solutionized at 1900˚F, cooled at 9˚F/min to four different 

temperatures between 1650˚F and 1300˚F, and isothermally aged. Figure 32 

shows a typical uni-modal ‟ microstructure in the specimens. ‟ sizes were 
characterized for each specimen and were used for model validation. 
 
Table 2: Heat treated specimens selected for ' size characterization for validating PPT model. All 
specimens were solution heat treated, cooled at 9˚F/min to designated temperatures, and followed by 

isothermal aging given in the table. 

Temperature (˚F) Aging time (hours) 

1650 0 166 1007 3006 

1500 0 985 3026 5015 

1400  985 3000 5133 

1300    8186 
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Figure 32: SEM image of ' microstructure in Alloy 282 after 5133 hours aging at 1400˚F 

 

The PPT model simulated continuous evolution of ‟ size under these heat 
treatment experiment conditions. An additional temperature at 1600˚F was also 

included. As compared in Figure 33, the predicted ‟ sizes are in very good 
agreement with the experimental data, especially if one considers that the PPT 

model was calibrated only to the very beginning of ‟ precipitation (i.e., 
nucleation)  and that it was able to predict correctly the microstructure changes 
almost ten thousand hours later. 

 
Figure 33: Predicted ' sizes by the PPT model (curves) and by the PF model (squares) vs. 

experimental data (triangles) measured from specimens in Table 2. Some additional short-term 

historical data (<2hrs) are also plotted for comparison. 
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The experimental and predicted ‟ size evolution in Figure 33 shows clearly that 
the conventional cubic coarsening law does not follow immediately the nucleation 

and growth stage of ‟. This transitional „gap‟, appeared in Figure 33 as a plateau 

of nearly constant ‟ mean size, extends as temperature decreases. A more 

detailed examination at 1400˚F indicates that the ‟ size distribution in fact 

continuously broadens (Figure 34), even though the average ‟ size only slightly 

changed. Obviously, as one attempts to use a cubic law to interpret ‟ coarsening 

data in hands that happen to fall (or partially fall) in this plateau regime, the ‟ 
size change will be eventually under-predicted. This under-prediction can 

become significantly greater if one attempts to extrapolate for long-term ‟ 
coarsening behaviors. 
 

 
Figure 34: Broadening of ’ size distribution at 1400˚F for 10hrs, 100hrs, and 985hrs, predicted by 

the PPT model. 

 
 
A series of phase field simulations were performed for the heat treatment 

conditions at 1400˚F and 1650˚F listed in Table 2. A snapshot of ‟ microstructure 

after 100 hours of aging at 1400˚F is shown in Figure 35. The simulation volume 

is         . The simulated microstructures were found remarkably close to 
what was actually observed in Alloy 282 under the same heat treatment 
conditions. Figure 36 shows three scanning electron microscopy (SEM) images of 
specimens interrupted at 985, 3000, and 5133 hours during the 1400˚F aging. 
The inset in each of the images is a section view of the simulated 3D 
microstructure at the same interruption time. Both SEM and simulated images 
are displayed at the same length scale for comparison. The particle size, shape, 
inter-particle spacing in the simulated images are seen very close to the SEM 
images.  
 
To validate the quantitative features of the simulated microstructures, we 

compared the mean ‟ sizes predicted by the phase field model at two aging 
temperatures, 1400˚F and 1650˚F. Simulating the two temperatures required no 
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change to the model or parameters except for the input time-temperature 
condition. Figure 33 shows the agreement between the phase field predictions 

and the ‟ size measured from the specimens under the same heat treatment, 
together with the PPT model predictions. A more detailed comparison in terms of 
particle size distribution also indicates close agreement between phase field 
predictions and the actual microstructure (Figure 37). Note the precipitation model 
predicts typically a narrower particle size distribution at early stages due to lack 
of description of solute diffusion profiles (soft-impingement) in mean-field type 
models. 
 

 
Figure 35: Simulated ' microstructure after 100hr aging heat treatment at 1400˚F following a 

9˚F/min cooling from solution temperature. Particles are ’ precipitates. The inset shows a cross 

section view. 

 
 

 
Figure 36: Comparison with actual microstructures after the 1400˚F heat treatment: (a) 985hrs, (b) 

3000hrs, and (c) 5133hrs. Length scale of each image pair is kept identical for comparison. 

 

  𝜇𝑚 

(a) (b) (c) 
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Figure 37: Comparison of ' size distribution during 1400˚F aging, at (a) 985hrs, (b) 3000hrs, and (c) 

5133hrs. Also shown is the prediction from precipitation model (curves). 

 

To examine how well the phase field model can predict ‟ morphology, we 
considered two heat treatment conditions with very different cooling rate, listed in 
Table 3. As is seen in Figure 38(b) and (d), at the much slower cooling rate 

9˚F/hour, ‟ precipitates grew considerably larger and into irregular dendritic 

shapes, while at 9˚F/min cooling rate they were formed mostly as fine spherical 
particles. These conditions can be taken as good test cases for the phase field 
model. The simulation results in Figure 38(a) and (c) demonstrate that the Alloy 

282 phase field model can reproduce fairly well the morphological difference in ‟ 
precipitates at the two vastly different cooling rates. 
 
Table 3: Heat treatment condition of two Alloy 282 specimens 

Heat treatment 1 Solution (1900˚F) + 9˚F/hour cooling + 1600˚F/100 hours aging 

Heat treatment 2 Solution (1900˚F) + 9˚F/min cooling + 1600˚F/100 hours aging 

 
 

(a) 

(b) 

(c) 
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Figure 38: Phase field simulation of ’ microstructure in Alloy 282 under two different heat 
treatments: fast 9˚F/min cooling (a) simulation, (b) actual image; slow 9˚F/hr cooling (c) simulation, 

(d) actual image. The boxes on (b) and (d) represent the simulation cell (        ) on the left 

respectively.  

 
 
4.1.4. Predictions of long-term microstructure change 
 
Beyond the aforementioned transition regime on precipitate size evolution, 

longer-term ‟ coarsening evolution can be well described by the cubic law,  
 

  ( )    
 (  )   ( )(    )  (4.1) 

 

where   and    are respectively the ‟ diameter at time   and   . The rate 

constant,  , is a function of absolute temperature,  . Using the predicted long-

term ‟ size data, we can fit coarsening rate constant,  , in the cubic regime for 
each temperature, illustrated in Figure 39. 
 
The temperature-dependent rate constant can then be fitted to the Arrhenius 
form (Figure 40): 
 
       (      ) (4.2) 

 
The activation energy and pre-exponential factor are found for Alloy 282 as: 

             ,                    . 
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Figure 39: Simulated long-term ' mean size at 1300˚F by the PPT model. The dashed line represents 

a cubic law regime of coarsening. 

 
 

 
Figure 40: Predicted coarsening rate constant at each temperature (circles) and the fitted Arrhenius 

equation (curve). 

 
 
4.2. Link microstructure to creep model 
 
From an energetic point of view, the stress level for A-USC steam turbine rotor 
application, 15ksi (103MPa), is lower than the threshold stress for a dislocation to 

directly shear ‟ precipitates. Table 4 compares the estimated stresses for 
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creating several common planar faults in ‟ by a single dislocation with 
appropriate Burgers vector associated with the fault. Although these values are 

only indicative, they identify correctly the stress regimes for ‟ shearing. The 
observations of predominant dislocation looping and climbing, instead of 

shearing, ‟ in Alloy 282 creep test samples in the 15-20ksi stress range (see 
Section Task 5) further confirm this estimation. 
 
Table 4: Estimated stress level for creating different ' faults (based on single dislocation shearing). 

Deformation type Typical fault energy (J/m
2
) Burgers vector (Å) Threshold stress (ksi) 

Anti-Phase Boundary (111) 0.16~0.22 2.54 91~126 

Complex Stacking Fault 0.2~0.4 1.47 198~396 

Superlattice Extrinsic 

Stacking Fault 

0.01~0.02 2.93 5~10 

 

When dislocation climb-bypass is the controlling deformation mode, the ‟ volume 
fraction and inter-particle spacing become the set of key microstructural 

parameters to creep. Although counting average ‟ size and volume fraction are 
usually straightforward, inter-particle spacing appears to be more complicated 
since it depends on both particle size distribution and spatial distribution. 
Historically, counting inter-particle spacing has been made with some simplistic 
assumptions in order to obtain an analytical functional form with respect to 
particle size. For example, in the square-lattice model15, such a form is derived 
by assuming that all the particles have identical size    and are arranged 

regularly in a square array. With these assumptions the inter-particle spacing,   , 

can be found linearly related to the particle size: 
 

        (√      )  (4.3) 

 
which has been used in the recent creep model by Dyson16.  
 

The actual ‟ microstructures in Alloy 282 typically have a range of particle size 
variation and somewhat random spatial arrangement. Secondly, the same 

average ‟ size or average inter-particle spacing can be associated with different 
distributions of each. With the now simulated 3D microstructures we can directly 
extract cross sections along dislocation slip plane, then test and derive more 
reliably the microstructural parameter relationship.  
 

4.2.1. Average inter-particle spacing in realistic ’ microstructures 
 
To test the first point, we used Delaunay triangulation17,18 to construct inter-

particle spacing for given ‟ microstructures. Among different triangulation 
schemes, the Delaunay method tends to maximize the minimal angles of all the 
triangles in the mesh, so that gives a fair assessment of neighboring particle 
relations in the microstructure (Figure 41). The analysis can provide both center-
to-center distance and inter-particle channel width after subtracting the portion of 
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line segment inside particles, depending on the needs for studying either particle 
shearing or Orowan looping mechanism. 

 
Figure 41: Lines identify inter-particle distance through Delaunay triangulation for two sets of 

microstructures from phase field simulation. 

 
 
The Delaunay triangulation analysis performed on two sets of simulated 
microstructures at 1400˚F and 1650˚F (Figure 41) is converted to a frequency plot 
(i.e., a histogram) with respect to inter-particle spacing in Figure 42. It is found 
that a truncated Gaussian distribution function can be used to fit reasonably well 
the channel width distribution data. The peak of the distribution however is found 
generally smaller than the mean because of the truncation. Moreover, both the 
mean and width of the distributions are seen to increase with aging time. 
 

 
Figure 42: Inter-particle channel width distribution evolution with aging time at (a) 1400˚F and (b) 

1650˚F. 

(a) (b) 
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As the ‟ microstructures being examined here are all selected from a coarsening 

stage where the precipitate volume fraction   remains nearly constant, Equation 
(4.3) simply reduces to a linear relation between inter-particle spacing    and 

mean particle size   . Figure 43(a) shows that such a relation is also followed in 

the more realistic ‟ microstructures where the particles are not distributed in an 
idealized square array nor are their sizes kept identical. A close look (Figure 

43(b)) however suggests that the slopes of the trend from the current analysis are 
higher than that from Equation (4.3), by a factor of 1.2~1.5. This is not surprising 
as the Delaunay triangulation constructs inter-particle spacing along not only the 
„edges‟ but also the diagonal directions. This consequently imposes a factor 

somewhere between 1 and √  in the case of a square lattice. 
 
Additional analyses were performed using computer generated microstructures 
with:  

1. Particles with non-uniform (in Gaussian distribution) size on a square lattice  
2. Uniform particle size but in a random spatial distribution 

All these test results confirmed the linear trend in Figure 43(a). Nevertheless this 
relation might not universally reflect the interaction between precipitates and 
dislocations. For example, depending on stress level, dislocation looping might 
not practically „see‟ those wide inter-particle channels, and likewise dislocation 
climb/glide might not „see‟ the very narrow channels. Such bias effects are likely 
to become more pronounced as wide channels are prevailing in a microstructure 
and when the stress is low. Further examination is given in the next section.  
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Figure 43: Relationship between mean particle size and mean inter-particle spacing in more realistic  

microstructures than square lattice, 8 cases at 1400˚F and 10 cases at 1650˚F: (a) a similar linear 

relation, (b) comparison of the slopes in (a) with Equation (1). Note a stereological multiplication 

factor √    is applied to convert equivalent circular radius to spherical radius    in Equation (4.3). 

 
 

4.2.2. Effective inter-particle spacing in realistic ’ microstructures 
 
One issue with counting inter-particle spacing as an averaged quantity originates 
from the consideration of the physical role of the inter-particle spacing: it provides 
a threshold stress to dislocation motion. A dislocation is not required to overcome 
all inter-particle spacing as long as it can successfully find a series of wide 
spacing to pass through. In other words the dislocation does not need to sample 
the entire inter-particle spacing distribution. This difference can become more 
significant under low stresses, as dislocation movement through precipitates can 
become more percolative rather than homogeneous. In this context, the average 
of the entire inter-particle spacing distribution may not necessarily be the best 
measure of the actual contribution of microstructure to creep.  
 

(a) 

(b) 

1650˚F 

1400˚F 

1650˚F 1400˚F 
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Moreover, a typical precipitate microstructure such as shown in Figure 44 has a 
non-symmetric distribution of inter-particle spacing, and the value at the highest 
frequency does not coincide with the average. Thus one may also ask: between 
the average and the most frequent inter-particle spacing, which is more sensible 
to mechanical (creep) properties? 
 

 
Figure 44: (a) An artificial microstructure of circular particles with both random spatial distribution 

and random size distribution. (b) The corresponding inter-particle spacing and the mean (solid line).  

 
We thus developed an approach to derive an effective inter-particle spacing of a 
realistic (non-uniform) microstructure in three steps: 

1. Simulate percolation of a dislocation through the non-uniform microstructure 
and find an effective threshold stress 

2. Simulate the same process but on a regular array of particles, and establish a 
reference curve of the threshold stress versus inter-particle spacing on the 
regular array 

3. Correlate the non-uniform microstructure in step 1 to the inter-particle spacing 
in step 2 by equating the two threshold stresses 

Figure 45 illustrates Step 1: a dislocation is initially placed at the right side and 
moves to the left under an applied stress. The area passed by the dislocation is 
highlighted in red (Figure 45(c-d)). Depending on the inter-particle spacing that 
the dislocation encounters, the applied stress is initially increased in order to 
keep the dislocation moving. A threshold stress is reached when the sheared 
area shows a rapid jump with a very small increase in the stress. 
 
Figure 46 shows Step 2, in which a microstructure is formed by a regular 
(hexagonal or square) array of precipitates. The inter-particle spacing is readily 
known in both configurations. A same procedure is followed to find the threshold 
stress for the dislocation to percolate through the microstructure. Furthermore, 
inter-particle spacing is varied by keeping particle size constant while increasing 
the particle density (and thus volume fraction). A linear relation is found between 
the threshold stress and the reciprocal of inter-particle spacing (Figure 46(b)). 
 

Figure 47 compares the inter-particle spacing of a given non-uniform 
microstructure such as Figure 44(a) by different counting methods, including  

(a) (b) 

mean 
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1. the averaged value from the actual distribution of inter-particle spacing (Figure 

44(b)) 

2. the value at the maximum frequency of the same distribution 

3. the value derived by Step 1-3 

4. approximate the non-uniform microstructure by a hexagonal array of particle 

of same mean size and volume fraction  

5. same as (4) but in a square array 

Note the particle size and volume fraction are same in (4) and (5) but the inter-
particle spacing is different because of the spatial arrangement. The comparison 
suggests that the effective inter-particle spacing (from (3)) can be best correlated 
to a hexagonal array (from (5)). Additionally, the square-array based counting 
yields a similar value to that at the maximum frequency on the actual distribution 
curve. Lastly, counting the average of the distribution would likely over-estimate 
the effective inter-particle spacing. 
 

 
Figure 45: Simulation of dislocation percolation through a precipitate microstructure. (a) minimum 

stress required to drive dislocation forward (representated by the increase in total sheared area). A 

rapid jump indicates a threshold stress, shown also as a peak in (b) where differentiation is taken. (c-

d) snapshots near the threshold stress (red area designates the area being passed by the dislocation). 

 
 



DOE/NETL Cooperative Agreement 

DE-FE0005859 

54 Final Report 

April 2014 

 

 

 
Figure 46: Simulation of dislocation percolation through a regular array of precipitates. (a) An 

instance of hexagonal array of particles. (b) The critical stress versus reciprocal of inter-particle 

spacing    for the hexagonal array (closed symbols) and the square array (open symbols). 

 

 

 
Figure 47: Comparison of inter-particle spacing from different counting methods on a given non-

uniform microstructure. 

 
 
4.3. Thermodynamic calculation of oxides in Alloy 282 
 
Thermodynamic modeling was utilized to interpret the observed oxide formation 
behaviors at free surface and crack tip (see Section 2.1). ThermoCalc version S19 
was used for the calculations. The equilibrium phase formation at various oxygen 
level (pO2) is compared in Figure 48. The variation of pO2 may be correlated to 

either the change in the environment (in particular, air vs. steam) or the depth of 
the location, from the alloy surface or crack tip, to the interior (base) of the alloy. 
 
Starting from the alloy interior (the lowest pO2) where the phases are predicted 

mainly as  and ' with minor amount of  phase, Al2O3 and TiO2 oxides are the 

first to form at very low pO2 in               . This is accompanied by 

decrease in ' phase as the loss of Al and Ti to oxides destabilizes '. As pO2 

increases, Cr2O3 becomes dominant at up to         , and then a mixture of Cr-
rich spinel (NiCr2O4), Co-rich spinel (Co3O4), and NiO starts to be the major oxide 
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up to the atmospheric pressure. The latter two regimes seem to correlate well to 
the specimens tested in steam and air respectively, since the lower pO2 in steam 
suppresses NiO that forms in the air environment. It can be further verified that 
the predicted pO2 levels for NiO, Cr2O3, and Al2O3 formation in Figure 48 are 
consistent with the Ellingham diagram (Figure 5). 
 

 
Figure 48: Thermodynamic prediction of oxide phases in Alloy 282 at (a) 1400˚F, and (b) 1600˚F. 

 
The calculation results are correlated well with the observed free-surface oxide 
characteristics in Section 2.1. The observed oxide phases NiO, TiO2, Cr2O3 and 
Al2O3 corundum, and Co-rich, Ni-Cr spinel in Alloy 282 were predicted at both 
1400˚F and 1600˚F, among which Cr2O3 was predicted as the dominant oxide 
phase because of high Cr in the alloy composition (Table 1). Consistent with the 
observation of discrete TiO2 and internal oxidation Al2O3, both oxide phases were 
predicted in low amount, mainly toward the low pO2 end. The Al2O3 formation in 

place of ‟ phase explains the sub-surface depletion of ‟ in both 1400˚F and 

1600˚F specimens.  
 
The decrease in pO2 leads to suppression of NiO and NiCrO4 spinel in favor of 
Cr2O3 and Al2O3 corundum phases at both temperatures in Figure 48. This 
qualitatively correlates the observed difference in crack-tip oxide between air and 
steam environment, in particular the formation of Ni-contained oxide at the crack 

tip in 1400˚F air condition. In addition, comparing the difference between (a) and 
(b) in Figure 48 also highlights the effect of temperature on oxidation behavior: the 
higher temperature acts in a comparable way as the lower pO2 does. This seems 
to be consistent with the observation of Cr2O3 and Al2O3 in 1400˚F steam, 
comparable to 1600˚F air, but not the 1400˚F air specimen. 
 

The predicted level of oxygen for the steam-behavior (         ) appears to be 
much lower than the equilibrium level of oxygen (        , see Figure 49) in 1 
atm steam. This may suggest that the atmosphere near the crack tip is much 

(a) (b) 
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different from that at the free surface. Consider that the crack tip is a highly 
confined volume where oxygen content can be notably influenced by gas flow 
and local oxidation reaction, and that in steam, oxygen is mainly supplied by the 

reaction             , a small variation in O2 or H2 concentration due to 
either oxidation or hydrogen accumulation can suppress pO2 orders of magnitude 
(Figure 49). For the latter, it was reported20  that hydrogen released by oxidation 
on 2-9Cr steel could leave up to 70% in the steam with only 30% diffusing 
through the metal wall. Although further characterization may lead to a more 
concrete explanation for oxidation behaviors in steam, the present simulation 
shows a correct trend of oxidation formation in Alloy 282 with respect to the pO2 
variation in air versus steam. 
 

 
Figure 49: Calculated equilibrium O2 partial pressure in 1 atm steam with variation of oxygen 

according to                . 

 
 
4.4. Mesoscale modeling of crack-microstructure-oxidation interactions 
 
To facilitate a mechanistic understanding of crack behaviors under the combined 
effects of microstructure (grain boundaries) and environment (oxidation) in Alloy 
282, we developed a mesoscale model that explicitly incorporated crack growth, 
oxygen diffusion, oxidation (phase transformation), and variations in local 
material properties. The cracks being addressed in this framework are at length 
scales comparable to grain structure, or “microstructurally short”. This approach 
also provides a potential means to bridge the outcomes of the experimental and 
atomistic studies and the continuum level modeling of crack behaviors. 
 
4.4.1. Basic crack model 
 
We adopt the phase field model of Jin, Wang et al 21,22 to treat mesoscale cracks. 
The size of the cracks is comparable with grain size. At this length scale, a crack 
is considered to reside on a crystallographic (cleavage) plane, and its growth 
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direction can be a combination of different cleavage planes. The fundamental 

variable that describes a crack is the crack opening displacement vector,  , as a 
function of spatial coordinate (see Figure 50).   is therefore a phase field defined 
in a 3D space and fully describes the geometry of a crack or a set of cracks. 
Furthermore, its mutual angle with the normal direction of the cleavage plane, n, 
gives rise to crack characteristic, for example a mode I crack or a mixed mode 
crack. Note this relation is not pre-defined, but a result of total energy driven 
phase field dynamic equation, which is in a form of 22 
 
  (   )

  
   

        (   )       (   )       (   )         (   )  

  (   )
 (4.4) 

 
The right-hand side of Equation (4.4) is a variational derivative of the total free 
energy of the system with respect to the crack configuration (through h). It is 
essentially an analogous to a force term that drives proportionally the time 
evolution of a crack at the left-hand side of the equation. When a crack is at an 
equilibrium state, the right-hand side of Equation (4.4) becomes zero.  
 

 
Figure 50: Phase field description of a crack. 

 
For cracks, the total free energy was proposed 21 as a sum of four contributions, 

namely the cohesive energy     , elastic energy    , gradient energy    , and 

applied work      . In the current approach the cohesive energy is linked to ab 
initio calculations (see Section 3.3). The elastic energy is formulated with the 
phase-field microelasticity theory of inhomogeneous body (i.e., elastic modulus 
varies in the space) 21, and can be extended to treat both crack and 
polycrystalline material in the same framework. Finally, the applied work term can 
treat different loading conditions, including strain or stress controlled, and can be 
extended to static or cyclic loading. 
 
The phase field method adopts a cohesive zone type model 23,24 for crack. The 
crack behavior is controlled by not only the local stresses from elasticity, but also 
a counter-balancing cohesive force (or cohesive energy). The construction of the 

cohesive energy,    , reflects an atomistic nature of crystalline solids that acts 
against separation of atomic (crack) planes due to crack opening. In a simplistic 
way, as illustrated in Figure 51(a), the cohesive energy consists of a harmonic 
portion that represents a linear elastic behavior of the material at small 
displacement, and an inelastic portion at large separation displacement. Such a 
model gives rise to an (idealized) transition zone ahead of crack tip, in which a 
progressive decay of material strength is described. 
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Figure 51: Atomic resistance to separation of crack planes: (a) cohesive energy, (b) cohesive force.  

 
Following the model of Wang et al 22, we chose the aforementioned simplistic 
form of the cohesive energy. The coefficients were determined from Young‟s 

modulus         , Poisson‟s ratio      , lattice parameter     , and 

surface energy        , which are typical values for nickel. For a mode-I crack 

the corresponding critical separation distance is     √         . Note these 

values can be tailored to better represent Alloy 282. 
 
 
4.4.2. Basic model verifications 
 
Equilibrium crack profiles 
 
Figure 52 shows the opening profile of a mode-I crack in equilibrium with a tensile 

stress,      . The geometry corresponds to a plain strain condition. The crack 
opening profile exhibits a continuous transition at the crack tip, as shown in the 
enlarged inset on the right. In contrast, this transition zone at crack tip is absent 
in the traditional linear elasticity solution. For comparison, Figure 52 also includes 
the linear elasticity solution from a numerical calculation using the phase field 
inhomogeneous microelasticity theory 21 and an analytical solution based on 
dislocation pile-up model 25. These calculations are similar to those in Ref 22 and 
were performed for verification purpose. 
 

(a) (b) 
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Figure 52: Crack opening profile of a mode I crack (length   ) under tension load. Comparison of 

cohesive zone (phase field), linear elasticity , and analytical solution of dislocation pile-up 
25

. The 

comparison of the former two at crack tip is shown in the inset. The crack opening displacement is 

normalized by     (   )        (see also Ref 
22

). 

 
Validation of stress distributions at a crack 
 
We have compared the stress fields of a stationary model-I crack between the 
numerical solutions from phase field simulation and the analytical solution (Figure 

53). The size of the system was made relatively large (25c, where c is the half 
length of the crack) so that the stress distributions in the vicinity of the crack were 
not affected by the boundary condition used in the calculations. Two types of 
linear elasticity formulations in the phase field calculation were examined. The 
first is from the inhomogeneous microelasticity theory22, where the volume 
occupied by a crack is treated with zero elastic modulus. The total strain energy 
was minimized via variation of an effective strain field, leading to a zero stress 
state inside the crack and appropriate stress distributions at the crack surface. 
The second formula is used in simulations of crack growth, where crack opening 
displacement fields are employed and the total energy consisting of strain energy 
and cohesive energy together determine the equilibrium stress distributions. 
Similar to other cohesive zone models, the second formula leads to a short 
continuous transition of crack-tip opening (a cohesive zone), instead of an 
infinitely sharp crack tip in the first formula. In Figure 54 the stress field 

components,    ,    ,     are displayed in the OXY quadrant (see Figure 53). 

Both numerical solutions are found to agree well with the analytical solution. 

Small wiggling of the contour lines at the crack plane (   ) corresponds to 
numerical fluctuations near zero stress. Note here the analytical solution actually 
represents a sharp crack tip. The inhomogeneous elasticity formula gives almost 
identical contour lines as the analytical solution, while the cohesive zone model 
solution shows a slight angular difference. It is considered primarily due to the 
difference of the crack opening profiles between the two approaches as shown in 
Figure 52. However the     and     profiles at the crack plane are seen to be very 

close among all the three solutions (Figure 55). 
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Figure 53: A schematic of a mode-I crack of length 2c. 

 

 
Figure 54: Comparison of stress distributions between analytical solution (thick contours) and 

numerical solutions (thin contours) from: (a-c) inhomogeneous elasticity and (d-f) phase field 

cohesive zone model. The area of the plot corresponds to the hatched region in Figure 53. The 

stresses are normalized by the applied stress. 

 

 
Figure 55: Comparison of stress profiles at the crack plane (along OX direction in Figure 53). The 

stresses are normalized by the applied stress. The shear stress     is zero and is not plotted here. 
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Figure 56 shows a mode-I surface crack under a static tensile load in “1” direction 

and the stress components    ,    , and     on the cross section plane. The 

color contours show the typical shape of stress distribution. Line profiles of     
and     on the crack plane are plotted across the crack tip. It is noticed that the 
    profile indicates a compressive component (in negative value) on the crack 
plane. 
 

 
Figure 56: A mode-I crack (denoted by a dashed line) perpendicularly intersects a free surface, and 

the profiles of stress component,     and    , on crack plane. The applied stress is 7GPa, in “1” 

direction. 

 
Validation of failure stress 
 
The failure stress is associated with the maximum point (an unstable equilibrium) 
on the total energy curve of a crack at a given length. From a thermodynamic 
point of view, the crack should spontaneously grow once the applied stress 
exceeds the failure stress. The failure stress is thus a basic quantity that 
characterizes crack growth criteria under various stress state. The analytical 
model for the failure stress for a mode-I crack can be written as  
 

   √        (4.5) 

 

with   the surface energy,      (    ) under plane strain condition,   the 

Young‟s modulus, and   the Poisson‟s ratio. 
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Figure 57 shows a good agreement of the predicted failure stresses by the phase 
field crack model with the analytical solution (4.5). Each data point in Figure 57(b) 
was determined from multiple calculations, in which the applied stress was 
incrementally reduced until the equilibrium stress was found. 
 

 
Figure 57: Failure stress of mode-I crack with crack length 2c. The analytical solution is shown by 

the green curve in (b). The horizontal axis is normalized by interatomic spacing d.  (          
            ).         are respectively the surface energy, mechanical energy, and total 

energy of the crack. 

 
 
Crack evolution 
 
Just as in a cohesive zone model, in the phase field framework a crack will 
automatically grow when the applied stress exceeds the failure stress, which is 
dependent on crack size. The progress is driven by the variational derivative of 
the total energy of the system with respect to the crack configuration  (   ) 
(Equation (4.4)). The phase field total free energy allows incorporation of more 
complex microstructural features such as grain boundaries and oxides at a later 
stage. Figure 58 shows growth of a crack from an initial length of 20nm, under a 
constant tensile stress 4.5GPa. It is obviously seen that the growth is accelerated 

since the critical (failure) stress decreases with crack length as      √ , i.e., a 

longer crack would require a smaller stress to drive it forward. A close look at the 
crack opening profiles at consecutive times (Figure 58(b)) indicates an initial stage 
(up to the reduced time 400 in Figure 58(a)) where the crack planes open up 
under the external load but the crack length does not increase with time. During 
this stage it can be shown by elasticity calculation that the local stress at the 
crack tip continuously increases. Once the stress exceeds a critical level, the 
cohesive force from atomic bonding can no longer withstand, and crack 
lengthening will begin. In this subsequent stage the crack opening profiles evolve 
in a self-similar manner, during which the shape of the profiles follows closely the 

contour of     distribution.  
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Figure 58: Growth of a mode-I crack under a constant applied stress 4.5GPa: (a) crack length vs. 

time, (b) snapshots of the crack opening profile at a constant time interval. 

 
 
At a given size, a crack in the phase field model can either grow or shrink, 
depending on the applied stress. Figure 59(a) compares the crack growth with the 
applied stress varied from 3 to 6GPa. The crack appears to remain stable at 
4GPa, and grows increasingly fast at higher stresses. In each case the crack 
length versus time curve is shown in a parabolic shape. Under the lowest stress 
3GPa, on the other hand, the crack continuously shrinks to zero length. This 
healing process is driven by the cohesive force. Such a situation can occur to 
brittle cracks when the fresh crack surface is not contaminated or damaged by 
plastic deformation 26,27, for example inside mineral crystals. Figure 59(b) 
compares the crack growth rate (d(2c)/dt) at different stresses. Since the crack 
growth rate varies with crack length, we compare its value at a fixed crack length 
(60nm) for all cases. The plot indicates a linear regime at relatively low stresses 
(below 5GPa) and then a nonlinear regime where the crack growth rate relatively 
slows down.  
 

 
Figure 59: Crack growth under different applied stress: (a) crack length, (b) crack growth rate 

measured at a fixed crack length 60nm. 

 

 

(a) (b) 

(a) (b) 
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4.4.3. Incorporate grain microstructure 
 
The fatigue crack growth studies in Task 2 observed that failure in Alloy 282 
switched from trans-granular to inter-granular cracking under an increased 
environmental effect, which was also found in other polycrystal Ni-base 
superalloys. This suggests a shift of the weak pathway for crack propagation 
between the bulk material and the grain boundaries. Generally speaking, grain 
boundaries are known to play an important role for environmental effects since 
they are usually the locations with enhanced oxygen diffusion and oxidation 
attacks, thus more significantly changing the local chemical and mechanical 
properties of the material. On the other hand, microstructurally short cracks are 
often seen to change propagation directions under the influence of local 
crystallographic orientation in the microstructure. Obviously, a model for 
addressing such environmental effects in polycrystalline alloys needs to take 
grain boundaries and orientations into appropriate account. 
 
Extension of the phase field crack model to a polycrystalline system can be 
achieved by introducing a spatial-coordinate dependent rotation matrix22,    ( ), 

which characterizes the rotation of the grains in a given microstructure. With the 
rotation matrix the description of cleavage plane can be generalized to  
 

  (   )     ( )  
 ( ) (4.6) 

 

where the vector   ( ) designates the  th cleavage plane defined in a local 
crystallographic coordinate attached to a grain at  , while    ( ) transforms it to 

the global coordinate system (attached to the macroscopic body) and accounts 
for the rotation of the grain. 
 
Although the rotation operation does not change the material‟s intrinsic (local) 
energies including the cohesive energy and the gradient energy, the rotation 
applied to the misfit strain (through  (   )) 
 

   
 ( )  ∑   (   )  (   )  (4.7) 

 
in the elastic energy term does play a role in the long-range elastic interactions 
between crack and material and among cracks. Here the vector  (   ) is the 
crack opening displacement field that fully describes the crack geometry and 
spatial distribution in the polycrystal.  
 
Figure 60 shows a simulation of crack propagation in a bi-crystal with the grain on 
the right side being rotated by 30˚ counter-clockwise. Since crack propagation in 
the phase field model always tends to follow crystallographic (cleavage) planes, 
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the rotation of the grain results in a change of the crack direction, with the same 
30˚ rotation, after the crack passes the grain boundary in the middle. 
 

 
Figure 60: Crack deflection in a bi-crystal. The grain on the right is rotated by 30˚ counter-clockwise. 

The dashed line indicates the grain boundary.  

 

To allow more realistic microstructures to be treated in the model, a two-
dimensional grain structure was simulated with a phase field model. 40 grains 
(initial crystal seeds) with random orientations and initial locations were allowed 
to grow to occupy the entire area and further relaxed to develop grain boundaries 
with moderate curvatures (Figure 61). 
 

 
Figure 61: Simulated grain structure. 

 
The simulated grain structure was then imported in crack simulations. In the 
particular simulation shown in Figure 62, a mode-I crack was initially placed in the 
center grain. A constant tensile force was applied in the vertical direction, which 
drove extension of the crack in both horizontal directions. After a momentary halt 
at the grain boundaries, the crack continued to propagate into neighboring 
grains, and simultaneously changed the direction due to the change in the grain 
orientation. Since in this case the applied force was fixed to a constant 
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magnitude, during crack extension the effective load was shifted to the two sides 
of the material (as indicated by the color contrast in the figures) and the local 
stress continuously increased because of the reduced load bearing cross 
section. This as a result accelerated the crack propagation during the later stage. 
 

 
Figure 62: simulation of crack propagation in a polycrystal under a tensile load. 

 

 
4.4.3. Incorporate plasticity 
 
Plasticity is incorporated in the model to account for crack-tip yield in ductile 
materials. We adopt the von Mises yield criterion: 
 

   *
(       )  (       )  (       )   (   

     
     

 )

 
+

 

 
  (4.8) 

 
where     are the stress components. The yield occurs when the local von Mises 

effective stress    exceeds the yield strength of the material. Subsequently a 

spatial distribution of plastic strain,    
 

, is developed according to the local 

deviatoric component of the stress    ( ): 
28  

 

(a) (b) 

(c) (d) 

(e) (f) 
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   ] (4.9) 

 
Here for simplicity, the evolution of plastic strain is considered in proportion to the 

deviator stress with a constant factor  . The onset of the plastic strain results in 
a reduction in the local stress, and thus the driving force for further change in the 
former. Equation (4.9) ceases to act when either the deviatoric stress     reduces 

to zero, or the von Mises effective stress    falls below the yield strength. Note 
the plasticity evolution (4.9) applies to the entire space. It however has only 
captured a „perfect plastic‟ behavior of the material. Work hardening behaviors 
could be further incorporated to the model in a straightforward way. 
 
Figure 63 shows the calculated stress profiles across the crack tip (along OX in 
Figure 53) with and without plasticity. With an applied tensile stress 500MPa and 

yield strength 650MPa, the crack tip stress     is seen to reduce about 3 times 

due to plastic yielding. It is noticed that due to other stress components,     and 
   , the normal stress     at crack tip is still noticeable higher than the yield 

strength, while the von Mises effective stress does not exceed it.  
 

 
Figure 63: Calculated crack tip stress with and without plastic yielding. 

 
 

A contour plot of the plastic strain    
 

 in Figure 64 outlines the plastic zone at the 

crack tip. The calculation corresponds to a plane strain condition since the depth 
along Z direction (normal to the display) is infinite due to periodic boundary 
condition. The shape of the plastic zone is seen to extend about 45˚ forward from 
the crack tip. It is seen that the plastic strain near the crack tip can be developed 
well over 30%. 

0

0.5

1

1.5

2

2.5

3

0.5 1 1.5 2

St
re

ss
, G

P
a

Distance from crack center, micron

No plastic yield, σyy
No plastic yield, von Mises
With plastic yield, σyy
With plastic yield, von Mises



DOE/NETL Cooperative Agreement 

DE-FE0005859 

68 Final Report 

April 2014 

 

 

 
Figure 64: Spatial distribution of plastic strain near a mode-I crack under plane strain condition. 

The contour shows the shape and size of the plastic zone. The applied stress and yield strength are 

respectively 500MPa and 650MPa. 

 
 
4.4.4. Incorporate oxygen diffusion and oxidation 
 
Oxidation-crack interaction model 
 
Figure 65 illustrates a minimal configuration of the model under consideration. 
More complex configurations with various grain structures can be treated in the 
phase field model. In this simple configuration, however, all the important 
ingredients are already illustrated. This includes co-existing alloy (metal) and 
oxide phase, diffusion, grain boundary, and crack. The oxygen source is applied 
at the surface of the oxide scale (the right end of Figure 65) where chemical 

potential (or equivalently, the partial pressure, or the activity) of oxygen is 
specified. The crack surface is assumed to maintain a similar oxygen 
environment as the external surface. Therefore the same oxygen condition is 
applied. 
 

-1

-0.5

0

0.5

1

0 0.5 1 1.5 2

y
/c

x/c

5

10

15

20

25

30

(Plastic strain %)



DOE/NETL Cooperative Agreement 

DE-FE0005859 

69 Final Report 

April 2014 

 

 

 
Figure 65: Basic configuration in the phase field model for oxygen-crack interactions. 

 
In the model, oxygen transport in solid is governed by the generalized diffusion 
equation 
 
 

  

   (   )

  
     (   )        (   )  ̃(   )  (4.10) 

 

where    is the concentration (atomic fraction) of oxygen, as a function of spatial 
coordinate   and time  .    is molar volume.   is diffusion flux.  (   ) designates 
chemical mobility of oxygen, which can be related to chemical diffusivity by 

thermodynamic factor. The generalized chemical potential,  ̃, is given as 29  
 

 ̃(   )    *
  

   
      (   )+ (4.11) 

 

with   the gradient coefficient. At a sufficiently high oxygen concentration, 
oxidation occurs via phase transformation. The formation of oxide phase and its 

equilibration with the metal phase is governed by the chemical free energy,  , in 
(4.11). Since we particularly consider grain boundary oxygen segregation in 

additional to the „bulk‟ (intra-grain) property, the chemical free energy   includes 
both contributions, namely,     for grain boundary and    for the bulk. In 

particular we use the form 
 
     (  ) (   )    (  )    (   )  (4.12) 

 
with  (   ) designating the grain boundary, which has a value continuously 
varied from 1 at grain boundary to 0 away from the grain boundary. Equation 
(4.12) essentially is a linear interpolation function that gives a smooth transition 
of the free energy from that at grain boundary to that in the bulk. For simplicity, in 

the subsequent simulation cases,   is pre-determined by the given grain 
structure and does not evolve with time. 
 
The basic interactions between oxygen and crack are treated in two aspects. The 
first is that crack provides shortcut passageway to oxygen transport, so that 
oxygen is delivered right to the crack surface including the neighborhood of crack 
tip. In the model this is done by coupling the oxygen „boundary condition‟ and the 

crack opening displacement field: at any location   where the normal component 
of the crack opening displacement field,   (   ), exceeds the critical crack 
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opening    (see Section 4.4.1), the chemical potential of oxygen is modified to a 
value identical to the external environment. As a result, a propagating crack 
would dynamically change the oxygen environment along its pathway.  
 
The second aspect of the interactions is that the locally evolved oxygen 
concentration changes the local mechanical property of the solid, in particular the 
cohesive strength. In the current model we couple the effective surface energy 
term in the cohesive energy (Figure 51) to both oxygen concentration   (   ) and 

grain boundary field  (   ).  
 
     (  ) (   )    (  )    (   )  (4.13) 

 

where     and    are respectively the effective surface energy at grain boundary 

and in the grain interior. In general as the cohesive strength reduces, the 
resistance to crack propagation is reduced, and the crack growth is accelerated. 
 
Model inputs from ab initio calculation 
 
The ab initio calculations (Section Task 3.3) have established basic inputs to the 
model above. The chemical free energies for Ni-O solution phase and NiO oxide 
phase are re-plotted in Figure 66(a). We used cubic spline to fit a smooth free 
energy curve with the data. For simplicity, we chose to treat the two phases with 

a single double-well shape free energy curve. This is given as    in Equation 
(4.12). The simplification of the single free energy curve can be relaxed when 
ordering kinetics of Ni-O to NiO becomes of interest. In such a case, an 
additional long-range order parameter field would be introduced. The free energy 
at grain boundary,    , is given in Figure 66(b), similarly fitted with a smooth cubic 

spline curve for use in the phase field model. Note here the units of the ab initio 
data (Figure 17) have been converted from eV/atom to J/mol. Also, the data have 
been subtracted by a common tangent line, which is associated with the choice 
of the reference state of Ni and NiO. It can be shown that this subtraction does 
not affect the phase field equation (4.10).  
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Figure 66: Chemical free energies from ab initio calculation for (a) Ni-O (c-Ni) and ordered NiO (c-

NiO), and (b) grain boundary Ni-O (a-NiO). The fitted cubic splines are used in the phase field 

model. 

 

We approximated the weakening effect of oxygen on cohesive strength (or   in 
Equation (4.13)) to be proportional to the oxygen effect on the ideal fracture 
strength of the base metal (Figure 67). In particular, the slope of grain boundary 

    versus oxygen concentration is taken the same as of the a-NiOx curve in 

Figure 67. 
 

 
Figure 67: Ideal fracture strength of Ni with various oxygen concentration from ab initio calculation 

(same as Figure 20). The blue dotted line is a hypothetical modification with increased sensitivity to 

low oxygen concentration. 

 
 

A material parameter left to determination is the chemical mobility of oxygen,  , 
in Equation (4.10). We chose to allow a spatial (microstructure) dependence of 
this parameter in order to treat different diffusion rate of oxygen in metal bulk, 
grain boundary, and through oxide. In the same fashion as for the chemical free 
energy and the effective surface energy, we write the chemical mobility  
 
     (  ) (   )    (  )    (   )  (4.14) 

 

(a) (b) 
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with 
 

   (  )     
  ̃ (   )     

     ̃ (   )    

  (  )    
  ̃ (   )    

     ̃ (   )   (4.15) 
 

where    
 ,    

 ,   
 ,   

  are respectively the mobility of oxygen in metal grain 

boundary, oxide grain boundary, metal lattice, and oxide lattice. The normalized 

oxygen concentration by the equilibrium oxide concentration  ̃    (   )   
  

 is 

used as a weighting factor. Note, however, (4.15) is rather simplistic and can be 
replaced by the diffusivity calculation results in Task 3 (Section 3.5.2). 
 
  
4.4.5. Modeling crack-microstructure-oxidation interactions 
 
First, we considered oxygen transport in base metal and oxide. The values of the 
four mobility terms in Equation (4.15) were chosen in a parametric way, as 
shown in Table 5. In particular, Run 2 reduced the mobility in oxide lattice, and 
Run 3 further reduced the mobility in grain boundary oxide. The mobilities in 
metal were always kept same and the mobility at metal grain boundary was set 
somewhat (2X) higher than in the metal lattice. 
  
Table 5: Three sets of oxygen mobility values used in the simulation. 

 Run 1 Run 2 Run 3 

Metal lattice   
  1 1 1 

Metal GB    
  2 2 2 

Oxide lattice   
  0.1 0.02 0.02 

Oxide GB    
  0.5 0.5 0.04 

 
Figure 68 shows growth of external oxide scale in the configuration illustrated 
earlier in Figure 65. A constant oxygen chemical potential is applied at the right-
hand side of the oxide scale. The scale thickness is measured some distance 
away from the location of grain boundary, as indicated by the red arrows in Figure 

68b. It is apparent from the difference between Run 1 and Run 2 that the growth 

of oxide scale is directly influenced by the mobility in oxide lattice,   
 , since 

oxygen has to diffuse through the bulk oxide scale in order to react with the metal 
element. Between Run 2 and Run 3 it is also seen that the difference in mobility 

in oxide grain boundary,    
 , does not greatly affect the oxide scale growth. This 

is a reasonable behavior as one can notice in this particular configuration the 
grain boundary diffusion contributes only a small portion to the overall oxide 
growth. Finally, the initial growth of oxide scale is seen rather rapid, and only at a 
later stage the curves become more parabolic as in a diffusion-controlled 
kinetics. 
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Figure 68: (a) Simulated oxide scale growth. (b) Snapshots at two different times in Run 3. The 

grayscale contrast corresponds to oxygen concentration. The time unit is 960s, and the length unit is 

   . 

 
The lighter contrast on the middle grain boundary in Figure 68b indicates 
penetration of oxygen along the grain boundary ahead of the growing oxide 
scale. This can be seen more clearly at the earlier stages, shown in Figure 69. 
Note the time scale is several orders of magnitude shorter compared with that of 
the growth of external oxide scale (Figure 70). For comparison, in Figure 69(b) we 
also plot the oxygen concentration profiles (dotted lines) away from grain 

boundary. The narrower diffusion profiles are mainly due to the lower mobility   
  

as compared with    
 . Note these diffusion profiles span in the low oxygen 

concentration range. Therefore the mobility is mainly determined by the metal 
diffusion instead of oxide scale, according to Equation (4.15).  
 

 
Figure 69: Oxygen penetration along grain boundary. The bright vertical band at the right end of (a) 

is the external oxide scale. The corresponding oxygen concentration profiles are plotted in (b). For 

comparison the oxygen profiles in metal lattice (away from grain boundary) are also plotted. The 

time unit is 960s, and the distance (length) unit is    . 

 

(a) (b) 

(a) (b) 
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Figure 70: Oxygen grain boundary penetration depth with time. The two curves correspond to 

different cut off value of oxygen concentration in order to determine the extent of the penetration 

(see also Figure 69(b)). The time unit is 960s, and the length unit is    . 

 
By incorporating oxygen diffusion and oxidation into the phase field crack model, 
we were able to simulate interactions between oxygen and crack propagation. 
Figure 71 summarizes the results from a series of simulations with different 
mobility values (Table 5) and interaction mechanisms. The case (a) in Figure 71 
represents the same situations shown above, i.e., diffusion and oxide growth in 
an absence of crack. The main variation in oxide scale thickness and grain 
boundary oxygen penetration was determined by the different mobility values.  In 
case (b), a crack was introduced and grew under a fixed applied tensile load. 
Oxygen was allowed to quickly distribute at crack surface by applying a constant 
oxygen chemical potential along the growing crack. The effect on the mechanical 
property however had not been introduced, so that the crack growth was not 
influenced by oxygen content. The weakening effects on cohesive strength due 
to oxygen, characterized by Figure 67 and Equation (4.12), were taken into 
account in case (c). In this case, with increased oxygen concentration the 
fracture strength was reduced, thus crack growth was promoted. In particular, as 
the fracture strength along grain boundary was reduced by a factor of 2 (Figure 

67) when oxygen concentration varied from zero to 0.5 (the stoichiometric 
concentration of NiO), the growth rate of the crack was about twice in case (c) as 
compared with case (b) under the same applied load. Comparing the effect of 
oxygen mobilities among Run1-3 suggests that in these cases the oxide scale 

thickness is mainly determined by the mobility in oxide lattice,   
 . This is a 

reasonable result since in the current model we are not treating oxide with a 
polycrystalline structure so that grain boundary diffusion in oxide does not play 
an essential role in oxide scale growth.  
 
On the other hand, we find in case (c) that crack growth under the influence of 
oxygen does not show great variation among different mobility values, even 
though they all show an increase in crack growth. This seems to indicate that the 
acceleration in crack growth does not depend on the oxygen penetration (or grain 
boundary segregation) ahead of the crack tip. In addition, it is neither sensitive to 

(Run3) 
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how fast the oxide scale grows. Rather the acceleration of crack growth seems to 
be the result of oxidation of just a thin layer of material at the crack tip, which is 
then fractured to allow fast delivery of oxygen to the moving crack tip. 
 

 
Figure 71: Snapshots of oxygen concentration distribution in different simulation cases. The upper 

right figure gives notation of each factor considered in the simulation. All the snapshots are taken at 

the same dimensionless time t=8000 (the time unit is 960s). 

 
Such a damage mode appears to favor the SAGBO mechanism than dynamic 
embrittlement discussed in Section 3.1. By examining the ab initio calculation 
results of grain boundary strength in Figure 67, we find that the oxygen weakening 
effect is fairly moderate over the range of oxygen concentration. In addition, the 
free energy of the grain boundary phase (Figure 66(b)) suggests that the grain 
boundary oxygen concentration is typically less than 0.1 in atomic fraction. At this 
level of segregation, the grain boundary strength is only reduced about 10% 
(Figure 67). This is different from the characteristic of dynamic embrittlement 
discussed earlier in Section 3.1, that a very small amount of oxygen would 
weaken the grain boundary strength ahead of crack tip significantly. 
 
While the sensitivity of grain boundary strength to oxygen concentration and 
grain boundary structure would be an important subject to further explore in the 
future, here we give a hypothetical modification to the ab initio results to enhance 
the effect of oxygen. The blue dotted line in Figure 67 considers a rapid decrease 
in grain boundary strength at low oxygen concentrations up to 0.01, in atomic 
fraction, and then saturated at the same level at the highest concentration.  With 
such a construction, crack growth was found to switch to an inter-granular 
cracking mode as shown in Figure 72(a-c). In fact the initial crack (shown by the 
arrow in Figure 72(a)) did not continue to grow, while a second crack (in yellow 
circle) was found to form nearby. The oxygen concentration contour (Figure 72(d)) 
indicates that at this time, oxygen in the surrounding area of the initial crack has 
reached some critical level (XO=0.01) through grain boundary diffusion. In 
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principle the initial crack could continue to grow by switching its direction toward 
grain boundary. However the grain boundaries intersected by the crack were 
oriented in an unfavorable direction with respect to the applied load, which was in 
the vertical direction of the figures.  
 

 
Figure 72: Crack growth under oxygen effect by using the blue dotted line in Figure 67: (a)-(c) 

snapshots at 82, 97, and 124hrs; (d) shows oxygen concentration distribution at the same time of (a). 

 
For comparison, we also simulated the same conditions but used the original 
calculation result (the black dashed line in Figure 67(a)) and, in a third case, 
without the oxygen effect. The results are shown respectively by Figure 73(a) and 
(b). In both cases, we found the crack growth remained mainly trans-granular. 
While the overall growth rates were both slower, the case without oxygen effect 
was the slowest. 
 

 
Figure 73: (a) Crack growth under oxygen effect characterized by the ab initio result, the dashed line 

in Figure 67, and (b) without oxygen effect. Both are snapshots taken at the same time as Figure 

72(c). 

 

(a) 

(c) 

(b) 

(d) 

   𝜇𝑚 

(a) (b) 
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4.5. Summary and discussion 
 
Alloy 282 gamma prime microstructures were quantitatively modeled. 
Precipitation model and phase field model were applied to Alloy 282, calibrated 
to short-term experiment data, and validated by lab aging heat treatment data in 
the range of 1300-1650˚F for up to 8000 hours. Precipitate spatial distributions 
and particle morphologies from phase field modeling were also validated against 
experimental observations. Gamma prime coarsening was then predicted for 
long-duration thermal exposure under A-USC conditions for up to 20 years. The 
simulated microstructures were reduced to inter-particle spacing and gamma 
prime volume fraction, which were provided to the creep modeling in Task 5.  
 
Thermodynamic modeling of oxides in Alloy 282 was used to understand the 
experimental observations of oxidation at both free surface and crack-tip fracture 
surface in Task 2. The oxygen partial pressure, due to either testing environment 
or the location of the oxides in the specimen, and temperature effects on oxide 
phase formation were found in agreement with the experimental observation. In 
particular, lower oxygen partial pressure (such as in steam environment) and 
higher temperature (1600˚F) tended to suppress formation of NiO and Ni-Cr 
spinel phases at crack tip. 
 
Growth of microstructurally short cracks in the polycrystalline alloy was modeled 
with the phase field method. Grain orientation and grain boundaries were 
explicitly treated. Environmental effects due to oxidation and spatial oxygen 
diffusion on crack propagation were incorporated, with inputs from the ab initio 
modeling in Task 3. Simulations of crack growth under the combined oxidation 
and microstructure effects indicated that crack growth rate and pathway (trans-
granular vs inter-granular) could be sensitively dependent on the relative speed 
of crack growth with respect to oxygen diffusion, oxide formation, and on the 
sensitivity of grain boundary strength to oxygen concentration. 
 
The application of phase field framework to crack modeling in Task 4 has 
demonstrated a potentially powerful way to incorporate microstructural and 
environmental interaction factors, which are not typically treated in conventional 
finite element methods. It can become particularly beneficial when dynamic 
evolution of microstructure and/or environmental (e.g., oxidation) effects are 
playing substantial roles. The latter is obvious in the context of the discussion of 
SAGBO vs. DE cracking mode in Section Task 3. Ultimately the crack evolution 
under various aforementioned factors, through phase field simulations, can 
provide inputs to finite element modeling in a way comparable to what 
experimental testing does, i.e., a continuous crack growth rate as loading 
conditions, microstructures, and environmental effects are varied. It should be 
noted that providing this type of input is also non-trivial for experimental testing, 
which requires advanced crack detection techniques with fine time-resolution or 
in-situ capabilities. At present, however, a direct link of phase field crack 
modeling to finite element and crack-tip plasticity based modeling (in Task 6) 
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appears to be difficult. There are two main challenges learned from the current 
study. First, an adequate constitutive material behavior model for the phase field 
crack model is lacking. Second, the loading and boundary conditions are rather 
simplistic, which include only constant force or constant strain rate. These factors 
have restricted the outcome of phase field crack modeling to only a qualitative, 
mechanism focused study in the present program. However, future work can 
employ a similar approach as in the finite element methods (see Section 6.2) to 
establish a constitutive material model in the phase field framework. In the 
meantime, implementation of adaptive numerical methods appears to be 
important for overcoming both time and length scale limit, which in turn would 
allow the phase field crack model to employ the realistic loading and boundary 
conditions. 
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Task 5: Microstructure and damage-based creep prediction 
 

The goal of this task is to understand the controlling mechanisms of creep 
deformation in Alloy 282 under A-USC steam turbine operation conditions, to 
develop a model capable of capturing the experimentally observed creep 
behaviors, and to predict the long time creep performance of the alloy. 
 

 

5.1. Historical creep study on Alloy 282 
 
A series of creep study were performed in the past with peak-aged Alloy 282. 
The alloy was processed with solution annealing (2050-2100˚F followed by air 

cool) and additional 8 hours aging at 1450˚F. The additional aging step resulted 
in coarser precipitate size (20-50nm), compared with 5-15nm in the “as 
produced”, solution annealed microstructure. These creep tests were performed 
at various stresses between 15Ksi and 45Ksi and temperatures between 1375˚F 

and 1450˚F. The minimum requirement for a steam turbine rotor alloy in an A-
USC coal-firing power plant includes yet a lower stress at about 5Ksi at 1400˚F. 
 
The creep curves at 1400˚F are presented in Figure 74. The raw experimental 
data has been numerically smoothed for better display. These curves exhibit 
three typical regimes: a primary creep regime with a rapid increase in strain; a 
secondary creep regime with a slower, sometimes steady-state, increase in 
creep strain; and a tertiary creep regime where the strain increases again rapidly 
until rupture. The span of each regime varies under test conditions.  At high 
stresses (>35Ksi), the secondary regime is very transient. Typically, the creep 
strain rate curve shows a convex shape, with a minimum value commonly 
referred to as the “minimum creep rate”. The creep tests under high stress were 
performed up to rupture. At intermediate stresses (20 - 35Ksi), the creep curves 
show a wider secondary regime with a constant strain rate (the “steady-state 
strain rate”). Some of these tests (i.e. 27.5Ksi, 32.5Ksi) were interrupted before 
rupture for characterization of deformation microstructures. At low stresses (15 - 
20Ksi), the creep curves show a much extended steady state. Note that even 
after more than 10,000 hours the secondary creep was still present without any 
indication of tertiary regime initiation. These tests were interrupted before rupture 
since they would take too long time to failure (estimated over 40,000hrs).  
 
The goal of the current study is to understand the creep behaviors of Alloy 282, 
to develop a creep model able to capture the experimental observations, and to 
predict the longer time behaviors. The model development requires first a 
sufficient understanding of the possible deformation mechanisms, which are 
known to be closely related to the microstructural features of the alloy.  
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Figure 74: Creep curves of peak-aged Alloy 282 at 1400˚F. Note secondary creep and clear steady-

state at stresses of 15, 17.5, 20Ksi, and pronounced tertiary creep at stresses above 35Ksi. 

 
 
5.2. Observations of creep deformation mechanisms in Alloy 282 
 
It has been generally accepted that the inelastic deformation in FCC metals is 
generated by fast traveling of dislocations through the crystalline structure at a 
stress above yield point. However, when dislocations glide, they may encounter a 
series of obstacles that slow down their motion. The time spent on the attempts 
for overcoming these obstacles may be significantly higher than the traveling 
time, and thus dictate the deformation rate observed at a macroscopic scale. 
Often, we assume that the traveling time is negligible compared with the time at 
the obstacles. In a homogeneous microstructure, the obstacles can be stationary 
dislocations (or “forest dislocations” that do not experience enough driving force 

to move). In precipitate-strengthened alloys such as Alloy 282, coherent ‟ 
precipitates act as major pinning obstacles. Dislocations may bypass the 
precipitates by either cross slip and climb 16,30,31, bowing around the precipitates 
(Orowan looping), or cutting through the precipitates 32. Figure 75 summarizes the 
historical observations of one or two dominant mechanisms in Alloy 282 in the 
stress regime of current interest: 

1. At low stresses (15-20Ksi), moderate strains (0.1-0.3%), and low strain rates 
(10-7/s), Orowan looping and stress-assisted dislocation climb were frequently 
observed  
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2. At high stresses (30-40Ksi), the strain increased rapidly with a strain rate as 

high as 10-2 -10-3/s. Precipitate shearing was typically observed at high strain 

levels (18-25%). 

3. At intermediate stresses (20-30Ksi), both dislocations climb and precipitate 

shearing mechanisms were observed.  The upper right corner of Figure 75 

shows images of the two mechanisms identified at 23% creep strain, 27.5Ksi 

and 1450˚F.   

 
Figure 75: Deformation modes observed in Alloy 282 creep specimens. Courtesy of Mallik Karadge. 

 
 
The above observations capture dislocation creep mechanisms in Alloy 282 over 
a range of stress above 15Ksi and creep strain above 0.1%. However, consider 
the lower 5Ksi stress requirement for AUSC turbine rotor materials, diffusion 
creep may also play an important role 33. In order to infer whether a mechanism 
transition occurs, the macroscopic data are plotted in terms of Log (minimum 
strain rate) versus Log (stress) in Figure 76, at three temperature levels: 1400˚F, 

1425˚F, 1450˚F. At each temperature the data seem to follow a bilinear trend. 
The change in the slope may suggest a shift of creep mechanism between 
dislocation creep and diffusion creep.  
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Figure 76: Minimum strain rate vs. stress from Alloy 282 creep data. Symbols are experimental data. 

Lines highlight the bilinear trend. 

 
 
5.3. Creep model formulation 
 
In order to capture both diffusion and dislocation mechanisms in a unified creep 

model we consider the total creep strain,       , as a superposition of dislocation 

component,        , and diffusion component,            : 
 

                           (5.1) 
 
5.3.1. Dislocation component 
 
For dislocation gliding and climb-bypassing precipitates, Dyson et al16,30,31

 

proposed a hyperbolic sine dependence of the strain rate,  ̇      , on the net 
stress required to advance a dislocation: 
 

 ̇           (   ) (√
 

  
  )     ( 

          

   
   )   (          )  (5.2) 

where H is the Heaviside function  ( )  ,
           
           

 

 

Where   and   are constant parameters,   is the density of dislocations,   is the 
volume fraction of precipitates,   is Taylor factor,   is Boltzmann constant,   is 
the absolute temperature,   is the Burgers vector, and   is the average spacing 
between precipitates. Since each gliding dislocation encounters a series of 
obstacles, the net stress that drives the dislocation motion is taken as the local 
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effective stress,      , subtracted by a penalty due to the interaction with other 

dislocations (forest dislocation strengthening term),   ,  and a penalty due to the 
interaction with precipitates (back stress),   . The effective stress,      , is further 

discussed in Section 5.3.3. 
 
Using the Taylor law, the dislocation strengthening term is proportional to the 

square root of dislocation density   34: 
 

         ( ) √   (5.3) 

 
where    ( )  (   ) is the shear modulus, and   the Poisson‟s ratio. 
  
We consider that dislocation creep proceeds via either climb-bypass or shearing 
precipitates. For shearing precipitates with weakly coupled dislocation pairs, the 
back stress can be calculated as 32: 
  

       
    

  
[(

        

    )
   

  ] (5.4) 

 

Where      is the anti-phase boundary energy,   is the average size of 
precipitates. The hypothesis of the weakly coupled dislocations is made on the 
consideration that the space between the precipitates is large compared with 
their radius (about three times larger in Alloy 282). For strongly coupled 
dislocations        is expected to be slightly higher 32. The back stress for 
dislocation climb-bypass, on the other hand, is calculated as16: 
 

       
  

    
    [      ( 

    

 (   )
 

       

    
)] (5.5) 

 
Where      is the effective stress, as described earlier and   is the elastic 

modulus.  
 
The observations in Figure 75 indicate that the climb-bypass mechanism occurs 
at intermediate stress levels (20-40Ksi), and that the shear mechanism is active 
at higher stresses (> 40Ksi) or at high strains. For simplicity, we consider the 
creep deformation is driven predominantly by the weaker mechanism, either 
shearing or climb-bypass at a given time, although there could be a transitional 
regime where both are active. The back stress is thus taken as: 
 
       (             ) (5.6) 
 
A few historical TEM measurements provide an estimate of dislocation density in 

Alloy 282:           at 0.2% creep strain under 27.5Ksi stress,             
at 0.2% strain and 32.5Ksi, and             at 4% strain and 32.5Ksi. Figure 77 
shows TEM images of dislocation structures in Alloy 282 creep samples at 0.2% 
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and 4% strain. We consider that the dislocation density has a linear dependence 
on creep strain before a constant saturation value is reached at a certain critical 

strain,      . A linear dependence of       on stress is fit to the above TEM data.  
 

  {
     

              (          )

            (          )
 (5.7) 

 

with                      . 

 

 
Figure 77: Dislocation structures at 1400˚F at (a) 0.2% and (b) 4% creep strain. Courtesy of Mallik 

Karadge. 

 
Equations (5.1)-(5.5) contain two parameters that require special attention: 
precipitate size and inter-space. The phase field simulations (see Sections 4.1.3 

and 4.1.4) showed that considerable coarsening of ‟ precipitates could occur 
during long-term exposure to temperatures between 1300˚F and 1500˚F (Figure 

33). Because creep also implies a long time exposure to a given temperature, an 
accurate evolution of the precipitate size needed to be incorporated. This was 

accomplished by using directly the validated phase field results for the ‟ size 
evolution with time in the creep model. In addition, the linear relationship 

between the inter-particle spacing,  , and the average precipitate size (see 
Section 4.2) was utilized  
 
 
5.3.2. Diffusion component 
 

According to Cocks and Ashby35,36 the diffusion creep strain rate  ̇          can be 

contributed by multiple sources: lattice diffusion  ̇            , grain boundary 

diffusion  ̇             , surface diffusion at the grain boundary cavities 

 ̇                   , and grain boundary diffusion near cavities  ̇                    : 

(a) (b) 
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 ̇           ̇              ̇               ̇                      ̇                    (5.8) 

 
The grain boundary and lattice diffusion components, which do not contribute to 
the cavity growth, can be written as: 
 

 ̇                 (
 

 
)
 

        (        )  (5.9) 

 ̇                       (        ) (5.10) 

 

where   
   

    

  

  . 

 

Considering the self-diffusivity of Ni:               ( 
         

  
)     for 

bulk diffusion and                  ( 
         

  
)     for grain boundary 

diffusion, reported by Divinski et. al37, and the ratio        ,        , we 

estimated the coefficient           . 
 
As discussed by Cocks and Ashby36, the growth of cavities through diffusion is 
associated also with the change in the overall strain rate. The strain rate 
contribution due to cavities boundary diffusion is expressed in terms of the 
applied stress         , grain size d, and a damage variable                

accounting for the cavities change due to diffusion into the neighboring grains: 
 

 ̇                      
 

 

        

   (                )
 (5.11) 

 
The strain rate contribution due to cavities surface diffusion is also expressed in 
terms of the applied stress and a damage variable                associated with 

cavities change due to diffusion at the cavities surface: 
 

 ̇                      
√                     

 

(               ) 
 (5.12) 

 
The evolution laws for                and               are described in Section 

5.3.3. 
 

In equations (5.11) and (5.12) the parameter   is a fitting constant and   is a 
scaling parameter that depends on the grain size d, surface energy of the 

material  , surface diffusion coefficient        boundary diffusion coefficient     , 
and the average distance between two neighboring voids l: 
 

  
    

    

 

√ 

  

  
  (5.13) 

 



DOE/NETL Cooperative Agreement 

DE-FE0005859 

86 Final Report 

April 2014 

 

 

Based on the reported diffusivities values for various materials37 we 

consider      on the same order of magnitude as        Also a value of 2J/m2 for 
the surface energy  and the earlier considered ratio        ,         lead to 

an estimated value           . 
 
5.3.3. Damage variable evolution and effective stress 
 
Although the master equation (5.2) is able to describe a nonlinear increase of 
creep strain toward later times, tertiary creep and especially the associated grain 
boundary cavity growth are not well accounted for. The nucleation and growth of 
these voids at grain boundaries are related to a macroscopic change of the 

effective cross-sectional area of the creep sample,  .  
 

Denoting by    the initial cross-sectional area and by   the factor related to its 
change:          (i.e., the area fraction of the cavities), the effective stress 
in the gage area of a creep specimen can be written as: 
 

     
        

(    )
(        ) (5.14) 

 
Following 33,35,36 we assume that the cavities can grow though deformation of the 
neighboring grains         or diffusion into the neighboring grains        

 
                  (5.15) 

 
We make the simplifying assumption that the area of each cavity formed during 
deformation can be linearly decomposed into an area formed due to plasticity of 
the neighboring grain and an area formed due to diffusion (along the cavity 

surface or grain boundaries). Thus, the total cavities area fraction   has a 
diffusional component       and a plastic component        . The cavities are 

considered spherically and uniformly distributed at the grain boundaries. 
Schematics of possible cavity shapes formed due to various mechanisms were 
included in Figure 78. 

 
Figure 78: Cavity changes due to grain deformations and diffusion. 
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According to33, the combined effects of diffusion and deformation become 
relevant at temperatures above half melting temperature (>1200˚F) and at stress 
levels beyond 10-3G (i.e. 7-9Ksi at 1400 -1450˚F) for Alloy 282.  
 
A simple linear dependence on strain is used for the dislocation component 38,39: 
 

 ̇         ̇        (5.16) 
 
The diffusion damage variable couples the boundary diffusion component 
               and cavity surface diffusion component               : 

 
                                   (5.17) 

 
As proposed by Cocks and Ashby36 the boundary diffusion damage variable 
evolves as: 
 

 ̇              
 

 

        (        )

√                 (                )
 (5.18) 

 
while the surface diffusion damage variable evolves as: 
 

 ̇             
  

 

 

 

√             [        (        )]
 

(               ) 
  (5.19) 

 
Equations (5.1)-(5.19) constitute the proposed creep model formulation for 
capturing the main creep mechanisms of diffusion, dislocation climb-bypass, and 
to some extend particle shearing. These equations contain 5 parameters that 
have been fit to the Alloy 282 creep data at 15, 27.5, and 32.5Ksi, at 1400˚F and 
1450˚F. The model parameters in Equations (5.1)-(5.19), determined by 
microstructural characterization, thermodynamic calculations, phase field 
simulations, and parameter fitting, are summarized in Table 6.  
 
Table 6: A summary of the parameters in the creep model 

Parameter name Symbol Value Source 

Activation volume               
Thermodynamic 

calculations 

Burgers vector b 2.54Å Ni lattice parameter 

Taylor Factor  M 3.07 Typical for FCC metal  

Average grain size d       Characterization 

Void diameter/grain 
diameter ratio 

    0.1 Estimated 

Lattice diffusion 
parameter  

         
Calculated from 

  
   

    

  

  . 

Self-diffusion 
coefficient of Ni 

              ( 
   

  

  

   
)       Ref.37 
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Bulk diffusion 
parameter 

     
            ( 

   

  

  

   
) 

      
Ref.37 

Surface Energy   2 J/m2 Estimated 

Anti-phase boundary 
energy 

     0.15 J/m2 Estimated 

Boundary diffusion 
parameter  

           
Calculated from 

  
    

    

 

√ 

  

  
 

Precipitates volume 
fraction  

f 

a=(T-1033.2)/21.96 
f=0.0035714a2 - 0.011068a 

+ 0.18774 
T - temperature in K 

Thermodynamic 
calculation 

Precipitate mean 
radius 

r 
Precipitation model 

predictions 
Precipitation model 

predictions 

Inter-precipitates 
spacing 

   ~3r Phase field simulation 

Elastic Modulus E 
26.859T2 - 57404T + 
3.0796e+07 [MPa] 
T temeperature [K] 

Tensile test data 

Poisson‟s ratio  0.3 Estimated 

Initial and saturation 
dislocation densities 

             
Microstructure 
observations 

Creep strain rate 
coefficient 

A 8.8E-14 1/s Fitted 

Dislocation density 
parameter 

B 1e-5 Fitted 

Creep strain rate 
parameter 

C 0.25 Fitted 

Damage evolution 
parameter 

D 0.02 Fitted 

Creep diffusion 
parameter 

ξ                 Fitted 

 
 
5.4. Model predictions and sensitivity to microstructure 
 
5.4.1. Alloy 282 creep predictions and evaluation 
 
The model predictions are presented in Figure 79-Figure 82. Both creep strain and 
strain rate are compared with experimental data. Visually we can observe a good 
agreement. To further quantify the agreement of the model, we use the following 
Z – parameter 40,41:  
 

          [   (          )    (       )] (5.20) 
 

which accounts for the standard deviation of the difference between the predicted 
strain and the experimental strain in logarithmic scale. In such a test, a model is 
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considered ideal if Z is smaller than 2, acceptable if Z is between 2 and 4, and 
unacceptable if Z is higher than 4. Table 7 summarizes the calculated Z values for 

data points from 1400˚F (second column), 1425˚F (third column), 1450˚F (forth 
column) or combined (last column). The values were calculated at several strain 
levels. The Z-parameter takes small values (<2) for strains between 0.3 and 1%, 
and slightly higher values (but still less than 3) for the rest of creep strains. 
 
Table 7: Error estimation (Z values) for the creep model at given creep strain. 

Creep strain Z 1400oF Z 1425oF Z 1450oF Z cumulated 

0.1% 2.27 1.60 1.20 2.23 

0.3% 2.05 1.56 1.01 1.86 

0.5% 1.77 1.62 1.02 1.77 

0.7% 1.58 1.58 1.03 1.79 

1% 1.47 1.57 1.07 1.91 

1.5% 1.75 1.53 1.00 2.15 

3% 1.88 1.51 1.01 2.32 
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Figure 79: Alloy 282 creep experimental data (symbols) and model prediction (curves) at 1375˚F: (a) 

creep strain, (b) creep strain rate. 

  
 

(a) 

(b) 
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Figure 80: Alloy 282 creep experimental data (symbols) and model prediction (curves) at 1400˚F: (a) 

creep strain, (b) creep strain rate. 

 
 

(a) 

(b) 
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Figure 81: Alloy 282 creep experimental data (symbols) and model prediction (curves) at 1425˚F: (a) 

creep strain, (b) creep strain rate. 

 
 

(a) 

(b) 
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Figure 82: Alloy 282 creep experimental data (symbols) and model prediction (curves) at 1450˚F: (a) 

creep strain, (b) creep strain rate. 

 
 
 
 
 
 

(a) 

(b) 
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A comparison is made in Figure 83 between the predictions by the creep model 
and that by a linear extrapolation from the secondary creep regime. We 
calculated the time at which the creep strain reached a selected value (20%). As 
expected, the time to 20% strain predicted by the creep model is shorter over the 
entire stress range, by up to one order of magnitude. This means the linear 
extrapolation has over-predicted the time to reach 20% strain. In consequence, 
the method based on linear extrapolation from secondary creep regime data 
might also lead to over-predictions of creep rupture times. 

 
Figure 83: Time to 20% creep strain predicted by the creep model and by linear extrapolation of the 

secondary creep regime. 

 
 
Figure 84 presents the typical evolution of the damage variable during the 
accumulation of creep strain. We see that, similar to creep strain accumulation, 
the damage variable experiences a fast increase right before reaching the 
rupture time. One could thus estimate the rupture time as the particular moment 
when this rapid change occurs (either in the strain evolution or in the damage 
variable evolution). However, for a better physical picture, the rupture time is 
estimated here as the time at which the effective stress reaches the ultimate 
tensile strength (UTS) at the test temperature. This can be expressed as the time 

   for which: 
 

   (  )  
        

    
    (  )   (5.21) 

 
The ultimate stress values      used in the model are presented in Figure 4. 
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Figure 84: Damage variable evolution at 1450˚F, 15ksi. The inset shows the creep strain evolution.  

 
Figure 85 compares the predicted and measured creep strain at rupture. Note the 
rupture strain is dependent on the applied stress and temperature, as damage 
evolution and creep mechanisms may change. It is shown that the rupture strain 
tends to decrease at lower temperature and higher stress. Thus, a creep rupture 
criterion based on a critical strain value does not appear to be ideal for capturing 
the experimental observations in a general sense. 

 
Figure 85: Comparison of rupture strains predicted by the model and experimental data. 
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The variation of the stress with the Larson-Miller parameter (LMP) calculated at 
1400˚F was compared with experimental data in Figure 86. For the comparison, 
the experimental data in Ref 42 were digitized and tabulated along with model 
predictions in Table 8. An additional set of experimental data are extracted from 
the GE historical data presented in Figure 79 - Figure 82. Note some of these 
curves were completed until failure, while others were interrupted before rupture. 
The rupture times for those complete-to-rupture conditions are compared with the 
model predictions in Table 9. The blue line is the prediction by the entire model as 
described by Equations (5.1)-(5.19). In order to understand the contribution of 
individual mechanisms, predictions were all made by activating only selected 
components: (i) diffusion creep only; (ii) precipitate shearing and dislocations-
dislocations interactions; (iii) dislocation climb-bypass and dislocations-
dislocations interactions. It was observed that the low stress regime (<15Ksi) was 
dominated by diffusion creep, the intermediate stress regime (15-50ksi) was 
dominated by dislocation climb-bypass, while the high stress regime (>50Ksi) 
was mainly dominated by precipitate shearing and dislocation-dislocation 
interactions. The LMP plot of experimental creep data42 is compared with the 
model predictions at two temperatures: 1400˚F and 1450˚F in Figure 87. The two 
predicted curves overlapped in the dislocation creep regime but they appeared to 
dissociate in the low-stress regime where diffusion creep dominated. Note the 
non-overlapped curves would appear as data „scatter‟ in a conventional LMP 
plot, where temperature is not differentiated. 

 
Figure 86: Comparison of Larson Miller plot of experimental creep data (diamond symbols) and 

model predictions with selected creep mechanisms: i) diffusion creep only (magenta line); ii) 

dislocation creep via precipitate shearing (brown line); iii)  dislocation creep via climb-bypass (green 

line); iv) combined diffusion and dislocation creep (blue line). 

 

(     ) 
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Table 8: Comparison between predicted and experimental Larson Miller parameter (LMP) 

Stress, ksi          

Experiment (Ref 
42) Predicted (1400˚F) Predicted (1450˚F) 

3.5 28.9 27.2 27.9 

6.2 27.6 26.8 27.5 

6.8 27.6 26.8 27.5 

8.4 27.5 26.6 27.3 

12.7 26.4 26.3 26.9 

14.1 26.3 26.2 26.7 

13.9 26.1 26.2 26.7 

22.5 25.3 25.5 25.5 

23.0 25.1 25.4 25.4 

25.0 25.1 25.2 25.2 

27.7 25.1 24.9 24.9 

30.1 24.9 24.7 24.7 

32.2 24.7 24.5 24.5 

32.6 24.5 24.4 24.5 

35.1 24.4 24.3 24.3 

37.5 24.1 24.1 24.2 

38.3 24.0 24.1 24.2 

40.2 24.1 23.9 24.1 

41.4 23.8 23.9 24.0 

44.9 23.4 23.7 23.9 

 
 
Table 9: Comparison between predicted and experimental time to rupture 

Stress, ksi Time to rupture (hour) 

Predicted 
at 1400˚F 

Measured 
at 1400˚F 

Predicted 
at 1425˚F 

Measured 
at 1425˚F 

Predicted 
at 1450˚F 

Measured 
at 1450˚F 

45 877 836 460 - 310 - 

40 1526 1700 470 - 502 - 

37.5 2186 3029 1062 1223 672 - 

35 3232 3250 1480 1800 900 680 

32.5 4604 - 2100 2377 1304 1260 

27.5 13290 - 5450 5700 3174 - 

25 24694 - 11692 - 5335 4600 
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Figure 87: Larson Miller plot of experimental creep data vs. model predictions at 1400˚F and 1450˚F. 

 
 
5.4.2. Dependence of creep on precipitate microstructure 
 

Microstructures are represented in the creep model by ‟ precipitate size r 

(Equation (5.4)), inter-particle spacing   (Equation (5.2)), volume fraction f 
(Equations (5.2), (5.4), (5.5)), and grain size d (Equations (5.9)-(5.19)). While the 

grain size and the ‟ volume fraction are considered to be constant in time at a 
given temperature, the precipitate size and the inter-particle space vary with both 
temperature and exposure time. In order to understand how the precipitate 
evolution affects the creep properties, we compare in Figure 88 the predicted 

creep to rupture at 1450˚F with a second prediction case, in which ‟ evolution is 

frozen after first 500 hours. The inset shows the change of the mean ‟ size for 
the two cases. A noticeably longer rupture time was predicted for the frozen 
microstructure at intermediate stresses (4-35Ksi). It can be expected that 

continuous coarsening of ‟ precipitate leads to an increase in inter-particle 

spacing with time, so that the ‟ pinning effects on mobile dislocations are 
weakened, and thus creep strain rate increases. In the low stress regime (<4Ksi), 
however, the microstructural changes did not show to affect creep evolution 

since the dominating diffusion effects were not sensitive to ‟ size. In the high 
stress regime (>35Ksi) creep evolutions were also merged where the rupture 
time was relatively short, compared with the time for microstructural changes. 
 
 
 

(     ) 
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Figure 88: Larson Miller plot of the predicted creep at 1450˚F with (i) continuous microstructure 

coarsening until rupture, (ii) microstructure frozen after 500 hours. The inset shows the 

corresponding mean precipitate size for the two cases. 

 
 
5.5. Summary 
 
A continuum damage based model was developed for predicting creep behaviors 
of Alloy 282 for a range of temperature and stress conditions (1375-1450˚F, 15-
45Ksi) relevant to the A-USC turbine rotor operation. The model has been 
calibrated on a small set of creep strain versus time experimental data at 
temperatures of 1400˚F and 1450˚F, and stresses of 15Ksi, 27.5Ksi, and 32.5Ksi. 
The main creep mechanisms considered were diffusion creep at low to 

intermediate stress, and dislocation climb-bypass and ‟ shearing at intermediate 
to high stresses. The model was validated against experiment at temperatures of 
1375˚F, 1400˚F, 1425˚F, 1450˚F, and various stresses between 15Ksi and 45Ksi. 

The ‟ shearing mechanism was introduced only through a correction of the back 
stress needed for dislocations to overcome the precipitates. The model may 
require additional modifications in the regime where the particle shearing 
mechanism is more pronounced (e.g., at high stresses). For this reason we 
recommend limiting the application of the model to stresses lower than 50-60Ksi.  
 
 
  

(     ) 
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Task 6: Multi scale crack growth modeling considering oxidation, visco-
plasticity and fatigue  
 
 

6.1. Overall approach 
 
The effort described herein addresses modeling of fatigue crack growth at two 
targeted temperatures, 1200˚F and 1400˚F, in Alloy 282. Since different crack 
growth mechanisms are expected, various tests are performed to calibrate and 
validate constitutive material models, crack growth rate models, and to assess 
contribution of the environment (oxidation) to the crack propagation process. This 
task made use of the measurement data (Task 2), models (Task 5) and 
conclusions generated in other tasks to perform additional testing and perform 
simulations to predict crack growth under various conditions. The overall 
procedure is shown in Figure 89 and uses a modeling framework proposed by 
Pommier 43-46. 
 

 
Figure 89: Overall modeling effort and interactions with other tasks. 

 
The crack growth model shown in Figure 89 contains the following terms: 
 

      Total crack growth rate  
|     ⁄ | Rate of plastic flow intensity factor 43-46 

  Calibration parameter 
(    ⁄ )      Crack growth rate due to creep deformation 

(    ⁄ )          Crack growth rate due to oxidation 
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The first aspect that had to be captured was the relationship between crack tip 

plasticity (rate independent response) and fatigue crack growth (da/dt=*|d/dt|). 
The procedure is shown in Figure 90 and used round bar specimens for testing to 
capture bulk plasticity, rate independent constitutive modeling, compact tension 
specimen testing and finite element modeling to predict crack tip plasticity history 

to further calibrate (find  parameter) and validate the crack growth rate law 
against various measurement data. 
 

 
Figure 90: Confined crack-tip plasticity model based on a framework proposed by Hamam and 

Pommier 
44

. 

 
 
6.2. Development of constitutive material models 
 

Constitutive equations of the rate-dependent material model Chaboche with 
Voce-hardening option are listed in Figure 91. The first equation represents the 

yield function F. In this equation, {s} refers to the deviatoric stress tensor, {} is 
the back stress tensor, and R is the isotropic hardening variable, also known as 

the yield surface. The back stress tensor {} represents the translation of the 

yield surface, which evolves with the accumulated plastic strain  ̌   as given in 

the second equation for kinematic hardening. The parameters Ci, i are the 
constants that need to be determined during the calibration process. In this work, 

only two kinematic hardening models were used with four parameters C1, 1 and 

C2, 2. Third equation, known as a Voce hardening rule, corresponds to the 
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isotropic expansion of the yield surface R, and it has four parameters K0, R0, R∞, 

and b that need to be determined. The final equation represents the exponential 
visco-hardening rule, which dictates the rate sensitivity of the material 
constitutive model. It introduces two additional constants making it a total of 12 
material parameters that need to be defined during the calibration process. 
For rate independent material calibration, the last equation in Figure 91 is not part 
of the constitutive law, so the total number of parameters in the rate-independent 
constitutive model is reduced to 10 (i.e., with the absence of m and K). 
 

 
Figure 91: Governing equations of the material model Chaboche with Voce hardening 

47
. 

 

 

6.2.1. Rate independent constitutive modeling 
 

Round bar and compact tension (CT) specimens were used to collect bulk 
stress-strain and fatigue crack growth rate data. These specimens were 
machined from a rolled Alloy 282 billet. The billet was received in a solution-aged 
condition using a standard two-step heat treatment process6, which transitioned 
the material into high strength.  
 
A material constitutive model representing the cyclic stress-strain behavior is 
needed for CCTP model calibration45. Figure 92 presents an example materials 

stress-plastic strain data for Alloy 282 at 1200˚F test temperature in lab air. 
ANSYS 47 built-in Chaboche type constitutive model was used with both isotropic 
and kinematic hardening behaviors to capture this bulk material response. 
Material parameters listed in Table 10 were calibrated for test temperatures 

1200˚F and 1400˚F using in-house optimization software PEZ. Predictions based 
on 1200˚F calibrated parameters are also plotted in Figure 92 by solid lines at 
different load ratios and strain ranges. The optimized material model captures the 
test data reasonably well. 
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Table 10: ANSYS built-in Chaboche material model parameters for Alloy 282 

T , ksi  y , ksi C1, ksi 1 C2, ksi 2 Ro, ksi R, ksi b 

1200F 2.5E4 0.3 72 8.3E4 7.6E3 1.7E4 360 2.6 0.036 5.9 

1400F 2.3E4 0.3 63 8.6E4 4.8E3 1.0E4 600 5.0E-5 5.2E-4 7E-3 

 

 

Figure 92: Stress-plastic strain data and material model prediction for Alloy 282 at 1200˚F. 
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6.2.2. Rate dependent constitutive modeling 
 

Rate dependent Chaboche material model was calibrated to predict time 
dependent response of Alloy 282. Material test data was obtained for four zero-
to-max strain ranges: [0, 0.0125], [0, 0.01], [0, 0.008], and [0, 0.007]. The stress-
strain measurements for the applied strain range [0, 0.0125] are shown in Figure 

93 (left). The hold-time period at the max strain for each test was about 6 hours, 
which allowed the applied max stress to relax as shown in Figure 93 (right). 
Plastic and total strain histories of the material from the same test are given in 
Figure 94. The objective was to obtain a proper parameter set for a constitutive 
model that captures all these rate dependent material behaviors. 
 

 
Figure 93: Stress-strain (left) and stress history (right) responses of Alloy 282 for the strain range [0, 

0.0125] 

 

 
Figure 94: Plastic strain (left) and total strain (right) history of Alloy 282 from the constant strain 

amplitude test with a strain range [0, 0.0125]. 
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Each test measurement contained over 130,000 data points. They were filtered 
to about 1,300 points, which were then used as the applied load steps for the FE 

model. The input to the FE model was the total strain history tot(t) prescribed in 

terms of the displacement load uy(t). The outputs were the stress and the plastic 

strain histories (y(t) and y
p(t)) along the loading direction. The material 

parameters were calibrated manually (by trial and error) to reduce the difference 
between observed and predicted stress response. 
 
Two different parameter sets for the material model are proposed, which are 
given in Figure 95. The first one was calibrated using the data with the largest 
applied strain range [0, 0.0125], while the second one was calibrated with the 
second largest strain range [0, 0.01] (see Figure 95). In Figure 96, the stress and 
strain histories of these models are compared with the corresponding test data. 
 

 
Figure 95: Parameter sets for the material constitutive model: (left) model 1, (right) model 2. 

 
 

 
Figure 96: Stress-strain response of the calibrated models: (left) model 1, (right) model 2. 

 
Figure 97 through Figure 100 compare the first material model response with the 
experimental measurements for the remaining strain ranges. Figure 101 through 
Figure 103 compare the second model response with the experimental data. 
 

K_0 10 Initial yield strength of the material

C1 2200 Kinematic Hardening Parameters

gamma1 200

C2 0.1

gamma2 0.1

R0 2 Isotropic Hardening Parameters

Rinf 2

B 500

m 0.1 Strain rate sensitivity Parameters

K 150

E 24800 Elastic constants

nu 0.3

K_0 0.5 Initial yield strength of the material

C1 15600

gamma1 800 Kinematic Hardening Parameters

C2 1200

gamma2 2

R0 1.26

Rinf 0.2 Isotropic Hardening Parameters

B 90

m 0.1

K 150 Strain rate sensitivity Parameters

E 24800

nu 0.3 Elastic constants

DT
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Figure 97: Stress and strain histories of the calibrated models: (top) model 1, (bottom) model 2. 
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Figure 98: Model 1 response compared with test data for the strain range [0, 0.01]. 

 
 
 

 
Figure 99: Model 1 response compared with test data for the strain range [0, 0.008]. 
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Figure 100: Model 1 response compared with test data for the strain range [0, 0.007]. 

 
 

 
Figure 101: Model 2 response compared with test data for the strain range [0, 0.0125]. 
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Figure 102: Model 2 response compared with test data for the strain range [0, 0.008]. 

 
 
 

 
Figure 103: Model 2 response compared with test data for the strain range [0, 0.007]. 
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6.3. CCTP model calibration 
 

6.3.1. Crack tip blunting 
 

As mentioned previously, we made use of a modeling framework proposed by 
Pommier45.  Main concepts of the methodology are described below. For further 
details on the model formulations, reader is advised to review43-45. 
 
Figure 104 shows the elastic and elastic-plastic crack face displacement profiles 
obtained from a 2D plane stress model of a CT specimen for the applied load of 

KI=32   √  . To keep consistency with the test data, the CT specimen was 
modeled to obtain the crack face displacement solutions. Figure 105 shows the 
model dimensions and the 2D FE mesh with prescribed boundary conditions. It is 
observed that after some distance behind the crack tip the elastic and elastic-

plastic crack face displacement solutions differ by a constant value , which is 
referred as crack tip blunting. In fact, the elastic-plastic crack face displacements 
in the LEFM (Linear Elastic Fracture Mechanics) region can be represented by 
the following relation45: 
 

     ( )   ̃  
 ( )    (6.1) 

 
where      ( ) represents the displacement field of the crack face computed with 

an FE model that considers an elastic-plastic constitutive model;   ( ) 
represents the displacement field of the crack face computed with an FE model 

that considers an elastic constitutive model;   ̃ represents the amplitude of the 

elastic displacement;  represents plastic flow intensity factor. 
 
In a rate (i.e., differential) form, Equation (6.1) becomes 
 
      ( )

  
 

  ̃ 

  
  ( )  

  

  
 (6.2) 

 

The importance of crack tip blunting is the fact that the change in  has a direct 
relation to the crack propagation rate via the following damage law44,45 : 
 
  

  
  |

  

  
| (6.3) 

 
The law above can be conveniently extended to incorporate creep and 
environment effects43: 
 
  

  
  |

  

  
|  

  

       
 

  

           
 (6.4) 
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Figure 104: Crack face displacement profiles and the crack tip blunting . 

 

 

 
Figure 105: FE model dimensions (inches) and mesh of a CT test specimen. 

 

 

6.3.2. Evolution equations 
 

The objective is to use FE model of a CT specimen to determine the evolution of 

crack tip blunting  with respect to applied remote load (KI) and the crack growth 
(da), and set-up a FORTRAN based CCTP model for crack propagation. The 

evolution of  with respect to K for Alloy 282 alloy at 1200˚F is given in Figure 

106. It contains monotonic and cyclic plastic zones shown in green and blue 
symbols, respectively. 
 
To be able to represent such crack tip deformation behavior in incremental 
fashion, the evolutions equations of total of four internal variables are needed, 

first two associated with monotonic plastic zone (𝜑 , 𝜑  ), and the last two 

representing the cyclic plastic zone (𝜑 , 𝜑  ): 
 
   

  
 
    

  
 
   

  
 
    

  
     

   

  
 
    

  
 (6.5) 

 
The transfer functions were modified from what was suggested in the literature to 
obtain a better approximation of the FE results. For example the two plots in 
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Figure 107 compare the FE solutions of cyclic deformation response with the 
predictions by the evolution equations given in the plot. The modified incremental 
formulation shown on the right seems to better characterize the FE solutions. 
The improvement in the CCTP model predictions against the FE results can also 
be seen in Figure 108 for both monotonic and cyclic loads of different levels. 
 

 
Figure 106: FE model solutions of crack tip blunting and CCTP model predictions. 

 

 

 

 
Figure 107: Predictions with calibrated evolution equations against the FE solution for the cyclic 

plastic zone. 
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Figure 108: Predictions with calibrated evolution equations against the FE solution for both 

monotonic and cyclic loading. 

 

 

6.3.3. Overload and crack closure effects 
 
To include the load history effect in FCGR predictions, evolution equations for 
crack tip closure were used as suggested in 45. Following differential equations 

for size (m) and center location (xm) of monotonic plastic zone with respect to 
the crack size govern the crack closure and overload effects in the model: 
 
   

  
   𝜑  (6.6) 

 
    

  
   𝜑     𝜑  (6.7) 

 
The parameters pa, ka and kb in these equations can be determined using 
simplified assumptions proposed in 45. For example, the parameter pa is 
estimated from the FE solution of average equivalent plastic strain gradient near 
the crack tip (Figure 109). The closure parameters ka and kb are determined from 
either crack propagation simulation (approach used in this work), or alternatively 
using the weight function for the cracked geometry along with the residual stress 
field obtained from the FE model in front of the crack tip at a zero load. The blue 
symbols plotted in Figure 110 are the FE solutions of Kxm, whereas the underlaid 
blue line is the CCTP model prediction calibrated against these FE results. 
Alternative approach to identify these three parameters would be to use the 
da/dN data at different load ratios and with different overloads levels. 
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Figure 109: Average equivalent plastic strain levels near the crack tip were used to obtain the 

parameter pa. 

 
 

 
Figure 110: Crack closure governing variables Km and Kxm with crack length. 

 
 
In Figure 111, Kxm (closure level) is plotted by a red line and the green curve is 
Km, the (size of monotonic plastic zone) both expressed in terms of stress 

intensity factors and are related to energy terms m  and xm by a simple LEFM 
relation: 
 

  √
 

 
 (6.8) 

 
At the onset of overload event at a=0.1 inch, where a single cycle with 1.8 times 
of the maximum load is applied, the closure level (Kxm) is instantly reduced 
producing crack growth acceleration effect and the Km is expanded. Next, as the 
Km level gradually comes back down to initial value, the Kxm goes up to max level 
producing crack growth retardation effect. After reaching the peak value, Kxm is 
reduced back to the initial level thus putting an end to the transient crack growth 
retardation effect. Figure 112 shows the overload retardation effects occurring 
during K-increasing and constant dK crack propagation simulations. It must be 
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noted that under-load (or compressive overload) effects, although seen in 
experience, are not accounted for in this model; it requires additional 
developmental work to add such effects. 
 

 
Figure 111: Crack closure governing variables Km and Kxm with crack length. 

 
 

 
Figure 112: Model predictions showing 1.8X overload retardation effect during dK increasing crack 

growth simulation. 

 

 

6.3.4. Model calibration 
 
Figure 113 shows the experimental da/dN vs. dK data at 1200˚F and R=0.05, 
which was used to calibrate the CCTP model (also shown). During calibration, 

the value of  in (da/dt = d/dt) was set to align the prediction vertically with the 
experimental data; the slope is predicted by the model.  
 



DOE/NETL Cooperative Agreement 

DE-FE0005859 

116 Final Report 

April 2014 

 

 

 
Figure 113: CCTP model calibration against crack growth rate data at 1200˚F and R=0.05. 

 
 

6.3.5. Results and discussion 
 
Figure 114-Figure 116 present the CCTP model predictions of cyclic crack growth 

rates for 1200˚F test temperature at three different load ratios: R=0.05, 0.25 and 
0.5 for which experimental data have been collected. The slope of the lines 
representing the linear Paris regime of the da/dN curve is predicted by the model. 
In Figure 117, larger pool of experimental data for R=0.05, all tested at 20 cpm 
(cycle per minute), are plotted along with the model predictions. The dashed lines 
also included in the figure represent 2x bands, a typical scatter observed with 
crack growth data. The 2X bands are obtained using the predicted curve (solid 
line) in such a way so that the upper boundary is twice the lower boundary, while 
the prediction is at the midpoint of the two. Most of the experimental data seem 

to fall within this band except for lower K regions of the data coming from 
specimen labeled as PA1-FCGR-009. This data set exhibits abrupt change in 

slope near      √    leading to exceptionally high crack growth rates at lower 
load ranges. Such “kinking” trend is rather frequently observed in our test data for 
Alloy 282 alloy at both 1200˚F and 1400˚F in steam and air. The exact cause of 
this behavior is not fully understood yet, but one possible explanation could be 
the presence of combined microstructure-environment effects leading to 
detectable crack growth acceleration above the threshold region.  
 
Figure 118 and Figure 119 present similar type of data-to-prediction comparisons 
at two higher load ratios R=0.25 and 0.5. Presented FCGR data in these plots 
also include those tested in vacuum. The vacuum test specimen in Figure 116 
(CT13-282) for R=0.25 exhibits lower crack growth rates at higher load end. 
However, it is difficult to conclude that this is due to absence of environment 
effects based on a single test data since it may as well be coming from the 
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experimental noise. Although, one plausible difference observed in vacuum data 
might be the absence of accelerated crack growth near threshold regime. It is 
observed in both plots in Figure 115-Figure 116 that the vacuum da/dN data 

transition down to threshold at noticeably higher dK levels of near      √    
Within the Paris region (i.e. region II), majority of the air and vacuum data at 
R=0.25 and 0.5 lie within the 2X band predictions. Hence, the calibrated CCTP 
model seems to capture average load ratio effects for the range R=0.05 to 0.5 
reasonably well. It must be noted, however, that the model does not predict 
further shifts in da/dN curves beyond R=0.5 if such trend existed in the data, 
because predicted crack closure is absent for R>0.3 in the calibrated model.  
 
Figure 117-Figure 119 present da/dN data tested at 1400˚F along with 
corresponding predictions. Similar to previous plots, 2X bands estimated from the 
predicted line are also included by dashed lines in the figure. Figure 117 shows 
the data tested in air, steam and vacuum at the load ratios of R=0.05 and 0.1. 

The model calibrated for 1400˚F test temperature captures the average crack 
growth rate behavior. Majority of the experimental scatter are bounded by the 2X 
band with a couple of exceptions. The specimen PA1-FCGR-001 tested in air at 

R=0.05 exhibits change in slope near      √  , below which crack growth 
acceleration is detected in a similar way to previously discussed data at 1200˚F. 

This data falls outside the upper boundary of 2X band at load levels    

     √    Also, PA1-FCGR-001 produced exceptionally high growth rates that 

come out of 2X band for         √    It appears as if CT12 exhibits kinking at 

little higher load level of around      √     
 
 

 
Figure 114: CCTP model prediction at R=0.05 and T=1200˚F with 2X band. 
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Figure 115: CCTP model prediction at R=0.5 and T=1200˚F with 2X band. 

 
 

 
Figure 116: CCTP model prediction at R=0.25 and T=1200˚F with 2X band. 

 
 
The FCGR measurements along with model predictions for R=0.25 and 0.5 at 

1400˚F are plotted in Figure 118 and Figure 119. Only single specimen data per 
load ratio were available, which were tested in air. Thus, the experimental scatter 
is not captured at these two load ratios. However, the model predicts the slope of 
the data reasonably well at higher load ranges. Also, change of slope is observed 

pushing the crack growth rate measurements upward when         √    
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Figure 117: CCTP model predictions of cyclic FCGR for 1400˚F test temperature, R=0.05. 

 

 
Figure 118: Prediction versus data at R=0.25, T=1400˚F. 

 
 

 
Figure 119: Prediction versus data at R=0.5, T=1400˚F. 
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6.4. Incorporate oxidation effects 
 

One of the objectives of this work was to build a fatigue crack growth model that 
takes into account the damaging effects associated with hold-time, whether they 
are stemmed from harsh environment or creep deformation. A series of hold-time 
sweep tests on Alloy 282 indicated that the oxidation assisted damage 
mechanism dominates for temperatures 1400˚F and lower (see Section 2.1), 
since the hold-time effects under vacuum were negligible. As a natural extension 
to the incremental plasticity modeling framework described in previous sections, 
the team decided to evaluate the oxidation based growth modeling approach 
proposed in 46 (no creep effects considered). This phenomenological model 
introduces an additional term to the time independent damage law to bring in the 
time dependent portion of the crack growth rate: 
 
  

  
  

  

  
 

  

           
 (6.9) 

 
The evolution of the new damage term is established as follows. It is realized that 
this term should include two distinct oxidation phenomena. First is the oxygen 
diffusion along the grain boundaries, which weakens the bond and increases the 
crack growth rate. Second is the growth of a passivation oxide layer which limits 
the diffusion process of oxygen into the virgin material ahead of the crack tip. To 
account for the effect of the passivation layer, the oxidation term above is defined 
as a product of two parameters: 
 
  

           
     (6.10) 

 

where,   controls the maximum speed, at which crack may grow in the absence 
of passivation layer formation. The second term   regulates the magnitude of   

and varies between 0 and 1 (i.e.,      ). When passivation oxide layer is 
thick for example, the rate of oxidation based crack growth becomes negligible 

(   ). The term   depends on temperature, whereas   varies with time and 
mechanical loading as follows: 
 
  

  
       (6.11) 

 

where,    is the calibrating parameter. The evolution equation (6.11) governs the 
growth of oxide layer over time to slow down the oxidation crack growth. During 

loading,     , the passivation layer is broken and underlying virgin material is 
exposed to environment leading to grain boundary embrittlement and 
intergranular crack growth: 
 
  

  
     (   )                (6.12) 
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where    is the second calibrating parameter.  

 
During unloading, when the applied stress intensity factor dKI increment is 

negative (     ), the passivation layer is closed up and the crack tip is 
protected from environment: 
 
  

   
                        (6.13) 

 

where    is the third calibrating parameter.  
 
In order to calibrate this model, several crack growth test data were required. 
Table 11 below shows a list of test conditions proposed to fully calibrate and 
validate the oxidation based part of the damage model. However, due to funding 
and time constraint, only tests 1 through 6 were completed and used for the 
model calibration. Note that the team decided to run tests in steam environment 
to represent the engine-like condition.  
 
Figure 120 shows the collected crack growth rate data tested at 1400˚F and 100s, 
1,000s, 10,000s, and 100,000s hold times in steam. Also included in the plot is 
the baseline data tested in air with no hold time (labeled as 20cpm). First, it is 
observed that the effect of steam environment is negligible for the hold-times of 
up to 100s. The plot also indicates that the crack growth acceleration (i.e., 
upward shift in da/dN plot) does not change significantly beyond 10,000s. The 
data for the 1,000s hold time shows some environment interaction effect at lower 

K levels. For the K≥40ksiin., 1,000s the data is converged to the baseline 
curve, indicating negligible effect of environment. However, more data is required 
to fully understand and conclude on the general trend-line caused by periodic 
exposure to steam.  
 
Two separate calibrations were done using the available hold-time FCGR data 
tested in steam: 

1. Assume the slope remains similar for different hold-time tests and prolonged 
exposure to environment causes a vertical shift in FCGR curves (Figure 120, 

calibrated parameters:     -       -                ) 

2. Assume the change of slope for shorter 1000s hold time data is real material 

behavior (Figure 121, calibrated parameters:     -       -            

 ) 

In running the crack growth simulations above, the model was run for a few 
cycles until the Equations (6.11)-(6.13) (thus the crack growth rate response) 
reached a saturated level before the results are printed out. Typically maximum 
of three (3) to four (4) cycles were found adequate to reach saturation. 
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The calibrated model captures qualitatively the experimental shift due to different 
hold-times. However, to decide which calibration below is a better fit, more data 

(including lower K loading levels) is needed first to better understand the 
average observed behavior. 
 
 
Table 11: Proposed test matrix 

 
 
 

Testing plan proposed to calibrate/validate CCTP model to capture environment effect

Test No. Temp (F) Environment R ratio Load-Hold-Unload (sec) Load Commments

1 1400 air 0.05 1.5-0-1.5 dK increasing

dK sweep data with no 

environmental effects (for 

reference)

2 1400 steam 0.05 1.5-0-1.5 dK increasing

3 1400 steam 0.05 10-100-10 dK increasing

4 1400 steam 0.05 10-1000-10 dK increasing

5 1400 steam 0.05 10-10000-10 dK increasing

6 1400 steam 0.05 10-100000-10 dK increasing

7 1400 steam 0.05 1000-0-10 dK increasing

8 1400 steam 0.05 10-0-1000 dK increasing

9 1400 steam 0.05 10-1000-10 w/ 10% overload dK increasing

10 1400 steam 0.05 10-1000-10 w/ 20% overload dK increasing

11 1400 steam 0.05 10-1000-10 w/ 30% overload dK increasing

12… 1400 steam 0.05 10-1000-10 complex mission dK increasing

for validation: tests with 

different hold times, 

oveloads, load ratios 

combined

will be used to calibrate 

the model constant Rt that 

controls time dependent 

behavior:

will be used to calibrate Rr 

in the incremental 

equation of m with respect 

to crack tip plasticity:

will be used to calibrate 

Rk in equation:

  

  
     

  

  
    

  

  
   (   )
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Figure 120: Crack growth data along with predictions using the first set of calibration parameters. 

 
 

 
Figure 121: Crack growth data along with predictions using the second set of calibration parameters. 

 

 

6.5. 3D Crack propagation simulation: FE model setup 
 

Using the validated crack propagation model based on test data and 2D FE 
models, a 3D crack propagation simulation was implemented using ANSYS and 
3DFAS (GE proprietary software tool). The compact tension 3D geometry was 
used to insert the initial crack and advance it to simulate the crack propagation 
process. Assuming crack advancement symmetry, only quarter model was used 
in the simulations. Processing (solution) and post-processing were carried out in 
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ANSYS while 3DFAS was used as a preprocessor (for advancing the crack and 
mesh the model). 
 
A typical mesh is shown in Figure 122. One of the most difficult meshing tasks is 
to control the mesh pattern along the crack front. For the initial crack front the 
mesh pattern is shown in Figure 122, while Figure 123 shows the same mesh 
pattern after a given crack front advancement. The mesh pattern is used to 
extract displacement data on the crack faces necessary to post-process the 
results of each simulation and propagate the crack according to the established 

model (       |     |). Basically, the post-processing that we conducted in 
the 2D FE models is performed for each node along the crack front in the 3D 
model, and for each crack front increment throughout the entire crack growth 
simulation. 
 

 
Figure 122: Typical FE mesh used in the 3D crack propagation simulation. 

 

3D Mesh of the entire  
CT specimen 

Due to symmetry only  
one quarter was used 

Crack front mesh 
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Figure 123: Example of the FE mesh after 21 advancements steps. 

 
 
Two simulation steps are needed for each crack advancement simulation: 

1. The first step uses an elastic constitutive model to capture elastic 
displacements behind each crack front node along the crack front 

2. The second step uses the Chaboche constitutive model calibrated at 1400˚F.  
 
The boundary conditions used in this simulation constrain the symmetry planes 
and rigid body motion while the loading is applied to several nodes in the pin 
holes of the CT specimen. The crack propagation simulation consists of following 
steps: 

1. Insert initial crack, create the mesh using 3DFAS 
2. Run elastic simulation 
3. Run elastic-plastic simulation for a multi-cycle loading mission 

4. Determine the       from the last loading cycle 
5. Use the crack growth law        |     |) to evaluate the crack growth rate 
6. Advance the crack and mesh the model using 3DFAS 

Steps 2 to 6 are repeated to simulate the growth of the crack. An example of the 
crack front advancement is shown in Figure 124 and Figure 125. No user 
intervention is needed while crack propagation simulation is performed for a 
given number of increments. 
 

Crack front mesh for the 21
th
  advancement 

Crack face 

Uncracked 
ligament 

21
nd

 crack front 
advancement 

Top view of the 21
th
  

advancement - FE mesh 
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Figure 124: Consecutive crack front advancements simulated in the study. Top view. 

 

 
Figure 125: Crack front initial shape (straight), crack front advancements and two crack size 

measurements that are extracted from the simulation (a, a1). 
 

Two stress ratios, R=0.05, 0.5, were considered. Simulations were limited to a 
max load of 0.5 kips (1kip=1000 pound-force) due to ANSYS convergence issues 
(large deformations at the crack front). The targeted max load was 1.9 kips, the 
load that was carried in the experiment. For this reason, in order to verify the 
solution (crack size vs. cycles), we generated a fatigue crack growth (da/dN vs. 

K) from the CCTP model and use LEFM framework to simulate the same crack 
growth process. The Paris parameters that we used in the simulation were: 
C=2.49211E-9, n=2.927. A comparison between “classical” Paris crack growth 
model and the CCTP is given in Figure 126 and Figure 127. 

All consecutive advancements, close-up top view 

a a
1

 

Last predicted 
shape 

Predicted 
advancements Initial shape 
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Another verification of the 3D model was done against 2D FE solutions. 
Displacement (  , the loading direction displacement) along the centerline in the 

3D model was compared against displacement prediction from the 2D FE model. 
The comparison is shown in Figure 128. Difference between crack tip plasticity 
between the 2D and 3D FE models is expected. The 3D model can capture crack 
tip plasticity size transition from free surface to the centerline while the 2D model 
cannot since the geometry is planar. The comparison between the two 
displacement fields confirms that the switch from 2D models to 3D was 
performed appropriately. 
 

 
Figure 126: Crack size (a, a1) vs. cycles using LEFM framework and CCTP, R=0.05. Simulations 

did not consider hold-time. 

 
 

 
Figure 127: Crack size (a, a1) vs. cycles using LEFM framework and CCTP, R=0.5. Simulations did 

not consider hold-time. 
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Figure 128: Displacement field (elastic plastic simulation) comparison between the 2D FE model and 

the 3D centerline path along the crack face. 

 

 
6.6. Crack growth rate predictions using cyclic plasticity, creep and 
oxidation 
 
Using the continuum-damage based creep model developed in Task 5 (see 
Section 5) in addition to the BKIN constitutive model developed in Task 6, a 2D 
compact tension FE model was used to capture evolution of crack tip plasticity 
for different loading missions. The analysis was performed in ANSYS. The FE 
model uses constitutive models calibrated at 1400˚F while the applied load was 
set to 0.5 kips. We made several attempts to use larger loads to predict fatigue 

crack growth rate for different K values but, due to convergence issues in 
ANSYS, these solutions could not be obtained. 
 
Three mission profiles were considered: [10, 1e3, 10], [10, 1e4, 10], [10, 1e5, 10] 
seconds for an R ratio of 0.05. A mission profile starts with a loading ramp (10 
seconds) followed by a hold time (1e3, 1e4 or 1e5 seconds) and an unloading 
step of 10 seconds. For each mission profile a set of 25 loading steps were 

simulated to reach steady state conditions and capture d evolution for each step 

of the loading cycle. A typical d evolution is shown in Figure 129. 

2D Model 3D Model 

Y 

Distance from the crack tip 
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Figure 129: d evolution for 25 consecutive [10, 1e4, 10] sec cycles. 

 
 

Crack growth rate was estimated using the process shown in Section 6.3 for d 
evolution during hold time as well as loading ramp and unloading step. The 
fatigue crack growth rate during the loading ramp was captured with Equation 

(6.3) while contribution due to creep was captured based on evolution of d 

during the hold time 
  

       
 (

  

  
)
         

in the last cycle of the simulation (25th). 

 
The oxidation model described in Equation (6.10) was used to provide the 

additional term in the crack growth rate for a K=10 ksi*in^0.5 as following: 
 

For a HT=1,000 sec: da/dN = 9.295*10^-7 
For a HT=10,000 sec: da/dN = 6.169*10^-6 
For a HT=100,000 sec: da/dN = 9.513*10^-6 

 
The three (3) fatigue crack growth rate predictions are shown in Figure 130. 
The ANSYS constitutive model input used for these 2D predictions is the 
following: 
 

MPTEMP,,,,,,,,   

MPTEMP,1,0   

MPDATA,EX,1,,23.3e3    

MPDATA,PRXY,1,,.3    

 

TB,CREE,1,1,7,11 

TBTEMP,1425   

TBDATA,,5.4042E-075,24.948,4.2346,4.2075E-015,0,0 

TBDATA,,0,,,,, 
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TB,BKIN,1,1,2,1  

TBTEMP,1425  

TBDATA,,90,50,,,, 

 
 

 
Figure 130: Model predictions for three different mission profiles: Hold time=1e3, 1e4, 1e5 seconds. 

 
 
6.7. Summary 
 
Task 6 focused on predicting crack growth rate at various testing conditions of 
Alloy 282. Under this task as well as Task 2, fatigue crack growth measurements 
were conducted using compact tension (CT) specimens at different load ratios 

R=0.05, 0.025, 0.5, fixed K or K sweep, and different environment (vacuum, 
air, steam). These data were used to calibrate the fatigue crack growth model at 
1200˚F and 1400˚F, and to validate model predictions.  
 
The fatigue crack growth model, proposed by Pommier et al, relates crack growth 

rate (da/dt) to crack tip blunting rate (d/dt). It was extended by Ruiz-Sabariego 
et al to include oxidation effects under hold time conditions. To capture crack tip 
plasticity in the FE models, round bar specimens were used to obtain stress 
strain bulk response, which was further used to calibrate different constitutive 
models (Chaboche, bilinear kinematic). Using 2D FEM, the constitutive fatigue 
crack growth model was calibrated at R=0.05. Fatigue crack growth rate 
predictions were then made for R=0.25 and 0.5. The predictions were found 
within 2X expected measurement scatter. 
 
Since a 2D FEM fatigue crack growth framework has limitations in life 
assessment for engineering structures, a transition to 3D model representation 
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was made using a GE proprietary tool that can simulate crack growth using 
ANSYS as solver, and the rest of the simulation (loading mission, constitutive 
models) was recycled. Two 3D automatic crack growth simulations at R=0.05 
and 0.5 were performed using 3DFAS (GE proprietary tool) and the established 
crack growth model for each node along the crack front and each of the 
simulated crack advancement. 
  
To further address the observed higher crack growth rate in loading cycles with 
hold times, creep model developed in Task 5 was added to the constitutive 
model in the 2D CT FE models and, an oxidation model was incorporated based 
on the available measurement data. Crack growth rate predictions were made for 
three loading profiles with 1e3, 1e4, 1e5 seconds hold time. 
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