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Overview
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• Want to support development, debugging, and 
analysis for a variety of LPC/SPI devices and drivers

• Understanding bus traffic can help identify where 
bugs and protocol errors occur

• Large volume of data on SPI or LPC buses

• Data needs to be parsed, filtered, interpreted

• Needs:

– Observe devices interacting with a system

– Isolate buggy devices to protect motherboard

Introduction: Motivation
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• LPC / SPI buses

– Shared bus; data visible for any device on bus

– Relatively few pins used

• LPC devices

– BIOS, serial and parallel ports, legacy keyboard, 
mouse, Trusted Platform Module (TPM)

• SPI devices

– EEPROM, Flash memory, Ethernet, Real-time Clock

• Need for Custom Solution – existing solutions 
don’t do what we want.

• We developed a combined hardware and software 
system for LPC/SPI bus analysis

Introduction
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• FPGA prototyping board  

– Ethernet communications

– Data Buffering

– LPC/SPI basic protocol recognition

• Analyzer board

– Plug-in to motherboard header

– Passive analysis

• Analysis machine

– Separate PC; not DUT

– Runs analysis software

– User Interface

System Components: Hardware
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• Host board

– Connects to FPGA board to send/receive data

– Used to interact with loose components

– Variety of pin setups for LPC / SPI devices

– Some devices may require custom sockets

System Components: Hardware
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• Runs on separate analysis machine

• Saves and reloads data for future work

• Passive analysis

– Displays and Filters LPC & SPI data

– Searchable events

– Identifies protocol errors

• Active analysis

– Send/receive events on host board

– Parses and builds some device-specific commands

• Prototype stage

• Not implemented for most devices

System Components: Software
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• Set up and connect the hardware components

• Connect analysis board to LPC or SPI header

• Good for driver development and debugging

– Identify protocol errors

– Compare expected data with actual data

– Analyze speed of hardware resources

Passive Analysis
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• Set up and connect the system with host board

• Plug in device-in question

• Generate commands and data with software

• View, analyze and interpret output

• Use for debugging and acceptance testing

– Check behavior of DUT against specifications

– Verify performance under normal operating 
conditions

– Protect system from malfunctioning device

Active Analysis
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• Which devices are these 
events to/from?

– NIC, BIOS, memory

• Slow Read or Fast Read?

• User Interface will

– Interpret SPI protocol

– Establish filters to show 
relevant data 

– Ex: ignore BIOS events

Example: SPI device traffic
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• SPI protocol parsing provides better interpretation

Example: SPI device traffic

Over 7.2 million SPI events captured
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• During computer boot, large volume of data

• Parse, filter, analyze protocols

• Verify assumptions about resource usage

• This data still needs interpretation

Example: LPC Passive Analysis
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• Active Analysis of an LPC device

• Generate commands to send to ‘loose’ device

• Proof of Concept: communication with Trusted 
Platform Module (TPM)

Example: LPC Active Analysis
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• Trusted Platform Modules

– Monitor how the TPM is being used by software

– Exercise devices to verify specification compliance 
(e.g. use of deprecated commands)

– Observe how drivers use the device

– Help develop custom security drivers.

• User interface also provides hash calculator to 
verify understanding of commands, specifications

Example: LPC device traffic
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Building a TPM Seal Command
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• Prototype LPC / SPI Bus Analyzer 

– Can be extended to parse/exercise more devices

– Flash memory, legacy BIOS, keyboard & mouse, 
USB, Ethernet, etc

• Passive Analysis

– Debugging

– Identifying available functionality

– Analysis of use of system resources

• Active Analysis

– Acceptance testing and verification

– Isolation of a malfunctioning part

– Carefully targeted debugging

Conclusions
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Questions / Discussion


