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Theory Simulation

Experiment

Pillars of science
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Performance models

Miniapps on testbeds

Architecture simulators



Application codes are…

 1M+ SLOC, written using

 MPI + Fortran/C/C++ (+ OpenMP),

 depend on multiple tpls,

 execute on multiple generations of machines from 

multiple vendors,

 capture the work of generations of scientists, and 

are

 getting mission-driven work done today!



Miniapps enable exploration
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Focus Proxy for a key app performance issue

Intent Tool for codesign: output is information

Scope of change Any and all

Size K SLOC

Availability Open source (LGPL)

Developer/owner Application team

Life span Until its no longer useful

Related: 

Benchmark Output: metric to be ranked.

Compact app Application relevant answer.

Skeleton app Inter-process comm, application “fake”

Proxy app Über notion



Notes

 Goal is to tune application, not miniapp.

 Assessing the predictive capabilities of miniapps
 http://www.sandia.gov/~rfbarre/PAPERS/Miniapp_v
v_SAND.pdf

 Methodology informed by experimental V&V

 Building up body of evidence.

 Recognition of measurement intrusion. 

 Trinity procurement using miniapps:
 http://www.nersc.gov/systems/trinity-nersc-8-
rfp/draft-nersc-8-trinity-benchmarks/
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Mantevo project
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Miniapp

CloverLeaf/CleverLeaf Compressible Euler eqns on Cartesian grid, explicit, 2nd order

CoMD Molecular dynamics, mimics SPaSM.

HPCCG Conjugate gradient solver

miniFE Implicit finite element solver

miniGhost/AMR* FDM/FVM explicit

miniMD Molecular dynamics (Lennard-Jones)

miniSMAC2D Finite-differenced 2D incompressible Navier-Stokes

miniXyce SPICE-style circuit simulator

mini”Aero”** tbd

miniContact** Solid mechanics

miniExDyn-FE Explicit Dynamics (Kokkos-based)

miniITC-FE Implicit Thermal Conduction (Kokkos-based)

miniWave** Lagrangian FEM for the hyperbolic wave equation

GraphApp** Data analytics

PathFinder* Data analytics

*in admin
** in development

Version 2.0



Snapshot of Technologies

MPI Intrins. CUDA OpenAcc OpnCL
Kokkos
Array

Cilk+

OpenMP

TBB
ArBB/CE

AN
qthreads pthreads

MKL/Ma
th Lib.

Adv. 
Lang.

DSLs

DP TP

NVIDIA (GPU) ?

AMD (CPU) ?

AMD (APU) ? ?

Intel (CPU) ?

Intel (MIC) ?

IBM (BG) ? ?

ARM ?

miniFE

miniMD

miniGhost

LULESH

S3D

CoMD

Vectorization
ThreadingNode Level Future Languages



Impact of memory speeds, on 
Charon and miniFE.
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MC: AMD Opteron Magny-Cours
Neh: Intel Xeon Nehalem 

FEA Solver



Revisiting halo exchange strategies
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num_vars

do i = 1, num_tsteps

end do

do j = 1, num_vars

end do
compute 

Multi-
MBytes

CTH : Eulerian Multi-material modeling application.

• 3-d, finite volume, stencil computation.

• BSP with message aggregation (BSPMA).

• miniGhost Mantevo miniapp configured as proxy.



CTH and miniGhost
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CTH and miniGhost
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Profiling shows that computation time remains constant, 
but need more experiments to make stronger claim.



Alternative inter-node strategy : 
Single Variable Aggregated Faces (SVAF)
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Future architectures : less global bandwidth proportional 
to msg injection rate and bw

end do

compute

do i = 1, num_tsteps

do j = 1, num_vars

end do



SVAF performance
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Cielo Chama



Summary

 Concrete steps can be taken to preparing applications for 

what we see impacting exascale computation.

 These steps lead to stronger performance on current and 

emerging architectures.

 Miniapps and testbeds enable a tractable means for exploring 

these issues.

 Mailing lists: http://mantevo.org/mail_lists.php

On-going work

 Intel φ, Kepler, ARM, XC, Tilera, Xeon, Opteron, …

 Revolutionary programming models, languages, mechanisms 
15
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