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The modern power grid is a complex and dynamic system that relies on both distributed and centralized controls. 
When large generation and load complexes are separated by long transmission lines, the propensity for complex inter-
area oscillations increases. These oscillations have been identified as a hazard for utility systems since they may cause 
damage to equipment or restrictions on power flows over select transmission lines. In previous work, active damping 
methods have been investigated that include power modulation between areas using energy storage or high voltage dc 
transmission (HVDC). More recently, the latter approach has been pursued in the western interconnection due to the 
availability of existing infrastructure, specifically the Pacific DC Intertie (PDCI). Unfortunately, the HVDC damping 
scheme only allows the modulation of power between two buses, providing limited controllability over certain oscillatory 
modes, such as those oriented more or less perpendicular to the PDCI. In this paper, the benefits of adding additional 
energy storage to improve controllability are highlighted through analysis and simulation, including an official base case 
for the western North American Power System (wNAPS).
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INTRODUCTION

Damping of inter-area oscillations in the western 

North American power system (wNAPS) has been the 

subject of research and development for over three 

decades. Several approaches have been considered, 

including tuning of power system stabilizers using a 

local frequency measurement, modulation of static VAR 

compensators for damping control [1]-[2], thyristor 

braking [3] and series impedance modulation [4]. 

Most recently, there has been increased attention 

on the use of Pacific DC Intertie (PDCI) modulation 

and/or energy storage based damping controllers that 

modulate power at two locations [5],[6]. The PDCI 

modulates power flow between the Celilo plant in 

northern Oregon and Sylmar in Southern California. 

Based on previous work, there is strong evidence that 

this system will be effective at damping inter-area 

oscillations if a component of power modulation is a 

function of the difference in measured frequencies at the 

two locations. In addition, by utilizing existing PDCI 

infrastructure, the cost of expensive energy storage 

hardware is avoided. Unfortunately, this transmission 

system is static; it cannot be easily adjusted later to 

improve damping control. In addition, aside from 

electrical losses, the power sourced/sinked at Celilo is 

roughly equal to that sinked/sourced at Sylmar. In 

contrast, the location of energy storage based damping 

controllers is flexible and control gains can be adjusted 

separately at each installation; however, investigations 

have thus far focused on pairs of nodes with equal and 

opposite power modulation.

In this paper, we consider a damping control 

scheme that includes HVDC and energy storage based 

components, thus allowing for power to be modulated at

more than two areas. In particular, a three node 

approach is considered herein and shown to provide 

superior controllability of certain oscillatory modes. The 

value of having greater than two nodes is illustrated 

using two simple Matlab simulation examples, and a 

practical implementation is investigated through 

simulation of a Western Electric Coordinating Council 

(WECC) developed base case (using General Electric’s 

Positive Sequence Load Flow (PSLF) simulation 

software).

BACKGROUND

     In this section, background is provided on inter-area 

oscillations in the wNAPS, and an introductory model is 

given with respect to a two-area system.

Inter-Area Oscillations

Inter-area modes are described by frequency and 

shape. Several low frequency oscillation modes in the 

wNAPS have been identified, including [7]

• “North-South A” mode, nominally near 0.25 Hz

• “North-South B” mode, nominally near 0.4 Hz

• “East-West” mode, nominally near 0.5 Hz;

• “BC” mode, nominally near 0.6 Hz;

• “Montana” mode, nominally near 0.8 Hz

After a stimulus to the system, mode shape is 

determined by observing the phase relationship 

between generators at the specified frequency [8]. 

Figure 1 illustrates the mode shape for the “North-South 

B” mode in the wNAPS, shown here at 0.37 Hz, as 

determined through simulation using a numerical 

simulation package called Positive Sequence Load Flow 

(PSLF). The red and purple dots indicate key generators 

that are oscillating against one another. As can be seen 

in the map, generators in the northwest US and British 

Columbia are oscillating against generators in the 

southwest US and Alberta.
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Figure 1: North-South B mode shape in the wNAPS; red and 

purple dots are out of phase; diameter indicates amplitude of 

oscillation

Two-Area System Example

In much of the literature, discussion and analysis of 

inter-area oscillations is presented first using a two-area 

system. A simple formulation is presented here. 

For a linearized composite power system model, 

each area is modeled by a collective inertia M and a 

damping coefficient D and a tie-line is included linking 

the two areas [9]. The resulting small-signal dynamics of 

a two area system with transmission are modeled here 

by the following fourth-order system 
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where 21 ,   are the collective generator speed 

deviations from nominal for areas 1 and 2, 21 , MM are 

the area inertia constants, 21 , DD are the damping 

coefficients, 21 , PP  are deviations in power balance 

(generation minus load) and 12T is the synchronizing 

torque coefficient identified at the specified operating 

point and defined as follows [9]

 
12

201021
12

cos

X

VV
T

 
 (2)

where 12X is the impedance of the transmission line 

connecting the two areas, 21,VV are the line voltages of 

the two buses and 2010 , are the relative rotor angle at 

the specified operating point. It is noted in this model 

that 21 , MM have units of seconds, 2010 , are in 

radians and all other quantities are in per unit.

     Equation (1) has the familiar linear system form 

BuAxx  where  Tx 2211   is the 

system state and the inputs  TPPu 21  act as 

disturbances to the system, and the response of the

system to these disturbances is governed primarily by 

the eigenvalues of the A matrix. It is noted that this 

model is greatly simplified and used here only for 

illustrative purposes and does not include models for 

certain elements necessary to a practical system, such 

as droop control and speed governing.

To aid in visualizing the linked dynamical response 

of the two areas, it is helpful to consider, as an analogy, 

a pair of mass-spring-damper systems linked by a 

spring between the two masses. See Figure 2. The 

force of the spring between the two masses works to 

align the position of the two masses just as 

synchronizing torque works to synchronize electrical 

angle (and thus rotor positions). The green arrows are 

indicative of corrective forces that might be applied by 

an external regulator, such as a damping control 

system.

Figure 2: Oscillations in a two-area system may be visualized as 

oscillations in two mass-spring-damper systems

ACTIVE DAMPING USING POWER MODULATION

     In this section, damping control schemes based on 

energy storage and HVDC power modulation are 

presented.

Damping Controller based on Energy Storage

     To mitigate the severity of inter-area oscillations, a 

damping control scheme has been proposed that 

modulates real power at key buses in each area based 

on the difference in frequency sensed in each area. 

Specifically, information about each area frequency is 

transmitted to the local controller and the controller in 

the other area. See Figure 3 [6].

     Using an energy storage system capable of sourcing 

or sinking power, the power delivered to the respective 

bus is given by the following

    delaydd TtftfKP  211 (3)



    delaydd TtftfKP  122 (4)

where 21 , dd PP are the powers delivered by the 

respective damping controllers in megawatts (MW), dK

is the damping gain, often designated in MW/Hz or 

MW/mHz, 21 , ff are the system frequencies in Hz and 

delayT is the network latency (in seconds) [6]. In this 

implementation, the local frequency is attained through 

local measurement at the point of common coupling.

Figure 3: Energy storage based damping controller architecture 

for two-area system

     To incorporate this control into the model of (1), the 

damping gain must instead be represented in per unit.

In addition, it is convenient to neglect the time delay for 

clarity. Thus, neglecting time delay and designating the 

per unitized damping gain as dK , the damping 

controller may be incorporated into (1) as follows
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For an exemplary system with parameters given in 

Table 1, Figure 4 illustrates the effect of dK on the 

poles of the system defined by (5). Specifically, 
oscillatory modes are indicated by pole-pairs with 
imaginary components. The damping coefficient of the 
mode is greater for pole-pairs having more negative  
real-valued components in relation to the imaginary 

component. In this example, dK is increased from 0.0 to 

0.50 per unit, causing the poles to move left in the 

imaginary plane (more negative real parts), which 
indicates increased damping.

Table 1. Parameters used for Two-Area Example

Description Parameter Value

Area  inertias 21 MM  6 sec

Area damping
coefficients 21 DD  1.2

Synchronizing 
Torque 
Coefficient

12T 3.132

Damping Gain dK 0.0-0.5

     To demonstrate the effect of the damping controller 
on the time-domain response, the system described by 

(5) and Table 1 was simulated for different dK values 

using the Matlab ode solver ode45. Specifically, at t=5 
seconds, 1P was stepped from 0.0 to -0.01 and then 

back down to 0.0 at t=7. This represents a momentary 
1% increase in load. The result is a ring-down event 
shown in Figure 5; therein, the units are given in mHz. 

Without damping, 0dK , the inter-area oscillation 

magnitude is above 25 mHz for 20 seconds after the 

stimulus. With the damping control at 5.0dK , the 

oscillations decay more quickly and the amplitude does 
not rise above 25 mHz beyond 10 seconds following the 
stimulus.

Figure 4: Eigenvalues for example two-area system with dK

increasing from 0.0 to 0.50 per unit.

Figure 5: Time domain simulation of two-area model, showing
effect of damping on inter-area oscillation



Damping Controller based on HVDC Transmission

     The approach employed in HVDC transmission is 

similar in principle to that presented for energy storage. 

To mitigate inter-area oscillations, an additional power 

flow is computed as a function of the difference in 

frequency between the two areas and superimposed

onto the scheduled power flow. In particular, the Pacific 

DC Inter-tie (PDCI) is an existing HVDC system with a 

high capacity, and it is currently being investigated for 

damping control. 

    There are three distinguishing limitations to HVDC 

based damping control; these include

(1) Power flow can only be modulated between 

two nodes

(2) The power flow must be symmetrical (aside 

from the effect of transmission efficiency)

(3) There are a limited number of existing systems 

to exploit for damping applications

Using an HVDC transmission system, the power 

delivered to the respective bus is given by the following

    22111 delaydelaydd TtfTtfKP  (6)

    11222 delaydelayHVDCdd TtfTtfKP   (7)

where the static power flow is defined from bus 1 to bus 

2, 1HVDC is the efficiency, and the controller attains 

frequency information from each bus over a network 

with latencies 1delayT and 2delayT (in seconds) 

respectively. 

DAMPING OF MULTIPLE AREAS

As illustrated in the previous section, inter-area 

oscillations can be mitigated through the addition of a 

two-node damping control system that modulates power 

in each area in response to the difference in frequency 

(or generator speed). This approach is straight forward 

when there are two areas oscillating against one 

another. As will be illustrated here, with a simple three-

area example, a two-node implementation can be

insufficient in some scenarios as it can lack 

controllability of an oscillatory mode.

Three-Area System Example

The system presented in (1) is easily expanded to 
represent a three area system. In this case, there are 
three inertias, three damping coefficients and three tie-
lines connecting the three areas. In this implementation, 

two feedback gains are used 1dK and 2dK . The gain 

1dK specifies the damping gain between areas 1 and 2 

while 2dK specifies a control effort only in area 3 in 

relation to 1 and 2. The resulting system model is given 

by BuAxx  with inputs  TPPPu 321  state 

 Tx 332211   and A and B 

matrices given by (8) and (9). All parameters are defined
in Table 2.
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Table 2. Parameters used for Three-Area Example

Description Parameter Value

Area inertias 21 MM  6 sec

- 3M 7 sec

Area damping
coefficients 21 DD  1.2

- 3D 1.0

Synchronizing 
Torque 
Coefficients

12T 3.929

- 13T 3.297

- 23T 2.498

Damping 
Gains 1dK 0.0-0.5

- 2dK 0.0-1.0

Figures 6 and 7 show a pole-zero plots as the 

respective gains are adjusted; therein two oscillatory 

modes are seen close in frequency.  As 1dK is 

increased, only one pair of poles moves to the left; the 

other pair is not greatly affected. Likewise, as 2dK is 

increased, the second pole-pair is damped, but the first 

is not affected. This is further investigated through time-

domain simulation as in the two-area example. Area 1 is 

stimulated by the same disturbance applied to 1P as in 

the previous example and the differences in area 

frequencies are observed in Figures 8 and 9. 



Figure 6: Eigenvalues for example three-area system with 1dK
increasing from 0.0 to 0.50 per unit.

Figure 7: Eigenvalues for example three-area system with 2dK
increasing from 0.0 to 1.0 per unit.

Figure 8: Time domain simulation of three-area model, showing

effect of damping on different oscillatory mode

Figure 9: Time domain simulation of three-area model, showing 
effect of damping on different oscillatory modes

In particular, as 1dK is increase from 0.0 to 0.5, one 

sees in Figure 8 that the oscillation between area 1 and 
area 2 is decreased. Counter-intuitively, one sees in 
Figure 9 that the oscillation between area 3 and the rest 
of the system appears initially to get slightly larger in 
amplitude; though, it does not appear to decay any 
faster after the first 2 cycles. This is believed to be due 
to interference between the two modes which are close 
in frequency. As the first mode is damped out, it no 
longer interferes with the second mode, and the 
amplitude appears slightly larger just after the stimulus. 

As 2dK is increased, it is seen in Figure 9 that the 

oscillation between area 3 and the rest of the system is 
now reduced, but there is little additional reduction to 
the oscillation between areas 1 and 2.      
     The above results indicate a controllability issue and 
suggest that damping between area-pairs may be 
insufficient to address all the oscillatory modes in a 
practical system.

SIMULATION RESULTS IN PSLF

In this section, a three-node damping control scheme 
that utilizes both the PDCI and energy storage is applied 
to a dynamic model developed by the Western Electric 
Coordinating Council (WECC) to represent a scenario in 
the western North American Power System (wNAPS). 
Specifically, a WECC-developed base case representing 
a lightly-loaded wNAPS in Spring 2022 was considered. 
In this model, the PDCI power flow was directed from 
Celilo to Sylmar. For this study, the model was 
augmented to include PDCI damping as well as an 
energy storage damping node in Ault (near Denver). 
See Figure 10. In this configuration, the dynamics of the 
grid are believed to behave similar to that of the three-
area system described earlier. These areas are 
encircled in Figure 10 in the North around Celilo, the 
South around Sylmar and in the East around Ault.

Figure 10: Map of the wNAPS with key locations indicated for 

this study

To further illustrate the damping control scheme, the 
mass-spring-damper system analogy is extended here 
to represent a three-area system; see Figure 11. 



Figure 11: The mass-spring-damper analogy is extended in this 

illustration to a three-area system

The power delivered by the damping control nodes in 
this study is equivalent to the following 
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where  91.0PDCI is the efficiency of the PDCI 

transmission circuit, 1dK is the damping gain applied to 

the PDCI and 2dK is the damping gain applied to the 

energy storage unit in Ault. In this study, the sets of 
gains were considered:

 No damping:    MW/mHz0,0 21  dd KK

 PDCI damping:    MW/mHz0,6 21  dd KK

 PDCI & ES damping:    MW/mHz6,6 21  dd KK

For each case, the system was simulated using Positive 

Sequence Load Flow (PSLF) for 30 seconds. At t=5 sec, 

an oscillatory response was stimulated using the Chief 

Joseph Brake in Washington, which provides an 

momentary increase in load and stimulates a ring down 

response in the grid model.

        As in the three-area model described earlier, the 

WECC model has distinct modes; in this case, these are 

believed to be primarily composed of the North-South B 

mode and the East-West mode. For this paper, these 

modes are visualized by analyzing speed differences 

between generators. In this study, the East-West mode 

is observed by looking at the speed difference between 

the average of Raw Hide and Craig Station and the 

average of Palo Verde and John Day. The North-South 

modes is observed by looking at the difference between 

Palo Verde and John Day.

    When 1dK is increased from 0 to 6 MW/mHz, Figure 

13 shows that the PDCI-based scheme dampens the 

North-South B oscillation. However, Figure 14 indicates 

that the East-West mode appears to oscillate with 

greater amplitude than in the no damping case. 

However, when the energy storage damping control is 

engaged, by increasing 2dK from 0 to 6 MW/mHz, the 

ring-down responses indicate improvement in damping 

the East-West mode using the third energy storage 

damping node.

Figure 13: Time domain simulation of WECC-developed model, 

showing effect of damping on North-South mode

Figure 14: Time domain simulation of WECC-developed model, 
showing effect of damping on East-West mode

To illustrate the value of the additional energy storage 
node, two generator speed errors, for Raw Hide and 
Craig Station, are shown in Figure 15. These errors in 
generator speed indicate additional stresses on 
equipment in response to a stimulus thousands of miles 
away in the grid. With PDCI-based damping, the 
oscillations actually increase in amplitude, which defeats 
the purpose of the control. However, with the additional 
energy storage node, the generator response is greatly 
mitigated.

Figure 15: Time domain simulation of WECC-developed model, 

showing effect of damping on select generator speed errors

     In this 2022 basecase, much of the conventional 
generation has been displaced by renewables reducing 
system inertia and thus reducing the frequency of 
certain modes. In this case, the North-South B mode 



and East-West mode are closer in frequency than the 
nominal values, and it is believed that they are 
interfering destructively. When the PDCI damps the 
North-South B mode, the East-West mode is better 
expressed in the time domain. However, the energy 
storage based damping control has greater 
controllability of the East-West mode; engaging it along 
with the PDCI-based approach allows both modes to 
mitigated.

CONCLUSIONS

     In this paper, the benefits of using both energy 

storage and high voltage DC transmission have been 

discussed. In particular, the PDCI has recently been 

considered for implementing damping control. The 

approach exploits existing infrastructure, but the PDCI is 

static and only modulates power between a pair of 

nodes. This system may not allow adequate damping of 

all oscillatory modes. Through the use of additional 

energy storage nodes, a multi-node damping control 

scheme may be realized to improve damping of several 

modes. The benefits are illustrated herein using Matlab 

simulations, and the applicability of the approach is 

demonstrated through simulation of the wNAPS in 

PSLF.

FUTURE WORK

     In future work, a more generalized analysis will be 

developed for formulating the damping control system 

as a multiple input multiple output (MIMO) system. 

Using this formulation, control gains may be determined 

optimally using methods similar to quadratic regulator 

control design. In particular, preliminary results of this 

approach reveal that symmetrical power modulations, 

and thus symmetrical gains, are in fact not indicated 

unless the corresponding inertias and damping 

coefficients of the areas are identical. 

     Finally, implementations will be investigated that 

include HVDC and energy storage co-located at a single 

node. This approach would allow for unsymmetrical 

modulation (different gains at each end of the HVDC) 

while utilizing existing infrastructure and thus minimizing 

the size of the energy storage hardware needed. 
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