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Abstract—Identifying checkpoint size as a significant
factor in checkpoint/restart performance, in this work we
evaluate the limits of a compression-based checkpointing
technique and put the performance of this method into con-
text by comparing against other hardware- and software-
based techniques. Using a model-based approach, we ex-
plore the feasibility and potential impacts of additional
compression and speed improvements to compression algo-
rithms and show that such enhancements may not lead to
performance improvements. We also compare compression
against a number of software and hardware approaches,
showing that it can outperform incremental checkpointing
but that the greatest checkpoint performance is realized
when both techniques are used together. This combination
can perform within 20% of an optimal hardware-based
approach without requiring additional costly non-volatile
local storage and can outperform hardware-based solutions
in terms of work done per dollar spent.
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I. INTRODUCTION

In high-performance computing (HPC),
checkpoint/restart is the prevailing approach for
application fault-tolerance. Today, the largest HPC
systems comprise of millions of cores and tens of
millions components. As we approach the exascale
computing era, we expect orders of magnitude
increases in core counts. In these extremely large-scale
environments, a confluence of issues including decreased
mean time between failures (MTBF), increased I/O
pressures and increased checkpoint/restart overheads
have raised concerns about the continued viability of
checkpoint/restart-based fault tolerance [1], [2].

Researchers have shown data compression to be an ef-
fective method to decrease checkpoint/restart overheads
[3], [4]. In this work, we seek a better understanding of
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checkpoint compression and the performance impacts of
compression factor, compression speed, and I/O commit
rate. In addition, we place the performance of this
technique in context with other checkpoint optimiza-
tions. In particular, we wish to understand: (1) whether
checkpoint-data-specific compression algorithms offer
better compression than standard text-based utilities,
(2) whether faster running compression algorithms offer
better overall application performance, (3) how check-
point compression performs when used in conjunction
with other checkpoint optimizations, (4) how check-
point compression compares against other hardware and
software-based optimizations, ,and (5) whether the best
performing hardware/software checkpointing methods
when considering performance from a time to solution
or monetary

We attempt to answer these questions using current
system parameters as a guide, while being conscience of
how new potential technologies might change the impact
of checkpoint compression going forward. In addition,
we use information theory along with knowledge from an
application-level checkpointing library to evaluate stan-
dard compression utilities. Using previously published
performance data and a checkpointing model [3] based
on Daly’s higher order checkpointing model [5], we
analyze the impact of compression speeds and compres-
sion performance. We then compare the results of this
software compression solution with that of a number
of state-of-the-art hardware and software checkpoint-
ing solutions. Finally, we use these results to evaluate
checkpoint compression performance alongside other
hardware-based checkpoint/restart optimization. Based
on these studies we demonstrate that:

o There is not sufficient improvements possible to
motivate checkpoint-specific compression utilities.
Current text-based algorithms perform close to a
theoretical optimal



o Increasing compression speeds leads to marginal
performance improvements on current systems.

e As checkpoint commit bandwidths increase im-
provement from checkpoint speed increases. How-
ever, even at a factor of 4k increase in commit
bandwidth and 100 times faster compression speeds
results in a less than 15% increase in application
efficiency.

o Compression performs better than an optimal incre-
mental checkpointing approach without any knowl-
edge of the application data

o Composition of both compression and incremen-
tal checkpointing leads to further performance in-
creases.

o Hardware-based checkpoint optimizations are more
efficient that software-based methods.

o However, compression plus incremental check-
pointing can perform within 20% of a state-of-the-
art hardware/multi-level checkpointing techniques.

o Considering performance from a monetary perspec-
tive, compression plus incremental checkpointing is
the most cost efficient method and produces the
most amount of work per unit price as long as per-
node procurement costs are kept low.

The organization of the rest of this paper is as
follows: after a discussion of related checkpoint/restart
research in the next section, we detail our methodology
including our software chain and modeling techniques
in Section III. In Section IV and Section V, we present
our studies of the impact of compression factor and
compression speed respectively. In Section VI, we com-
pare checkpoint compression against other hardware and
software based checkpoint optimizations and present the
cost efficiency comparison of hardware and software
based methods. We conclude in Section VII with a
summary of our results and insights.

II. BACKGROUND AND RELATED RESEARCH

Checkpoint/restart protocols [6] periodically commit
process state to stable storage devices. When failures
occur, a new process can be recovered to the intermediate
state captured in the failed process’ most recent check-
point — thereby reducing lost computation. Checkpoint
optimizations can be classified broadly into two cate-
gories. The first category includes protocols that hide or
reduce (perceived) checkpoint commit latencies without
actually reducing the amount of data to commit. These
strategies include concurrent checkpointing [7], [8], disk
less or multi-level checkpointing [9]-[11], remote check-
pointing [12], [13] and checkpointing filesystems [14].

The second strategy focuses on reducing the volume
of checkpoint data. These strategies include memory

exclusion [15], incremental checkpointing [16]-[21] and
checkpoint compression [3], [4], [22]-[25]

Many recent studies, including this one, have focused
on the later—volume reduction strategies for two main
reasons. First, latency hiding strategies do not allevi-
ate resource contentions. For I/O intensive applications,
generally increasing pressures on 1/O substrates make
this a major issue. In fact, such contentions can make
it hard to hide the perturbation that checkpoint commits
can have on application performance. Furthermore, tech-
niques like concurrent checkpointing are seldom used in
practice due to the complexity and required applications
modifications.

The second reason follows from the observation that
checkpoint data volume appears to be one of the few
relevant factors over which users have direct control.
A first order approximation of the optimal checkpoint
interval is:

\/2 * MTBFsyS * latcommita

where MTBF,, is the system mean time between
failures, and lat.ommi+ 1S the time to commit a check-
point [26]. Therefore, %Wi approximates the
fraction of system time lost due to checkpoints and
restarts. latcommit = % [27] where ||ckpt|| is
size of checkpoint and ﬁd:p: is the checkpoint commit
bandwidth. Generally, MTBF,,, and Bc,: are fixed
and based on hardware technologies, leaving ||ckpt|| to
be our focal point.

III. METHODOLOGY AND TOOL CHAIN

To have a better understanding of the impacts of the
different parameters of checkpoint compression namely
compression factor, compression speed and I/O commit
rate, we modeled checkpoint compression performance
with hypothetical improvements to these parameters.
Figure 1 depicts our approach for executing this study
as well as the set of tools that we use. First, we collect
checkpoint compression performance data using a set
of applications, checkpoint libraries and compression
utilities. Second, we use an extension of Daly’s model
for checkpoint/restart performance that integrates check-
point compression to compute application performance
based on our observed compression data. Last, we use
the output from this performance model to compute the
overall efficiency and answer the following scenarios

o The maximum possible improvement in application
efficiency due to compression factor. Discussed in
detail in Section IV.

o Impact on application efficiency due to faster or
slower compression algorithm. Section V has the



details of our finding.

o Comparison of application efficiency and cost ef-
ficiency between our approach and other software-
hardware based approach. We present our approach
and results in Section VI.

In the rest of this section we describe our tool chain
and the two models that we used to perform our study
in detail.

A. Compression Performance Data Collection

The majority of our checkpoint compression perfor-
mance data collection was performed as a part of a
previous study [3] and used the following setup:

o Applications: We performed our experiments with
a set of mini applications from the Mantevo
Project [28] namely HPCCG, pHPCCG, phdMesh
and miniFE along with LAMMPS [29], a key
simulation workload for Department of Energy.

o Checkpoint Libraries: We used BLCR [30] as
our system level checkpoint library to generate
checkpoints at a small interval uniformly distributed
over application runs. We also used LAMMPS’
capability of generating checkpoints and generated
checkpoints using this application-specific check-
pointing method.

+ Compression Utilities: We chose popular text com-
pression tools from linux’s software stack, for ex-
ample: parallel bzip [31], bzip, zip [32], rzip [33],
7zip [34], etc.

The compression performance results we previously
collected [3] are summarized in Table 1.

B. Application Performance Model

Previously [3], we created a performance model based
on Daly’s higher order model [5] to project the time
to solution for an application using checkpoint/restart
and compression. Daly’s model assumes node failures
are independent and exponentially distributed and takes
as input: the mean time between failures (MTBF) for
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Fig. 1. Our Methodology: Empirically collected checkpoint compres-
sion data is input to an extension of Daly’s Model. The results are
used to compute application efficiency.

the system, the checkpoint commit time, the checkpoint
restart time, the number of nodes used in the application
and the time application would take to complete in a
failure-free environment with no checkpointing . For the
checkpoint commit time, this model includes the time to
compress the checkpoint image as well as the time to
write this compressed image to stable storage. Similarly,
on restart we included the time to read the compressed
checkpoint image and perform the decompression step.

We extended this model to integrate incremental
checkpointing as well. As such, the model takes two
additional parameters. The first new parameter specifies
the size ratio of an incremental checkpoint to a full
checkpoint. We assume that approximately the same
fraction of the address space changes between each
checkpoint. This assumption is based on the results of a
previous incremental checkpointing study [21].

The second new parameter, the number of incremental
checkpoints taken before taking the next full checkpoint,
reflects the periodic desire to take full checkpoints.
Increased recovery latencies and increased storage costs
are two factors that motivate the desire for periodic full
checkpoints. If an application fails and is recovered from
the i*" incremental checkpoint after a full checkpoint,
additional overhead is required to either coalesce the
full checkpoint and the ¢ increments or to recover
the full checkpoint and iteratively recover the state in
each increment. Incremental checkpointing necessarily
increases storage costs since it requires maintaining a
full checkpoint as well as subsequent increments. If
each increment is on average 1/s the size of the full
checkpoint, after s increments, storage costs would have
doubled. We use Naksinehaboon et al’s derivation of
the optimal number of increments n between two full
checkpoints as: n = [4c/ 57 commit — 1|, where ¢ is the
size of a full checkpoint and r¢mmi 15 the rate a file
can be committed to stable storage [35].

For simplicity we assume that taking incremental
checkpoints and reconstructing a checkpoint from the
increments will be free and not incur additional costs.
There are a number of techniques, such as concurrent
coalescing, that make this assumption possible.

C. Application Efficiency

Application efficiency is the ratio of an application’s
time to solution when the application is using some
fault-tolerance mechanism to recover from failures as
they occur to the application’s time to solution as-
suming perfect conditions: no failures and, therefore,
no need for any fault tolerance mechanisms. We use
this simple calculation to compare the effectiveness of



Tool | App. Factor | Comp./Decomp. Speed (MB/s) | Ckpt Bandwidth (MB/s) |
pbzip2 | HPCCG 91.55 23.74/396.06 41.01
pbzip2 | PHPCCG 93.86 22.75/432.85 40.57
pbzip2 | MINIFE 80.91 57.90/228.28 74.74
pbzip2 | PhdMesh 86.16 84.56 307.00 114.25
pbzip2 | LAMMPS | 43.29 44.15/129.90 28.52
Zip HPCCG 86.21 61.77/151.58 75.67
Zip PHPCCG 88.49 67.98/156.63 83.90
Zip MINIFE 68.56 38.11/94.71 37.27
Zip PhdMesh 81.25 59.39/121.38 64.80
Zip LAMMPS | 41.48 27.60/105.25 18.14
TABLE 1

A SUMMARY OF OUR PREVIOUS CHECKPOINT COMPRESSION PERFORMANCE DATA.

different fault tolerance configurations: in the context of
checkpoint/restart, the higher an application’s efficiency,
the greater the time spent executing the application’s
intended computation and the less the time spent taking
checkpoints, recovering from failures or re-doing any
lost computation due to failures.

IV. THE IMPACT OF COMPRESSION FACTOR

As we described in Section II, checkpoint data vol-
ume reduction is arguably the most significant user-
controllable factor that impacts checkpoint-restart perfor-
mance. Therefore, an important question is what are the
limits of checkpoint data volume reduction via compres-
sion. A secondary related question is whether it is worth
considering compression algorithms that specifically tar-
get checkpoint data. In this section, we provide novel
insights into these questions by using information theory
to theorize about the compression performance of off-
the-shelf utilities and evaluate the additional impact of a
custom algorithm that achieves optimal compression. In
this discussion we will use the metric compression factor
which is the inverse of the compression ratio, therefore
higher compression factors are higher performing.

A. An Application-specific Case Study

Based on the data in Table I and our previous work [3],
we focus on checkpoint/restart for the LAMMPS appli-
cation. LAMMPS exhibits the poorest checkpoint com-
pressibility and, hypothetically, the greatest opportunity
for improvement for all the applications tested. We
use knowledge of the LAMMPS on-disk checkpoint
format to translate application-specific checkpoint data
into its composite data elements. Using this, we compute
the entropy of LAMMPS checkpoints using Shannon’s
information theory [36].

Shannon’s theorem tells us the minimal number of
bits needed to represent a certain amount of information.
Using our understanding of the LAMMPS checkpoint
format, we calculated a frequency distribution for the
values in the checkpoint file. We calculated this distribu-
tion in a representation independent way; for example,
the double 0.0 is interpreted to be the same value as
the integer, 0, as they contain the same information.
Using this frequency distribution, we then calculated the
entropy of this newly created “checkpoint language” for
LAMMPS checkpoints. This entropy calculation gives
us a minimal encoding.

Table II shows the results of this minimal checkpoint
encoding. This checkpoint contained about 3.5 million
total symbols of which about 1 million were unique, re-
sulting in an entropy of 10.59 or a theoretically maximal
compression factor of 79.5%. Comparatively, our bzip2-
encoded strings for the same checkpoint (excluding the
bzip2 dictionary and headers, as we do not include
this information in the entropy calculation above) had
a compression factor of 67.6%, a significant difference
in compression performance . Therefore, a hypotheti-
cal optimal checkpoint compression algorithm tailored
specifically for the information contained within it will
compress the checkpoint to 20% of its original size, in
comparison to bzip2, which compressed the checkpoint
to 32%.

Next, we use this LAMMPS checkpoint compression
comparison data to model how LAMMPS performance
would improve with this optimal algorithm that could
better compress its checkpoints. Optimistically, we keep
compression speed constant, assuming that the optimal
algorithm would take no longer to run than bzip2. We
look at three different scenarios, systems with 10K,
50K and 100K total sockets. Figure 2 shows the impact
on application efficiency as compression factor varies,



Total Symbols | Unique Symbols | Entropy | Optimal Compression Factor | Bzip Compression Factor
3,584,043 1,023,367 10.59 79.5% 67.6%
TABLE 11
COMPARING A THEORETICAL MINIMAL ENCODING WITH BZIP2.
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Fig. 2. Varying compression factor

highlighting our observed compression factor and our
theoretic maximum compression factor. For each of the
three scenarios, we observe that optimal compression
would yield a relatively small increases in application
efficiency — the largest being an additional 7.2% of
efficiency in the 100K socket scenario. Therefore, we
conclude that exploring checkpoint-specific compression
algorithms is unlikely to yield significant improvement
over standard text-based compression algorithms. In fact,
with the expected growth of I/O on future systems, these
differences in efficiencies will further decrease, support-
ing our position that current compression algorithms are
sufficient for future systems as well.

V. IMPACT OF COMPRESSION SPEED

While compression factor likely is the biggest deter-
minant of the performance impact of checkpoint com-
pression, it is still prudent to understand the importance
of compression speed. In this section, we evaluate the
benefits of accelerating our top performing (in terms of
compression factor) algorithm, either using algorithmic
enhancements or hardware technologies, for example,
GPUs.

To explore this question, we used our compression-
enhanced application performance model described pre-

viously. Using the compression performance exhibited
by pbzip2 on phpceg checkpoints (our top performer for
compression factor) as a baseline, we varied compression
and decompression rates in a range from a slow-down
of 100X to a speed-up of 10,000X.

The results, shown in Figure 3, show that a four
orders of magnitude improvement in speed would yield
an insignificant improvement in application efficiency
on current systems. While this is an important result,
it is not so surprising: given current checkpoint commit
rates (based on available per process I/O bandwidth
to checkpoint storage), the time spent compressing a
checkpoint is insignificant to the time spent committing
the checkpoint to stable storage. What is unclear is the
impact of compression speed increases with the expected
I/O bandwidth increases expected in future systems.

Figure 4 shows the increase in application efficiency
as a function of the per-node checkpoint commit band-
width. Similar to previous work in this paper, we assume
a 5 year socket MTBF and use optimal compression
factors. The Y-axis in this is the difference in application
efficiency in the accelerated and non-accelerated case.
For the accelerated case, we assume a hypothetical
compression of 100 times the CPU compression speeds.
These optimal speedups have been observed with care-
fully crafted codes and workloads with GPUs [37]. We
model these overheads for a number of node counts be-
tween 10k and 200k. From this figure, we see that a two
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Fig. 4. Efficiency increase for a number of node counts as a
function per-node checkpoint commit speeds assuming a compres-
sion/decompression speed a factor of 100 greater than what we see on
current systems. The efficiency difference is defined as the accelerated
efficiency minus the efficiency using current speeds

order magnitude increase in compression/decompression
speeds lead to only marginal increases in application
efficiency. This result suggests that the effort involved
in accelerating compression.decompression speeds may
not be worth the performance return.

VI. COMPRESSION AND OTHER OPTIMIZATIONS

Lastly, we put the performance of checkpoint com-
pression in context by comparing against a num-
ber of popular software, hardware, and mixed hard-
ware/software solutions. Also, we investigate the per-
formance of scenarios where checkpoint compression
can be combined with these techniques. More specifi-
cally, we compare checkpoint compression performance
against a software-only, incremental checkpointing solu-
tion, showing performance of the combination of both
incremental checkpointing with compression. We then
compare these software-only checkpointing solutions
against state-of-the-art and considerably more costly
hardware-based solutions: checkpointing to SSDs (solid-
state device) and the multi-level checkpointing solution
Scalable Checkpoint Restart (SCR) [11].

A. Increment and Compression-based Optimizations

First, we use our previously-collected compression
performance data and application performance model
from Section III-B to compare checkpoint methods and
their impact on application efficiency. Based on observed
workloads at Sandia National Laboratories, we again as-
sume each process uses 2GB of memory and checkpoints
L of that memory [21], a five year node MTBF [38]

3
and a per process I/O rate of 1 MB/s. This latter value

was chosen optimistically from a performance study on
Argonne National Laboratory’s 557 TFlop Blue Gene/P
system (Intrepid) [39].

Additionally, we use our best-performing compression
scenario, pbzip on phdmesh, which showed an 86%
compression factor, 84 MB/s compression rate and 307
MB/s decompression rate, and the optimal incremental
checkpointing compression found in [21] (80% com-
pression). An additional assumption in this work is
that incremental checkpoints have similar compression
ratios as the standard full checkpoints. This assumption
has been validated using the incremental checkpointing
library described in [21].

Figure 5 shows these scenarios compared with the
baseline standard coordinated checkpointing and allows
us to make several observations:

1) Perhaps  unsurprisingly, all = combinations
of compression-based and increment-based
optimizations outperform standard coordinated
checkpointing (labeled “baseline” in the figure).

2) Compression yields greater application efficiency
than pure, optimal incremental checkpoint (labeled
“ickpt”). This result is more notable than it may
first appear: our model does not include the po-
tentially high-overhead of the mechanisms used in
incremental checkpoints to detect updated memory
regions or introspective application knowledge.
So in environments where this overhead is pro-
hibitively excessive or application characteristics
unknown, checkpoint compression is a simple so-
lution that can achieve better performance and with
no programmer burden.

3) The combination of compression-based and
increment-based optimizations yields the best per-
formance of these software-only methods.

Therefore, checkpoint compression can dramatically
improve application efficiency on large-scale machines.
Most importantly, this method can be combined with
other checkpoint optimizations to further improve appli-
cation efficiency.

B. Hardware and Multi-level Checkpointing

Next, we compare our checkpoint compression tech-
nique against the performance of two hardware-based
checkpoint optimizations. More specifically, we compare
against a local SSD checkpointing solution [40] and
a multi-level solution(SCR) that uses local and remote
memory, SSDs, a parallel file system, and a software
RAID to ensure reliability [11]. It is important to note
that these hardware checkpointing solutions are consid-
erably more expensive than a software only solution such
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pression and incremental Checkpointing on application efficiency.

as incremental and compression-based checkpointing. In
fact, the device reliability required for the SSD only
solution maybe prohibitively expensive even at smaller
scale as recent studies have shown that in 15% of
failures, the checkpoint cannot be recovered from current
SSD technology [11] and may require a highly reliable
backing store like a parallel file system. Also, the SCR
approach, in addition to using additional hardware, uses
a portion of on-node memory to store checkpoints. This
point is especially important for future extreme-scale
systems; with the dramatic core count increases, we are
moving from a compute-scare environment to one where
we have an abundance of compute cycles but a scarcity
of memory.

Again, we assume each process uses 2GB of memory
and checkpoints % of that memory. We also assume a 5
year MTBF and a per-process I/O rate of 1IMB/s for the
compression and incremental checkpointing case. For the
SSD only case, we assume a 2GB/s checkpoint commit
rate and a 8GB/sec checkpoint read rate. Lastly, for SCR,
we assume a per-process mean checkpoint commit rate
of 211MB/s for both read and write. This mean commit
rate is calculated from [41], where the authors presented
a user-space file system, CRUISE, which dramatically
improve the performance of SCR. The take-away here
is that the per-process checkpoint commit rates of these
hardware based solutions are several orders of magnitude
larger than the software solutions.

Figure 6 shows a comparison of compression with
the hardware-based techniques outlined in this section.
For comparison we also include the efficiency of stan-
dard rollback/recovery to the parallel filesystem shown
previously. From this figure we make the following
observations:
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Fig. 6. Comparison of hardware/multi-level checkpointing techniques
with pure software techniques like compression and incremental check-
pointing

1) Asexpected, the hardware-based solutions perform
significantly better than the software solutions

2) The SSD only solution has nearly 100% efficiency
through the socket count tested, though as pointed
out previously recent work suggests this solution
may not be achievable.

3) The multi-level checkpointing approach which
uses multiple levels of the system storage and
can recover from all observed failures, performs
similarly to an SSD only approach.

4) The optimal software-only approach
(ickpt+compress), though two orders magnitude
slower commit speeds, only performs 20% worse
than the other approaches.

Not shown in this work is the combination of the SSD
and SCR approach with compression. At compression
rates observed on current architectures, these hardware
approaches perform slightly worse with compression.
This is due to the fact that the compression bandwidths
are considerably slower than the commit bandwidths and
the compression step becomes the performance bottle-
neck. At the compression speeds that might be expected
using an accelerator (e.g. a GPU), the combination
of compression with these hardware approaches shows
only marginal (less than 2%) increases in application
efficiency.

Overall, this shows the benefit of this compression
approach. With no application specific knowledge, no
additional hardware, minimal memory overhead, using
standard and freely available compression algorithms,
and using checkpoint commit bandwidths observed on
today’s systems, we can get within 20% of a costly
hardware solution. Compression based approach can



be made to be readily available to existing systems
while for the hardware based solutions we need to
make changes to existing systems and install hardware
to support it. In the next subsection we are going to
present the cost performance analysis for both the
systems.

C. Evaluating the cost of an SSD-based system

In this section, we examine the cost efficiency of these
hardware, software, and mixed methods. As hardware
based approaches require additional storage, we factor
monetary cost and performance for several NAND-based
SSD storage devices and compare this to the cost of
a software only approach. Although these devices have
higher throughput compared to disks drives, they also
have limited write-erase cycles and must be replaced
after a certain number of write cycles. There are three
types of NAND flash technology used in this compar-
ison: Single layer cell (SLC), Multi-level cell (MLC),
and and Three-level cell (TLC). These technologies vary
in both their storage density and write endurance, two
properties with an inverse relationship. Therefore, while
TLC provides cheap storage capacity, it does so at the
expense of durability and may fail after limited numbers
of writes.

To evaluate the costs for the hardware based solutions
in comparison to the top performing software-based
approach (i.e. incremental checkpointing with compres-
sion), we will compare the cost and amount of work
done for two equivalent systems. One of these systems
will be equipped with on-node SSD devices. For both
the systems we will calculate a total of five years of
operational life and assume that the system is completely
utilized (i.e. 100% utilization rate). As the efficiency
for the software and hardware based checkpoint-restart
optimizations are different, the amount of application
work done for a fixed five years of operation will be
different for both systems.

Each node of our hypothetical cluster contains 2
sockets per node, 8 cores per socket, 2GB/core mem-
ory and to support on node storage for checkpoints a
256GB SSD drive per socket. As the price per node of
future systems is expected to vary, we use a per node
price range from $500 to $3000. For both software and
hardware-based approach we will use the same node
configuration with the only difference in performance
due to the SSD device. The type of flash, name, write-
erase cycle number(f,qting) of the SSD drives used for
this study are given in Table III. In addition, the table
contains the number of weeks(t) till the device will be
saturated and the current maximum write-erase cycle

number (fq.) [42]. Based on this configuration data
and the range of per-node prices, we calculate the total
ownership cost per node for five years. We assume that
the the additional energy costs for the SSD devices
are negligible and both type of systems have equal
operational costs. The multilevel checkpointing solution
(SCR) also suffers an additional cost due to on-node
memory used for staging. We will not include this cost
in our calculations.

To quantify the SSD costs, we construct a simple
model to calculate the number of weeks till saturation
of the SSD device.

Scap X f = Nckpt X Nproc X Sckpt X t

where S.qp is the initial capacity of the SSD drive, f is
the write- erase cycle number, 7.k, is the number of
checkpoints being written for the job per week, np oc
is the number of processes writing the SSD, scip: is
the size of the checkpoint and ¢ is the total number of
weeks we can reliably use the SSD. Since we need to
replace SSD after every t weeks, and we are looking for
a five years operational life for our systems, we present
the total cost per node for a SSD-based system as follows

Ci = Cnode t+ 2 x Cssd X [%W

where c; is the total cost for node i, ¢joq4. 1S the price
of a node without the SSD device and c45q4 is the price
of the SSD device. Using the above two equations, we
calculate the total work done w; per dollar for each
node, 7, using the following equation

wXe
ci

w; =
where w is the total work, in our case 5 years of work
hours and e the efficiency of our system.

For a workload of 196000 processes, checkpointing
one third of 2G B of memory per process, we can use
Daly’s model to calculate that the total number of check-
points taken during a week long job is 760. Similar to
our previous discussion, we assume 8 process per socket
and one 256GB SSD per socket and use the efficiency
number presented in the previous subsection- 90.94% for
hardware-based system(SCR) and 71.025% for software-
based approach(compressed incremental checkpointing).
Using this model, we present the comparative costs of
these methods in Figure 7

Figure 7 shows that for lower per-node costs a soft-
ware based approach produces more work per dollar per
node and is more efficient. As the node prices increases,
however, the overhead due to the added SSD hardware



Type Name frating | t(weeks) | Price(USDA) fmaz

TLC Sansung 840Pro 750 474 200 2500

MLC | OCZ Revo drive 3 | 3000 189.5 460 10,000

SLC OCZ Z drive R2 | 100000 6315 4800 100,000
TABLE III

PRICES AND READ-ERASE CYCLE NUMBERS FOR SSD USED IN OUR MODEL

0.4

—TLC(750) —— TLC(2500)
—— MLC(10000) == SLC(100000)

MLC(3000)
Software-based

0.35

0.3

Work done per unit price per node

500 1000 1500

Node Price(USD)

2000 2500 3000

Fig. 7. Comparison of work done per unit price per node for a system
with different types of SSD device compared against software-based
solution. (higher is better).

is amortized and the hardware-based approaches perform
similar to the software based approach. Note, our model
assumes only checkpoint data is written to the SSD
devices and they wear uniformly and perform according
to their specifications. Several studies have shown that
depending on the write patterns, these devices can wear
out significantly faster; in some cases 10-30 times faster
than the device specified rating [43]. This makes our
model optimistic as SSD devices may need to replaced
more often. As a result, the hardware-based approaches
will have additional overheads.

VII. CONCLUSIONS

In this paper, we studied the performance limits
of checkpoint compression and put the results of this
technique in the context of the current state-of-the-
art in checkpointing. Specifically, we used information
theory to show that current compression techniques are
close enough to a theoretical optimal that no differ-
ence in application efficiency will be seen. In addi-
tion, we showed that a dramatic increases in compres-
sion speeds (factor of 100 or more) results in a less
than 15% increase in application efficiency. We showed
that checkpoint compression outperforms another popu-
lar software-based checkpoint optimization, incremental

checkpointing, and a combination of both leads to further
performance increases. Also, we showed that a compres-
sion+incremental checkpointing technique can get within
20% of the performance of the current state-of-the-art
in checkpointing, while not requiring additional costly
non-volatile storage. Finally, we studied the additional
cost of such non-volatile storage devices and showed
that our software-based checkpoint/restart optimization
produces more work per unit cost than the hardware-
based approaches as long as per-node procurement costs
are kept low. A remaining open question we are cur-
rently investigating is the power/energy considerations
of checkpoint compression and their impact on large-
scale systems.
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