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Cyber-Physical System Domains 

Control Network Infrastructure Human 
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Cyber-Physical Systems Analysis 

Goal:  Understand how cyber issues affect physical systems 

Op#ons	
   Complica#ons	
  
Live	
  system	
  tes#ng	
   Severely	
  impacts	
  service	
  

Testbed	
  systems	
   Testbeds	
  are	
  expensive	
  to	
  build,	
  maintain,	
  reconfigure,	
  
and	
  operate;	
  repeatability	
  is	
  a	
  concern	
  

Laboratory	
  scale	
  systems	
  inves#ga#ng	
  
isola#on	
  subsytems	
  

Some	
  issues	
  are	
  only	
  exposed	
  in	
  larger	
  context	
  

Modeling	
  and	
  simula#on	
   Problems	
  with	
  performance,	
  fidelity,	
  and	
  veracity	
  

Slide 4 of 16 



Heterogeneous Systems Simulation 

•  Three levels of abstraction: 
–  Simulated (most abstraction) 
–  Emulated/virtual (partial abstraction) 
–  Physical (no abstraction) 

•  Benefits: 
–  Lower cost (in time and equipment) 
–  Flexibility (rapidly reconfigure) 
–  Replication (experimental repeatability) 
–  Variable fidelity (system- and network-under-test) 
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Virtual Control Systems Environment (VCSE) 
Existing or Near-term Technologies 

(1) Not yet integrated with VCSE, may include diesel 
generators, PV system, breakers, batteries… 
 

Domain Physical Emulated  Simulated 

Control 

PLC, 
SCADA, 

relays, 
historian… 

Virtual SCADA 
server; Soft PLC; 
VMWare ESXi, 

virtual historian… 

RTU model, 
relay model, 

simulated 
ladder logic… 

Network 

Cables, 
firewalls, 
routers, 
NIDS… 

DynaMIPS 
(CISCO router); 

QEMU… 

OPNET (SITL),  
routing model, 

wireless channel 
model…  

Power Grid (1) N/A 

Solar/wind models, 
SimPowerSystems, 

load flow 
software… 
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VCSE	
  Primary	
  Components	
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3 Results and Discussion 

3.1 VCSE Architecture 
The Virtual Control System Environment (VCSE) was designed to use the Simulated, 
Emulated, and Physical components for Investigative Analysis (SEPIA) approach to assess 
security vulnerabilities in Supervisory Control And Data Acquisition (SCADA) systems. It is 
an analytical environment designed to allow researchers to model any and all the aspects of 
SCADA systems mentioned in sections 1 and 2 of this report. Researchers develop and 
integrate simulation models, emulated and virtualized devices, and real physical hardware 
representing various control system elements into combined SEPIA environments. Sandia’s 
VCSE includes commercial-off-the-shelf components, custom physical devices, and 
constructive software components.  
 
While the VCSE project has developed, incorporated and used many tools and modeled 
many systems, VCSE itself is not a tool. Rather it is an environment within which tools are 
brought together to study control systems. In a typical VCSE analysis, modelers use VCSE to 
build a virtual control-system network that represents the key issues of the problem at hand. 
For example, in analyzing particular threat codes, they build virtual control-system models 
that use real (physical) software to represent the cyber portions of the system that the code 
interacts with; and they simulate elements to represent the systems that the threatened 
control-system elements interact with. Conversely, when the threat software under study 
works within the network fabric, the analysts configure systems that produce real network 
traffic, and then they use simulation and emulation to represent those pieces that are 
indirectly impacted. Figure 3 shows the factors or components involved in a VCSE analysis.  
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UMBRATM as the VCSE  
Simulation Framework 

•  Flexible simulation 
engine and framework 

•  Directed graph approach 
•  Integrates physical, 

cyber, and behavioral 
elements at variable 
fidelity in a 3D 
environment 

•  Regularly works the 
range of S-E-P 
environments 

•  C++ modules 
•  Scripting interface 
•  XML configuration 

9
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Rogue Software System Simulation

VCSE

Simulation

Framework

• Coordinates the simulation

process

• Provides network “glue” for all

the components

• Provides visual insight to the

simulation

• Library of simulation devices

Operated in both

analysis and

demonstration modes
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Figure 5:  VCSE model arranged along three-layer physical, control and network topology  

 
VCSE simulation models are developed using the VCSE-SF. Model execution is centered on 
a discrete event simulation (DES) engine. VCSE-SF models control-system infrastructures 
based on the three-layer physical, control, and network topology. It integrates disparate 
modeling and simulation capabilities across the VCSE-SF boundary through a software plug-
in architecture. In addition, it can interface with external models through VCSE-SF-based 
network proxy interface modules (a.k.a., class instances). Generally, VCSE-SF was designed 
to support— 

• Modeling 

• Model/code integration 

• Real to simulation integration 

• Experiment support. 
 
Figure 6 diagrams a VCSE model that was used to analyze a particular suite of MITM 
malware code. Here, the physical HMI and threat software (roadblock and threat hosts) 
interact through a simulated network with simulated control-system components, which, in 
turn, control simulated power system elements. In the experiment diagrammed here, the HMI 
is implemented using Areva E-TERRACONTROL, a commercial HMI tool, running on a 
dedicated computer. The malware consisted of appropriately configured threat software that 
had been collected from the Internet. This software was run from virtual machines (VMs). 
All other elements were implemented within VCSE-SF. Here, the network was implemented 
using the commercial OPNET modeling package. (VCSE-SF encapsulates this software as an 
integrated module.) The RTUs and power grid simulator were implemented directly within 
VCSE-SF. 
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Cyber Testing (VCSE) Use Cases 

•  Effects – What are the likely effects on the physical infrastructure from 
a postulated attack scenario? 

•  Usability – How difficult is it to install and maintain cyber security 
controls? 

•  Performance – How well do cyber controls function against various 
attack scenarios? 

•  Transparency – Do cyber security controls negatively affect system 
performance?  

•  Training – Help operators recognize cyber attacks, and prep cyber 
assessment teams to work in control system environments 

•  Each experiment will tend toward differentiated SEP architectures 
depending on the SUT and NUT designations 
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VCSE Analysis Phase 

Physical Testbed Phase 

 
Formulate experiments to gain necessary insight.  
Interim results may be complete, or necessitate 

experiments on physical grid equipment. 
 

Report on the overall 
set of experiments. 

VCSE Used in Cyber 
Security Analysis Process 

Add physical grid equipment to testbed to improve 
precision, accuracy, and veracity as appropriate. 

Initial Experiment or Architecture Set 

Development of broad issues applicable to data  
and functionality for the selected analysis topic. 
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Application to Electric Power Systems 

•  Four modes of control for the grid: 
–  Protective relaying 
–  Automated systems management 
–  Human-in-the-loop control 
–  Engineering configuration and management 

•  Analyses depend on careful selection of the SUT/NUT 
•  Some cases depend on SUT being physical to adequately 

represent the component or subsystem (e.g. control system 
vulnerability in its hardware) 

•  Other cases depend on the SUT being physical for to 
maintain the experiment’s veracity 
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VCSE Power Grid Model 
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VCSE Power Grid Model 
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Figure 9:  Rogue software scenario 

 
Analysis 
For this experiment, the power system was expanded to model a hypothetical power system 
representing one area of the Institute of Electrical and Electronics Engineers, Inc. (IEEE) 
RTS-96 system [25]. This is a 24-bus power system with 11 generators and 17 loads, 
representing an area approximately the size of San Diego. Rather than attempting to modify 
the FEP, a custom threat was developed that could send trip messages to a random subset of 
the breakers connecting various generators to the network. This custom attack simulator 
resided on the same computer as the FEP software. Figure 10 shows the user interface 
developed for this simulator. This interface allowed analysts to vary the numbers (impact 
severity %) of affected FEPs and to exactly replicate experiments as needed using the RNG 
seed. Additionally, a modification was made to the steady state power model that allowed for 
load shedding. The load shedding scheme employed was that, as generation was lost and 
there was insufficient spinning reserve, then the smallest loads in terms of megawatt usage 
were dropped first. A Monte Carlo approach was taken to execute the simulation and collect 
data. From this data, system effects were measured in terms of lost loads (customer areas that 
lost power). 
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VCSE Refinery Model 

Figure 1. VCSE model of a small refinery before and after a damaging cyber attack.

cal environments for our investigative analysis (SEPIA)[3].
SEPIA environments provide relatively high fidelity repre-
sentations of key system nodes while still leveraging the
scalability and cost advantages of simulation tools for nodes
that contribute to the analysis, but whose salient features for
that analysis can be expressed at higher levels of abstrac-
tion. The need for these SEPIA environments is especially
heightened when investigating large-scale ICS infrastruc-
tures and other critical systems that cannot be completely
replicated in a lab. Sophisticated threats are best understood
when the cyber, control and physical issues are addressed
together.

Sandia[4] and UIUC[5] have each developed hybrid sim-
ulation environments to address ICS security to varying lev-
els of maturity. These Virtual Control System Environments
(VCSEs) can already be used as analytic, exercise and train-
ing testbeds for cyber control security work. They typi-
cally include actual supervisory control and data acquisition
(SCADA) elements, including operator control stations,
which run on real and virtualized computers. These control
stations connect through simulated, emulated and physical
(SEP) networks to SEP control equipment that uses real net-
work interfaces to represent the cyber parts of the systems
that are subject to attack. Thus, even though simulation
and emulation is used as a cost-effective yet scalable way
to represent portions of the network, these elements typi-
cally support native cyber interfaces (e.g., Modbus, DNP3

and IEC68150 over TCP/IP and serial lines) such that they
can interface directly with cyber threat and protection ele-
ments. The control equipment connects to plant and infras-
tructure simulation models that are programmed to respond
in the same ways that real systems would respond when un-
der the stresses of attack. For some problems, these sim-
ulation models extend beyond the immediate system when
doing so adds to the realism that operators would experience
and analysts would use in performing their work.

3. Present Day Status of Sandia’s VCSE Tech-
nologies

Figure 1 shows screen images from a recentlydeveloped
VCSE physical system simulator that was developed to train
cyber defense concepts to oil refinery operators. The top
images show its WonderWare-based[6] controls and plant
model before a cyber attack and the bottom after attack. In
operation, students could experience and attempt to defend
against actual malware that had been harvested from the In-
ternet.

Sandia’s VCSE physical system modeler is based upon
Sandia’s patented[7] Umbra Framework[8]. Umbra is a ro-
bust framework that was developed to model and, for some
applications, control sophisticated systems. It has been used
previously to develop and analyze a wide variety of automa-
tion systems including robotics, factory automation, mili-

2
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Future VCSE Work 

•  Automated configuration and deployment tools for 
emulated/simulated components 

•  Integration of physical power system components into the 
testing environment 

•  Application to microgrid systems 
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